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ABSTRACTMultimedia proxy ahing is a lient-oriented solution forlarge-sale delivery of high quality streams over heteroge-neous networks suh as the Internet. Existing solutions formultimedia proxy ahing are unable to adjust quality ofahed streams. Thus, these solutions either an not maxi-mize delivered quality or exhibit poor ahing eÆieny.This paper presents the design and implementation ofMoha,a quality adaptive multimedia proxy ahe for layered en-oded streams. The main ontribution of Moha is its abilityto adjust quality of ahed streams based on their popu-larity and on the available bandwidth between proxy andinterested lients. Thus, Moha an signi�antly improveahing eÆieny without ompromising delivered quality.To perform quality adaptive ahing, Moha implements�ne-grained replaement and �ne-grained prefething meha-nisms. We desribe our prototype implementation of Mohaon top of Squid and address various design hallenges suhas managing partially ahed streams. Finally, we validateour implementation and present some of our preliminary re-sults.
1. INTRODUCTIONMost of today's Internet streaming appliations have alient-server arhiteture where a server pipelines a requestedstream to a lient through the network. The lient-server ar-hiteture for Internet streaming has two major limitations.First, it does not sale to a large number of lients beausestreaming appliations onsume network bandwidth alongthe path from the server to the lient for the entire session.Seond, the quality of pipelined stream is limited to the bot-tlenek bandwidth along the server-lient path.To ahieve salability and deliver high quality streams,multimedia ontent should be maintained lose to interestedlients. Proxy ahing of multimedia streams is a lient-oriented solution that addresses both limitations simultane-ously. Similar to Web proxy ahing, ahing of popularstreams at a proxy substantially redues the load on the
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network (and the server), whih in turn aommodates sal-ability. Furthermore, sine a proxy is loated lose to itslients, it an e�etively avoid network bottlenek and max-imize delivered quality and aommodate lient bandwidthheterogeneity. The ability to adjust the quality of a ahedstream is a ruial requirement for multimedia proxy ahingmehanisms in heterogeneous networks suh as the Internetthat has not been well-understood. To justify this laim,onsider a proxy that has three lients with di�erent band-width (Figure 1). To maximize delivered quality of a ahedstream s to all lients, the proxy should be able to provideappropriate versions of stream s that an be pipelined toeah lient. This implies that ahing mehanisms shouldbe quality adaptive. There are two alternatives to ahievequality adaptive ahing: 1) Cahing di�erent enoded ver-sions of stream s with di�erent quality, or 2) Cahing layeredenoded version of stream s where the appropriate quality(i.e., number of layers) for eah lient is determined by itsbandwidth[1℄. Layered enoding is an eÆient and exibleway to adjust quality of ahed streams without losing aheperformane due to the following reasons: 1) Multimediastreams are orders of magnitude larger than typial Web ob-jets. Thus, ahing multiple versions of eah stream ouldsigni�antly redue ahe utilization; 2) Layered organiza-tion provides an opportunity to improve delivered qualityof a ahed stream on-the-y where lower layers are playedbak from the ahe and higher layers are delivered from theserver.Therefore, the design of a multimedia proxy ahing meh-anism should address two key issues:1. Whih streams are suÆiently popular to be ahed?2. What is the appropriate quality for eah ahed stream?The �rst issue in essene is a Web ahe replaement prob-lem. The seond problem, however, addresses the notionof quality for ahed streams as a new dimension in design
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of ahing mehanism that does not exist in Web ahingshemes. If a majority of lients an only a�ord to reeivea low quality version of stream s, the proxy an ahe onlythe low quality (and thus smaller) version of the streamto improve ahe utilization. To adaptively inrease or de-rease quality of ahed streams, the proxy should imple-ment �ne-grained prefething and �ne-grained replaementmehanisms, respetively. Furthermore, the server shouldprovide aess to a portion of a layered enoded stream.Most of the work on design and development of multi-media proxy ahes has only foused on the �rst issue andtreated multimedia streams in an atomi fashion similar toWeb objets. These approahes ould result in poor aheutilization sine multimedia streams are orders of magnitudelarger than typial Web objets. Admittedly, unpopularityof the layered approah is in part due to lak of support forlayered enoded streams by major ontent providers. Mostof the previous work on multimedia proxy ahing addressneither network bandwidth heterogeneity nor the need forrate and quality adaptation. Therefore, they are not suitablefor the Internet. To the best of our knowledge, Moha is the�rst quality adaptive proxy ahe for multimedia streams.Design and evaluation of multimedia proxy ahes are stillimmature in ompare to Web ahing shemes. Judgingbased on the work on Web ahing shemes, design andevaluation of multimedia proxy ahing mehanisms learlyrequire substantially more investigation.This paper presents the design and implementation ofMoha, a multimedia proxy ahe for layered enoded streamson top of Squid[2℄. Moha's key ontribution is its abilityto perform quality adaptive ahing. Moha ahes popularstreams and adaptively adjusts quality of ahed streamsbased on both stream popularity and available bandwidthto interested lients. Moha leverages layered struture ofstreams to implement �ne-grained replaement and �ne-grained prefething mehanisms. Therefore, Moha is ableto maximize delivered quality for a group of heterogeneouslients without ompromising ahe spae utilization. Weaddress the high level arhiteture of Moha and disuss themain issues and hallenges in the design of key omponentsof the arhiteture. We validate our prototype through var-ious experiments, and present some of our preliminary re-sults.Moha requires a lient-server arhiteture that supportslayer-enoded streaming in order to adapt quality of ahedstreams. Moha an also be used for ahing non-layered en-oded streams. However, it an not adjust quality of ahedstreams in this senario. We have prototyped a modularlient-server arhiteture [3℄ for delivery of layered enodedstream as shown in Figure 2. Client and server use RTSP [4℄for signaling. The server performs ongestion ontrol [5℄ todetermine fair share of bandwidth. Then a layered qualityadaptation mehanism [6℄ mathes the number of transmit-ted layers with average bandwidth. Although we are inter-ested in uniast streaming, we used RTP [7℄ for data pak-ets and RTCP for ak pakets. Eah layer is transmittedthrough a separate RTP session. However, ongestion on-trol is olletively performed aross all RTP sessions. Thelient reeives pakets of di�erent layers and rebuilds thestream in a reorganization bu�er before sending the streamto the display.The rest of this paper is organized as follows: Setion2 justi�es why we developed Moha on top of Squid and
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Figure 2: Client-server Arhitetureskethes the high level arhiteture of Moha by desribingrequest management in Moha. Setion 3 addresses designissues and hallenges for the key omponents of Moha. InSetion 4, we report some preliminary experimental results.Setion 5 briey reviews related work. Finally, Setion 6onludes the paper and addresses our future diretions.
2. ARCHITECTUREMoha was developed on top of open-soure ode Squid[2℄.Our main motivation was to leverage generi omponentsof Squid (suh as request proessing, storage and memorymanagement, and general utility routines for memory allo-ation and event handling) that an be reused for multime-dia ahing with little or no modi�ation. For example, wetook advantage of similarity in message proessing betweenHTTP and RTSP, and simply replae HTTP routines withtheir RTSP orrespondent. Therefore, we only needed toadd those omponents that are required to ahe and re-play layered enoded streams. This substantially reduedour prototyping and debugging phases. Obviously, buildingon top of Squid introdued a few restritions and limita-tions. For example, we needed to extend storage manage-ment routines suh that all layers of a ahed stream areolletively viewed as a single objet by Squid. More impor-tantly, Squid's �le system is probably not optimized to storeand retrieve multimedia streams. Thus, it is likely that oururrent implementation does not sale to a large number oflients. Fortunately, Squid has a modular struture and wean replae its �le system routines whenever it beomes abottlenek. Another key requirement for eÆient handlingof streaming objets is management of disk bandwidth. Weplan to add suh a management mehanism to ahieve highperformane in a near future. Plaement and retrieval ofmultimedia streams have been extensively studied in theontext of multimedia servers (e.g., [8℄). Our goal is to studytransport issues for objet management aross the Internetrather than well-understood loal resoure management is-sues at the proxy.Moha appears as a lient for a server and as a server fora lient. Figure 3 depits the internal arhiteture of Mohaas a ombination of a lient and a server. We explain thefuntionality of individual omponents by desribing requestmanagement in Moha.
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Figure 3: Internal Arhiteture of Moha
2.1 Request ManagementRequest manager(RM) module handles all the RTSP sig-naling between Moha and lient or server. Upon arrival ofa SETUP request for a stream s, RM heks the availabilityof s in the ahe, and one of the following senarios ours:� Cahe Miss: If s is missing from the ahe, RM relaysall RTSP messages in both diretions between lientand original server (or another proxy depending onon�guration). Moha also relays data and aknowl-edgment(ACK) pakets in both diretions as shown inFigure 4. Obviously, paket relaying proess will intro-due a delay but we expet the delay to be small undermoderate load on the proxy. Therefore, the server ef-fetively measures losses and round-trip-time(RTT) ofthe server-lient onnetion, and adapts its transmis-sion rate and delivered quality (i.e., number of layers)aordingly. This implies that on a ahe miss, thesession is end-to-end and quality of the played bakstream is limited by the bottlenek bandwidth, i.e.,proxy an not improve delivered quality on a miss.Notie that the original server an send either a storedor even a live stream. Moha an interept all trans-mitted data pakets and ahe a opy of the deliveredstream.
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eFigure 5: RTSP signaling and data delivery on a hit� Cahe Hit: If a opy of s is available in the ahe,Moha ats as a server and diretly replies to all RTSPmessages as shown in Figure 5. Upon arrival of PLAYrequest from lient, Moha initiates delivery of ahedstream while performing rate and quality adaptationbased on the state of the proxy-lient onnetion. Ifthe quality of the ahed stream is lower than themaximum deliverable quality to the lient, prefeth-ing manager establishes a prefething session to theserver to prefeth missing parts of ahed layers aswell as higher layers of requested stream on a demand-driven fashion. Thus on a ahe hit, Moha shouldmanage both playbak and prefething sessions suhthat prefethed segments arrive before their play outtimes to be properly merged with the playbak stream.Fine-grained prefething is disussed in more details insubsetion 3.2.
3. MAIN COMPONENTSIn this setion, we disuss the design and implementa-tion of three key omponents that are unique in Moha:Objet Management, Fine-grained Prefething, and Fine-grained Replaement.
3.1 Object ManagementMoha ahes RTP pakets instead of their raw payload.Although ahing header of RTP pakets redues ahe spaeutilization, the proxy does not need to deal with various pay-load formats and beomes ontent-independent. Moha re-lies on RTP sequene number to detet missing segments ofa layer, and uses RTP time-stamp (and marker bit) to storeand play bak RTP pakets properly. Moha an also main-tain a few well-aepted RTP pro�les to properly interpretRTP header information.One of the main hallenges in the design of storage man-agement for Moha was to store and aess partially ahedlayers of a single stream eÆiently. Sine Web ahes storeor ush an objet in an atomi fashion, we needed to ex-tend Squid's data strutures to maintain information aboutahed segments of all layers. Furthermore, all layers ofeah stream should be olletively viewed as a single objet
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Figure 6: Data strutures for objet management inMohaby Squid in order to reuse its basi objet management fea-tures (e.g., heking hit or miss senarios). Squid maintainsa StoreEntry for eah objet where objet-spei� informa-tion is kept. Figure 6 shows how we extended Squid's datastrutures to manage layered enoded streams in Moha.Pakets of eah layer of a ahed stream are stored in a sep-arate �le. Eah �le ontains a olletion of hunks wherea hunk onsists of a group of ontiguous pakets. Loa-tion of a paket in a hunk an be easily alulated if allpakets have the same size. But in a general ase, paketsan be variable in size. To allow quik traversal within ahunk, we interleaved pointers to the next paket betweenevery two pakets in eah hunk. In order to quikly loatea spei� hunk, Moha maintains a linked list in memoryfor eah layer of an ative stream that is being played bak.Eah element of the linked list points to one or a group ofhunks on disk. Thus by traversing the linked list, Mohaan rapidly identify the loation of a spei� hunk on diskand minimize disk aess. The bigger the hunk size, theshorter the linked list, but it takes longer to reah a spei�paket within a hunk.Moha treats a hunk as a an atomi unit, i.e., all pak-ets of a hunk are ahed or replaed together. When ahole in sequene number is deteted or N ontiguous pak-ets arrive, all the previously reeived pakets are ahed as ahunk. While hunks an have variable sizes, Moha limitsthe maximum number of pakets in a hunk (i.e., N). Whena missing paket arrives during prefething, two small adja-ent hunks an be onsolidated. The interations betweenonsolidation and �ne-grained replaement result in a set ofpseudo-balaned hunks.
3.2 Fine-grained PrefetchingMoha implements online �ne-grained prefething in orderto improve the delivered quality of a ahed stream. Whenthe quality of a ahed stream is lower than the maximumdeliverable quality to an interested lient, Moha initiates aonnetion to the server and ats as a lient. Then it sendsprefething requests for missing piees of ative layers thatare likely to be needed during the playbak. Eah missingpaket should be prefethed before its play out time. Sinethe prefething session is ongestion ontrolled, the available
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Figure 7: Online Prefething in Mohaserver-proxy bandwidth is not known a priori and ould varyin time. The available prefething bandwidth should be usedeÆiently to deliver missing pakets in a prioritized fashionsuh that prefething session remains loosely synhronizedwith the playbak session.To ahieve this, we devised a sliding window approah toprefething that is illustrated in Figure 7. At time t dur-ing playbak, the prefething manager examines a windowof time in the future ([t + T , t + T + Æ℄) to identify re-quired pakets that are missing. If required segments are inthe ahe, they are fethed into the memory ahe to avoidany potential delay during disk aess. At the same time,Moha sends a single prefething request whih ontains anordered list of all required but missing pakets of this win-dow. Requested pakets are ordered based on their impor-tane, i.e., based on layer number and within a layer basedon their play out time in a round-robin fashion as numberedin Figure 7. The server delivers requested segments in thespei�ed order through a ongestion-ontrolled onnetion.Thus, in the absene of suÆient prefething bandwidth,only the most important segments are delivered. After pseonds, Moha examines the next prefething window andsends another prefething request to the server. To keepplaybak and prefething sessions loosely synhronized, eahprefething request will pre-empt any previous prefethingrequest. In summary, online prefething has three param-eters, 1) Æ, length of prefething window, 2) T , look-aheaddistane and 3) p, sliding period where p � Æ. If p < Æ, thereis an overlap between adjaent windows whih results in amore onservative use of prefething bandwidth.The \Range" header �eld of RTSP PLAY method wasused to prefeth a group of ontiguous pakets of a layer. Weextended the \Range" header �eld to arry multiple rangesof several layers in a single RTSP message. Another issuewas sequential proessing of RTSP PLAY requests. To allowa new prefething request to pre-empt previous prefethingrequests, we introdued a new type of Range �eld in RTSPthat an be over-written by new Range requests.Besides the data strutures desribed in Setion 3.1, Mohamaintains status of ahed pakets of all layers of a streamin a bitmap. The bitmap is used to implement the slidingwindow approah eÆiently beause missing pakets an beidenti�ed without aessing the hard disk. At any point oftime, only bitmaps of ative streams are kept in the mem-ory. We plan to add an o�-line prefething mehanism toMoha.



3.2.1 Memory CachingSquid has a built-in memory ahe on top of storage thatholds popular objets in a LRU fashion to minimize disk a-ess. Moha leverages this memory ahe with some mod-i�ations to improve ahe performane. On a ahe hit,the memory ahe temporarily loks ahed pakets that arefethed from disk ahead of time as well as prefethed pak-ets from the server until they are played out or their playouttimes expire. Therefore, at any point of time, a window offethed or prefethed pakets are maintained in the memoryahe.
3.3 Replacement PolicyWe modi�ed Squid replaement poliy to implement �ne-grained replaement mehanism. Squid periodially invokesreplaement routines and if the amount of total ahed datais higher than a on�gured high-water mark, a suÆientnumber of least popular objets are evited. We basiallyreplaed the vitim seletion mehanism.In order to implement �ne-grained replaement, we needto de�ne �ne-grained popularity, i.e., assign popularity val-ues to piees of a stream. Sine quality of a ahed streamis determined by the number of ahed layers, Moha as-signs popularity to individual layers. Popularity of layer iof stream s is de�ned as follows:Pi(t) = Ptx2[t��;t℄whit(x; i),whit(x; i) = PlayTime(x;i)StreamLength(s)where whit(i; x) is weighted hit of layer i during sessionx. We used the umulative value of whit aross all sessionsover a reent window of time ([t � �..t℄) as popularity ofa layer. This de�nition of popularity aptures both levelof interest among lients and available bandwidth to inter-ested lients[1℄. Consequently, lower layers of an unpopularstream might be ushed before higher layers of streams thatare popular among high bandwidth lients. Furthermore,this de�nition guarantees that within a single stream, pop-ularity monotonially dereases with layer number, i.e., thevitim layer is always the highest layer of a ahed stream.Popularity of all ahed layers are maintained in a sortedlinked list, alled popularity list. Thus, a vitim layer isalways at the end of the list. At the end of eah session,whit and popularity of ative layers are updated and theirloation in the popularity list is hanged aordingly.Although Moha keeps trak of popularity of individuallayers, replaement is performed at a per hunk basis toahieve high ahe spae utilization. When the amount ofahed data exeeds the high water mark, Squid invokesMoha's replaement routine. The least popular layer is se-leted as vitim and hunks of a vitim layer are ushed fromthe end to the beginning, until total amount of ahed datais less than the high water mark. The interations between�ne-grained replaement and sliding window approah toprefething smooth out quality of ahed streams.Fine-grained replaement an potentially result in thrash-ing where pakets of a ahed layer are ushed in order tomake room for prefethed pakets of a higher layer of thesame stream. To prevent suh behavior, Moha employsa simple loking mehanism. Moha loks all ative layersthat are being played bak for the entire duration of thesession.

4. EXPERIMENTSWe are urrently validating our prototype implementa-tion. In this setion, we briey present some of our prelim-inary results to illustrate the basi features of Moha. Ourdata set onsists of 50 streams with 6 layers, and the band-width of all layers is 6 Kbps. Stream lengths were hosenrandomly within the range of [30se.. 180se℄. We generatea request sequene with 5000 requests and Zipf-like popu-larity distribution with proper temporal loality. Popularityof streams monotonially dereases with stream ID, i.e., s0is the most popular. The ahe size is 30% of the size ofdata set. The value of popularity window is in�nite (� =1). We use the topology in Figure 1, and a lient-serverarhiteture that is similar to Figure 2.First, we examine the behavior of �ne-grained replae-ment mehanism when the online prefething mehanism isturned o�. We ondut an experiment with a single lientwhere proxy-lient bandwidth is only 24 Kbps (i.e., 4 layers)and server-proxy bandwidth is more than 36 Kbps (i.e., 4layers). Figure 8 depits variations in quality of three ahedstreams (s0, s25, s49) with minimum, moderate and maxi-mum popularity during the experiment, respetively. Thetime of eah request for these three representative streamsis also shown at the top of Figure 8. This �gure learly illus-trates the impat of stream popularity on dynamis of ahereplaement. s0 quikly beomes popular and all 4 layers areahed for the entire experiment. s49 never beomes suÆ-iently popular to stay in the ahe, thus all layers of s49 arealways played bak from the server and are removed fromthe ahe after a short period. After several lose requestsfor s25 early in the experiment (request number < 500), all4 layers of s25 are ahed. Then its quality is gradually de-graded sine other streams beome more popular than s25.Sine the �ne-grained prefething mehanism is turned o�,higher layers of s49 are not prefethed even when it beomesmore popular later in the experiment.Next, we turned on the �ne-grained prefething meha-nism to examine its interations with the �ne-grained re-plaement mehanism in the presene of two heterogeneouslients with 36Kbps (i.e., 6 layers) and 12Kbps (i.e., 2 lay-ers) bandwidth. We use a smaller data set with 20 streams
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prefething is not triggered for this stream.Figure 10 shows average delivered quality of all streamsover the entire experiment as a funtion of stream ID. Ide-ally, average delivered quality of eah stream should mono-tonially derease with stream popularity. Although Fig-ure 10 shows a dereasing trend in average popularity ofahed streams, it is learly not a monotoni derease. Aloser examination of our results revealed that this behavioris aused by our LFU replaement algorithm. The hoie of� =1 implies that our replaement algorithm is a variantof the Least Frequently Used (LFU) algorithm. LFU-basedalgorithms have the well known anomaly that temporal dis-tribution of requests plays a signi�ant role in determiningthe popularities of the streams in the ahe [9℄. A less pop-ular stream an stay in the ahe for a long time if a largenumber of requests for this stream arrives early in the ex-periment. This suggests the use of limited values for � inorder to age the stream popularities with time similar toLRU algorithm. We are urrently examining the e�et ofvarious replaement algorithms.
5. RELATED WORKMultimedia proxy ahing is a new researh area that hasnot been suÆiently explored. During reent years, a fewommerial multimedia proxy ahes have been developed[10, 11, 12℄. While there is no tehnial information aboutthese produts, they apparently onsist of a Web ahe that
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Figure 10: Average quality of ahed streams asfuntion of popularityis bundled with a media player. There are numerous workson proxy ahing mehanism for Web objets (e.g., [13, 14℄).However, due to the larger size of multimedia streams om-pared to Web objets and streaming nature of delivery, ex-isting proxy ahing shemes seem to be ineÆient for mul-timedia streams. The MiddleMan arhiteture [15℄ is a ol-letion of ooperative proxy servers that olletively at as avideo ahe for a well-provisioned loal network (e.g. LAN).Video streams are stored aross multiple proxies where theyan be replaed at a granularity of a blok. They examineperformane of the MiddleMan arhiteture with di�erentreplaement poliies.A lass of ahing mehanisms for multimedia streamspropose to ahe only seleted portions of multimedia streamsto improve delivered quality. Clearly, these solutions do notderease the load on the server (or the network). To smoothout the playbak of variable bit rate video streams, work in[16℄ proposes a tehnique alled Video staging. The idea isto prefeth and store seleted portions of video streams ina proxy to redue burstiness of the stream during the play-bak. Sen et al. [17℄ also present a pre�x ahing mehanismto redue startup lateny. Work in [18℄ suggests ahingonly seletive frames of a media stream based on the en-oding properties of the video and lient bu�er size in orderto improve robustness against network ongestion. Work in[19℄ presents a ahing arhiteture for multimedia streams,alled SOCCER. SOCCER onsists of a self-organizing andooperative group of proxies. Work in [20℄ desribes designand implementation issues of a single proxy in the SOC-CER arhiteture that implements LRU replaement algo-rithm. They fous mostly on issues suh as segmentationof multimedia streams and request aggregation. Work in[21℄ studies the layered video ahing problem using an an-alytial revenue model based on a stohasti knapsak. Theauthors also develop several heuristis to deide whih layersof whih streams should be stored in the ahe to maximizethe arued revenue.In the ontext of media servers, various ahing strategiesof multimedia streams in main memory have been studiedin prior work[22, 23℄. The idea is to redue disk aess bygrouping requests and retrieving a single stream to serve theentire group. Tewari et al. [24℄ present a disk-based ahe

replaement algorithm for heterogeneous data type, alledResoure Based Cahing(RBC). RBC onsiders the impatof resoure requirement of eah stream (i.e., bandwidth andspae) on ahe replaement algorithms. Work in [25℄ fur-ther examined the RBC algorithm and presented a hybridLFU/interval ahing strategy.Most of the previous work on multimedia proxy ahingtreat multimedia streams similar to Web objets (i.e., per-form atomi replaement). In our earlier work, we presentedoverall design of a ahing mehanism for layered-enodedstream[26℄. Then, we examined overall performane of theproposed sheme through simulation in [1℄. Moha is the�rst implementation of our proposed proxy ahing shemefor multimedia streams over the Internet. Moha allows usto explore various types of real-world issues. Our work om-plements previous work on multimedia proxy ahing. Morespei�ally, Moha ontributes the idea of quality adaptiveahing.
6. CONCLUSIONS AND FUTURE WORKThis paper desribed the design and implementation ofa quality adaptive multimedia proxy ahe, alled Moha.We justi�ed the need for quality adaptive ahing of multi-media streams over the Internet and argued that layeredenoding presents the most eÆient approah to qualityadaptive ahing of multimedia streams. Moha performs�ne-grained prefething mehanism and uses �ne-grainedreplaement mehanism to maximize both delivered qual-ity storage eÆieny simultaneously. We presented Moha'sarhiteture and key omponents of our prototyped imple-mentation on top of Squid. Our preliminary results showthat Moha an properly adapt the quality of a ahedstream based on its popularity and on the available band-width between the proxy and interested lients. We alsoobserved that LFU-based replaement algorithms are sensi-tive to temporal distribution of requests.We plan to ontinue this work in a ouple of diretions.First, we are de�ning a new evaluation methodology for mul-timedia ahes. The notion of delivered quality for ahedstreams reveals that traditional performane evaluation met-ris (e.g., Byte hit ratio) for Web ahing are neither well-de�ned nor suÆient for evaluation of multimedia proxyahing mehanisms. Instead, performane evaluation ofmultimedia ahing mehanisms should be examined alongtwo dimensions 1) overall quality of delivered streams, and2) ability of the ahe in reduing the o�ered load to thenetwork.Seond, we use this evaluation methodology to ondutexhaustive performane evaluation of �ne-grained replae-ment and �ne-grained prefething mehanisms under morerealisti workload and bakground network traÆ. We alsoneed to examine sensitivity of �ne-grained replaement and�ne-grained prefething mehanisms to their main parame-ters. We also plan to ompare performane of our replae-ment algorithm with other proposed algorithms for multi-media ahes in the literature. We plan to explore the e�e-tiveness of o�-line prefething.Finally, we plan to inorporate utility (i.e., importane onpereived quality) of individual layers in replaement andprefething mehanisms. Our urrent approah assumes alinear utility funtion where all layers result in similar im-provement in pereived quality. However, most of the ex-isting layered enoded streams exhibit a non-linear utility



(e.g., PSNR) behavior aross di�erent layers. The replae-ment and prefething mehanism should onsider both pop-ularity and utility of a layer in order to minimize the load onthe network while maximizing the overall delivered quality.
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