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Abstract. We consider infinite graphs that are generated by ground
tree (or term) rewriting systems. The vertices of these graphs are trees.
Thus, with a finite tree automaton one can represent a regular set of
vertices. It is shown that for a regular set T of vertices the set of vertices
from where one can reach (respectively, infinitely often reach) the set
T is again regular. Furthermore it is shown that the problems, given
a tree t and a regular set T , whether all paths starting in t eventually
(respectively, infinitely often) reach T , are undecidable. We then define a
logic which is in some sense a maximal fragment of temporal logic with a
decidable model-checking problem for the class of ground tree rewriting
graphs.

1 Introduction

Graphs play an important role in the behavioral description of programs or
processes. The use of theoretically unbounded data structures (such as stacks,
queues, etc.) in these programs requires the use of infinite (transition-)graphs. In
order to allow algorithmic applications like verification of infinite-state systems,
these systems have to be given effectively, i.e., by some finite object. In recent
years many classes of finitely representable infinite graphs have been studied. A
starting point for this research on infinite graphs was an analysis of the configu-
ration graphs of pushdown automata by Muller and Schupp in [13]. The vertices
of pushdown graphs are words (the control state followed by the stack content)
and the edges are defined via the transitions which are prefix rewriting rules on
these words. In [13] it is shown that pushdown graphs have a decidable monadic
second-order (MSO) theory. Later, more efficient algorithms have been devel-
oped for solving reachability problems, model-checking temporal logics [8], and
synthezising strategies for games [10,14] on pushdown graphs.

Using rewriting as the basic process for generation of infinite graphs, a variety
of possibilities arises to define classes of graphs different from pushdown graphs.
Let us briefly review some of the approaches. The result on the decidability of
the MSO theory generalizes from pushdown graphs to prefix recognizable graphs
[3], which are also generated by prefix rewriting on words; but the rewriting rules
refer to to regular languages instead of single words. Even more general classes
of graphs can be obtained when using finite word transducers to define the
edge relations of graphs. This leads to automatic graphs in case of synchronous

M. Nielsen and U. Engberg (Eds.): Fossacs 2002, LNCS 2303, pp. 280–294, 2002.
c© Springer-Verlag Berlin Heidelberg 2002



Model-Checking Infinite Systems Generated by Ground Tree Rewriting 281

transducers (see e.g. [1]) and to rational graphs [12] in case of asynchronous
transducers. The formalisms to generate automatic and rational graphs are very
strong and even simple reachability problems on these graphs are undecidable.
In [11] model-checking problems for process rewriting graphs are studied (in
process rewriting parallel composition of words is allowed in addition to the
usual sequential composition).

In the present paper we use another generalization of word rewriting, namely
tree rewriting, as already considered in [2]. In tree (or term) rewriting the ba-
sic objects in the rewriting systems are trees. For ground tree rewrite systems
(GTRS) confluence [6], the first-order theory [7], and several reachability prob-
lems [5] have been shown to be decidable. As the example of the infinite grid (see
Section 2 below) shows, the MSO theory of a GTRS graph can be undecidable.
Our goal is to develop an expressive fragment of temporal logic with a decidable
model-checking problem on GTRS graphs. Since reachability analysis of systems
constitutes an important part of verification, we analyze different reachability
problems. As a means of specification we will use finite tree automata to repre-
sent sets of vertices. Given such a regular set T represented by a tree automaton
we address the following problems for GTRS graphs.

(1) Compute the set of all vertices from where one can reach T .
(2) Compute the set of all vertices from where one can infinitely often visit T .
(3) Given a single tree t, do all paths starting in t eventually (respectively,

infinitely often) visit T?

We give algorithms to solve the Problems (1) and (2). The first problem was
already solved in the context of term rewriting (see e.g. [4]), so the solution of
the second problem is the main contribution of the present paper. The problems
in (3) are shown to be undecidable and hence mark a boundary in the design of
a fragment of temporal logic with decidable model-checking problem for GTRS
graphs.

The paper is organized as follows. In Section 2 we introduce GTRS and tree
automata. In Section 3 we give an algorithm to solve the reachability problem (1),
in Section 4 we solve the recurrence problem (2), and in Section 5 we show the
undecidability of the problems of universal reachability and universal recurrence
from (3). Finally, in Section 6, we use the results of the former sections and
present a logic with a decidable model-checking problem for GTRS graphs.

I would like to thank Wolfgang Thomas and the anonymous referees for many
helpful comments.

2 Ground Tree Rewriting Systems and Tree Automata

A ranked alphabet A is a family of sets (Ai)i∈[k], where [k] = {0, . . . , k}. For
simplicity we identify A with the set

⋃k
i=0Ai. A ranked tree t over A is a mapping

t : Dt → A with Dt ⊆ [k−1]∗ such that Dt �= ∅ is prefix closed, for each ui ∈ Dt

we have uj ∈ Dt for all j ≤ i, and if u0, . . . , u(i − 1) ∈ Dt, ui /∈ Dt, then
t(u) ∈ Ai. Dt is called the domain of t. We will mainly be interested in finite
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trees, except for Section 4 where we also use infinite trees. The set of all finite
trees over A is called TA. By 
 we denote the prefix ordering on N

∗.
For u ∈ N

∗ we define uDt = {uv ∈ N
∗ | v ∈ Dt} and u−1Dt = {v ∈ N

∗ | uv ∈
Dt}. For u ∈ Dt the subtree tu of t at u is the tree with domain Dtu = u−1Dt

and tu(v) = t(uv). For trees t, t′ ∈ TA and u ∈ Dt we define t(u ← t′) to be
the tree s with domain Ds = uDt′ ∪ (Dt \ u(u−1Dt)) and s(v) = t′(u−1v) for
v ∈ uDt′ and s(v) = t(v) for v ∈ Dt \ u(u−1Dt). This means we replace the
subtree tu in t by t′.

To denote trees we will use the usual graphical notation (as e.g. in Figure 1)
and the term notation, where a(t0, . . . , ti−1) denotes the tree with a at the root
and t0, . . . , ti−1 as subtrees.

A ground tree rewriting system (GTRS) is a tuple S = (A,Σ, P, tI), where
A = (Ai)i∈[k] is a ranked alphabet, Σ is an alphabet, P is a finite set of rules
t1 →σ t2 with t1, t2 ∈ TA, σ ∈ Σ, and tI ∈ TA is the initial tree. For two trees
t, t′ ∈ TA we write t →σ

S t′ iff there exists a rule t1 →σ t2 in P and u ∈ Dt such
that tu = t1 and t′ = t(u ← t2). We write t →S t′ iff there is a σ ∈ Σ with
t →σ

S t′. By →+
S we denote the transitive closure of →S and by →∗S we denote

the transitive and reflexive closure of →S .
The tree language generated by S is T (S) = {t ∈ TA | tI →∗S t}. The edge

labeled graph GS = (VS , ES , Σ) generated by S is defined by VS = T (S), and
(t, σ, t′) ∈ ES iff t →σ

S t′.

Example 1. The GTRS S = (A,Σ, P, tI) given by Σ = {0, 1}, A = (Ai)i∈[2]
with A0 = {a, b}, A1 = {c}, and A2 = {d}, P = {b →0 c(b), a →1 c(a)}, and
tI = d(a, b) generates the infinite grid as shown in Figure 1. ��

As usual a path π through a graph G = (V,E) is a (possibly infinite) se-
quence of vertices such that two successive vertices on this path form an edge.
If we consider a path π through a graph GS for a GTRS S, then the edges are
generated by rewriting rules. We will sometimes refer to these rewritings as the
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Fig. 1. The infinite grid generated by a GTRS.
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rewritings on π. Given a path π and i ∈ N we denote the ith element on π by
π(i) and the suffix of π starting at π(i) by πi.

If T ⊆ TA, then t →ω
S T means that there is a path through GS starting

in t that infinitely often visits the set T and if π is a path through GS , then
π : t →ω

S T means that π is a path starting in t that infinitely often visits T .
Furthermore we use similar notations as, e.g., t →∗S T1 →∗S T2 if there is a path
that starts in t and first visits T1 and then T2.

For a set T ⊆ TA of trees let sub(T ) = {t′ ∈ TA | ∃t ∈ T and u ∈
Dt with tu = t′} be the set of all subtrees of trees in T . For later use we define
the sets PL = {t ∈ TA | ∃t′ ∈ TA with t → t′ ∈ P}, PR = {t ∈ TA | ∃t′ ∈
TA with t → t′ ∈ P}, and sub(P ) = sub(PL) ∪ sub(PR).

A nondeterministic tree automaton (NTA) is a tuple A = (Q,A,∆, F ), where
Q is a finite set of states, A = (Ai)i∈[k] is a ranked alphabet, F ⊆ Q is a set
of final states and ∆ ⊆ (

⋃k
i=0Q

i × Ai) × Q is the transition relation. Given a
tree t ∈ TA, a tree ρ ∈ TQ is a run of A on t iff Dρ = Dt, and for each u ∈ Dt

with t(u) ∈ Ai we have (ρ(u0), . . . , ρ(u(i − 1)), t(u), ρ(u)) ∈ ∆. We extend ∆ to
trees in the natural way: (t, q) ∈ ∆ iff ρ(ε) = q for a run ρ of A on t. A tree t
is accepted by A iff (t, q) ∈ ∆ for some q ∈ F and the language T (A) accepted
by A is T (A) = {t ∈ TA | (t, q) ∈ ∆(t) for some q ∈ F}. A language of trees is
called regular iff it can be recognized by an NTA.

For t ∈ TA, a run ρ of an NTA on t, and a vertex u ∈ Dt it is clear that the
subtree ρu of ρ is a run of the NTA on tu.

The notion of a run can also be applied to infinite trees. This will be used in
Section 4.

In the next section we also consider a more general type of automata, namely
nondeterministic tree automata with ε-transitions (ε-NTA). An ε-NTA is a tuple
A = (Q,A,∆, F ), where Q, A, and F are as in NTA and ∆ ⊆ ((

⋃k
i=0Q

i ×Ai)∪
Q)×Q is the transition relation. The transitions of∆ from the setQ×Q are called
ε-transitions because in a run these ε-transitions do not depend on the input tree.
For an ε-NTA A = (Q,A,∆, F ) one can easily define an equivalent ε-free NTA
A− = (Q,A,∆−, F ) by (q1, . . . , qi, a, q) ∈ ∆− if there are p0, . . . , pj ∈ Q with
pj = q, (q1, . . . , qi, a, p0) ∈ ∆, and (pl, pl+1) ∈ ∆ for all l ∈ {0, . . . , j − 1}. Then
we can define (t, q) ∈ ∆ iff (t, q) ∈ ∆−.

3 Reachability

In this section we give an algorithm to solve the following reachability problem:

(Reachability): Given a GTRS S = (A,Σ, P, tI) and a regular set of trees
T ⊆ TA, compute the set of all trees in TA from which one can reach a tree
of T in the graph GS associated to S.

This problem was already solved in [5] and an algorithm similar to the one
presented here can be found in [4] for more general rewrite systems. Thus, we
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only provide the algorithm for the sake of completeness and without correctness
proof.

The main idea of the algorithm is to simulate the rewriting rules within
the tree automaton A = (Q,A,∆, F ) that accepts the regular set T = T (A).
If the automaton contains for each rewriting rule t1 → t2 a unique state qt1
that identifies t1, i.e., (t, qt1) ∈ ∆ iff t = t1, then such the rule t1 → t2 can
be simulated by adding an ε-transition (qt1 , q) to ∆, where q is a state with
(t2, q) ∈ ∆. So the algorithm adds a new part to A such that subtrees from
PL can be uniquely identified and then starts adding ε-transitions as described
above.

First we define the new part that is added to A. Given a set P of rewriting
rules over a ranked alphabet A = (Ai)i∈[k], let

– QP = {qt | t ∈ sub(PL)}, and
– ∆P = {(qt1 , . . . , qti , a, qa(t1,...,ti) | a(t1, . . . , ti) ∈ sub(PL)}.

If these new states and transitions are added to A, then the accepted language
does not change and for each t ∈ PL the state qt can only be reached via t.

Figure 2 shows an algorithm solving the reachability problem. Note that the
algorithm always terminates since only finitely many transitions can be added
to the automaton A0.

INPUT: GTRS S = (A,Σ, P, tI), ε-NTA A = (Q,A,∆, F )
Q0 = Q∪̇QP , ∆0 = ∆∪̇∆P , F0 = F
A0 := (Q0, A,∆0, F0)
i := 0
while ∃t1 → t2 ∈ P, q ∈ Q0 with (t2, q) ∈ ∆i and (t1, q) /∈ ∆i do
i := i+ 1
∆i := ∆i−1 ∪ {(qt1 , q)}
Ai := (Q0, A,∆i, F0)

end
m := i
OUTPUT: ε-NTA Am

Fig. 2. Algorithm to solve the reachability problem.

For a proof of the following theorem see e.g. [4] (or [8] for the special case of
pushdown systems).

Theorem 1. Given a GTRS S = (A,Σ, P, tI) and an ε-NTA A, the algorithm
from Figure 2 computes an ε-NTA with |Q|+ |sub(PL)| states accepting the set
{t ∈ TA | t →∗S T}.

4 Recurrence

After having solved the reachability problem from the former section the next
step is to deal with repeated reachability or recurrence.
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(Recurrence): Given a GTRS S = (A,Σ, P, tI) and a regular set of trees
T ⊆ TA, compute the set {t ∈ TA | t →ω

S T}.

For this section we fix a GTRS S = (A,Σ, P, tI) and an NTA A = (Q,A,∆, F ).
By Aq we denote the automaton Aq = (Q,A,∆, {q}).

There are two main steps in the construction of an NTA for the set {t ∈ TA |
t →ω

S T (A)}.
Step 1. We reduce the recurrence problem for T (A) to the reachability problem

for a set R(A) (defined below) by showing {t ∈ TA | t →ω
S T (A)} = {t ∈

TA | t →∗S R(A)}. The set R(A) is regular and can be constructed if we can
decide for all trees t ∈ PL and all states q ∈ Q whether t →ω

S T (Aq).
Step 2. We give a procedure for deciding for t ∈ PL and q ∈ Q if t →ω

S T (Aq).

Step 1. Informally speaking, the set R(A) (for a fixed GTRS S) contains all
the trees t such that there is a state q ∈ Q and vertex u ∈ Dt with tu ∈ PL,
tu →ω

S T (Aq), and if we assume that there is a run of A on t that labels u
with q, then there is an accepting run of A on t. The last condition ensures that
t(u ← t′) ∈ T (A) for each t′ ∈ T (Aq). Since the second requirement says that
from tu we can infinitely often reach a tree from T (Aq), it is clear that from t
we can infinitely often reach T (A). On the other hand, if we are given a tree t
with t →ω

S T (A), then we can also reach R(A) from t. Before we prove this in
Lemma 1 we give a formal definition of R(A).

Given t ∈ TA, u ∈ Dt, and q ∈ Q, we say that t(u ← q) is in T (A) if there
is a tree t1 ∈ TA such that there is an accepting run ρ of A on t(u ← t1) with
ρ(u) = q. For this definition we assume that all states of A are reachable, i.e.,
for each q ∈ Q there is a t ∈ TA with (t, q) ∈ ∆. We define the set

R(A) =
{
t ∈ TA | ∃u ∈ Dt, q ∈ Q :

tu ∈ PL, t
u →ω

S T (Aq),
and t(u ← q) ∈ T (A)

}
.

Lemma 1. Let t ∈ TA. Then t →ω
S T (A) iff t →∗S R(A).

Proof. “⇒”: Assume that t →ω
S T (A) and let π = t0 →S t1 →S t2 →S t3 →S · · ·

be a path starting at t = t0 that infinitely often visits T (A). For i ∈ N let ui ∈ Dti

and t′i ∈ TA such that ti+1 = ti(ui ← t′i) (i.e. the rewriting rules are applied to
the tuii ). There is a j ∈ N such that no ui is a proper prefix of uj for all i > j, and
there is an infinite number of i > j such that uj is a prefix of ui. In particular,
this means uj ∈ Dti for all i > j. Let tL = t

uj
j . We know that tL ∈ PL. Since π

infinitely often visits T (A), there must be q ∈ Q that is infinitely often at uj in
accepting runs on trees from T (A) on π. We get tL →ω

S T (Aq) since ui is not a
proper prefix of uj for i > j and because there are infinitely many substitutions
“below” uj (uj is a prefix of ui for infinitely many i > j).

Let k > j be such that there is an accepting run of A on tk that labels uj
with q. Define t′ = tk(uj ← tL) and u = uj . Then (t′)u = tL. From the accepting
run on tk that labels u with q we get t′(u ← q) ∈ T (A). Thus, t′ ∈ R(A).
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For all i > j we have that ui is not a proper prefix of uj . Therefore we get
tj →∗S t′ and as a consequence t →∗S t′.

“⇐”: Let t′ ∈ R(A) such that t →∗S t′. It is sufficient to show that t′ →ω
S T (A).

Let q ∈ Q and u ∈ Dt′ be such that(t′)u ∈ PL and (t′)u →ω
S T (Aq). Let t0 = (t′)u

and let t0 →S t1 →S t2 →S t3 →S · · · be a path starting at t0 that infinitely
often visits T (Aq). Then t →S t(u ← t1) →S t(u ← t2) →S t(u ← t3) →S · · · is
a path starting in t that infinitely often visits T (A). ��

Since the set PL is finite, it is not difficult to verify that the defining properties
of trees in R(A) can be checked by a finite tree automaton. But to construct such
an automaton we have to decide for each t ∈ PL and q ∈ Q whether t →ω

S T (Aq).
This is the second step mentioned above and will be done in the remainder of
this section.

Step 2. There are two possibilities on how to visit the set T (A) infinitely often
along a path π.

(a) There is a single tree t ∈ T (A) that is visited infinitely often along π.
(b) There are infinitely many different trees from T (A) on π.

To distinguish the two cases we analyze how the trees evolve along a path π
by defining the limit of π. This is the tree consisting of all the vertices of trees
on π that are eventually not involved in the rewriting steps any more (i.e. the
vertices that are fixed from a certain point onwards). In case (a) this limit will
be a finite tree. If the limit of π is infinite, then we have to deal with case (b).
In both cases we can find a normal form for paths infinitely often visiting T (A).
That is, if there is a path π′ : t →ω

S T (A) for t ∈ PL, then there is also a path π
in normal form with π : t →ω

S T (A). Then we describe a procedure to decide for
t ∈ PL and q ∈ Q if there exists a path π in normal form with π : t →ω

S T (Aq).
The normal form for case (a) is based on the same ideas as in Step 1 from

above and is stated without proof in Lemma 2. The normal form for case (b)
(Lemma 3) is more complicated and will be described in more detail after the
formal definition of the limit of a path.

A branch β of a tree t is a maximal prefix closed subset of Dt such that for
each u ∈ β there is at most one i ∈ N with ui ∈ β (in other words: a maximal
subset of Dt that is linearly ordered by 
). Given a branch β of a tree t and a
vertex v ∈ Dt we define β(v) to be the maximal prefix u of v with u ∈ β.

Let π be an infinite path through GS . We say that u ∈ N
∗ is stable on π

if u ∈ Dπ(i) for each i ∈ N and none of the vertices used in the rewritings on
π is a prefix of u. This simply means that u is never involved in any of the
substitutions on the path π (note that u is a prefix of itself). The limit lim(π)
of π is a (possibly infinite) tree with domain

Dlim(π) = {u ∈ N
∗ | ∃j ∈ N : u stable on πj}.

If a vertex u is eventually stable on π then it eventually has a fixed label a. We
take this label to be the label of u in lim(π), i.e., lim(π)(u) = a.
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The path π is called stable iff for all u /∈ Dlim(π) there is a j ∈ N such that
u /∈ Dπ(i) for all i ≥ j.

If lim(π) is finite for a path π : t → T (A), then it is not difficult to see that
it is possible to visit T (A) infinitely often in the following way. From t one can
reach a tree t′′ which has a subtree t′ = (t′′)u ∈ PL. From t′ we can reach a
tree r and from r one can reach t′ again such that t′′(u ← r) ∈ T (A). This is
formalized in the next lemma. The proof is similar to the construction in the
proof of Lemma 1.

Lemma 2. If there exists a path π : t →ω
S T (A) with lim(π) finite, then there

are t′ ∈ PL, t′′ ∈ TA, u ∈ Dt′′ , and q ∈ Q such that t →∗S t′′, (t′′)u = t′,
t′ →∗S T (Aq) →+

S t′, and t′′(u ← q) ∈ T (A). ��
The normal form for paths π′ with lim(π′) infinite is obtained by removing

unnecessary rewritings. By unnecessary we mean that these rewritings are not
essential for visiting T (A) infinitely often. This results in a new path π that is
stable such that lim(π) only has one infinite branch. Furthermore we can ensure
that there are infinitely many trees on π that are accepted by A such that the
accepting runs agree on growing initial segments of the infinite branch of lim(π).

Lemma 3. If there exists a path π′ : t →ω
S T (A) with lim(π′) infinite, then there

is a path π : t →ω
S T (A) with

(i) π is stable,
(ii) lim(π) has exactly one infinite branch β, and
(iii) there is a run ρlim of A on lim(π) with the following property. For each

u ∈ β there are infinitely many i ∈ N such that there is an accepting run
ρi of A on π(i) that agrees with ρlim on {v | β(v) 
 u}.

Proof. For simplicity we will only speak of runs instead of runs of A.
Let β be an infinite branch of lim(π′). We first define a mapping ρβ on β that

will be extended to the run ρlim. In the definition of ρβ we make use of König’s
Lemma to be able to satisfy property (iii).

For u ∈ β let βu = {v ∈ β | v 
 u} be the initial segment of β up to u and
Vu = {ρ : βu → Q | ∃ωi : π′(i) is accepted by a run that agrees with ρ on βu}
(∃ω means “there are infinitely many”). Define a graph G = (V,E) with V =
(
⋃

u∈β Vu) ∪ {∅}. The edge relation E is defined as follows.

– (ρ, ρ′) ∈ E if there are u, u′ ∈ β with u′ = ui for some i ∈ N such that
ρ : βu → Q, ρ′ : βu′ → Q, and ρ, ρ′ agree on βu.

– (∅, ρ) ∈ E if ρ : βε → Q.

Then G is an infinite tree (in the graph theoretic sense) of finite degree. There-
fore, by König’s Lemma, there is an infinite path in G. On this path growing
initial segments of β are labelled consistently. This gives us our mapping ρβ .

Now we will modify the path π′ to obtain the path π. For each u ∈ β let
iu ∈ N be minimal such that the successor s(u) of u on β is stable on (π′)iu and
π′(iu) is accepted by a run ρu that agrees with ρβ on βs(u). To obtain π remove
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for each u ∈ β all substitutions on (π′)iu at a vertex v with β(v) = u. Then
π is still an infinite path and π is stable. Furthermore lim(π) only contains the
infinite branch β. It remains to define ρlim and verify (iii). For each u ∈ Dlim(π)
let ρlim(u) = ρβ(u)(u). Then one can verify that ρlim is indeed a run of A on
lim(π). Since π is obtained from π′ by removing rewritings we get a natural
mapping ϕ : N → N associating π′(i) with π(ϕ(i)). This mapping is inductively
defined as ϕ(0) = 0 and

ϕ(i+ 1) =




ϕ(i) if the rewriting generating the edge from π′(i) to
π′(i+ 1) was removed from π′,

ϕ(i) + 1 otherwise.

By the definition of π the tree π(ϕ(iu)) is accepted for each u ∈ β by a run that
agrees with ρlim on {v | β(v) 
 u}. ��
Lemmas 2 and 3 provide us with normal forms for paths infinitely often visiting
T (A) (or any other regular set of trees). To decide for t ∈ PL and q ∈ Q whether
t →ω

S T (Aq) we construct a finite graph G with vertex set sub(P ) × Q × Q
and edges labelled with 0 or 1 such that there is a path π in normal form
with π : t →ω

S T (Aq) iff there is a path through G with infinitely many edges
labelled 1. We will motivate the construction of G by the normal form obtained
in Lemma 3 but it is not difficult to see that we can also use G to find paths
with finite limit.

In the first component of the vertices of G the rewriting steps at vertices on
the infinite branch β (according to Lemma 3) will be simulated (usually more
than one at a time). The second component will keep track of the state labelling
ρlim of β. As we have seen in Lemma 3, there are accepting runs for trees on
the infinite path π that agree with ρlim on growing initial segments of lim(π).
But it is not guaranteed that these runs completely agree with ρlim. So, in the
third component of the vertices we will simulate the actual accepting runs on
trees that are on π. The property that we will find runs that agree with ρlim on
growing initial segments allow us to reset the third component to the second one
whenever we find an accepting run.

Traversing one edge in G corresponds to going one vertex along the branch
β. If we are at vertex u on β and ui is the successor of u on β, then going from
(t, q, p) to (t′, q′, p′) in G means that t is the tree at u before the first substitution
takes place at u and t′ is the tree at ui after the last substitution at u. Thus,
one edge of G corresponds to the sequence of substitutions starting at the first
substitution at a certain vertex on β and ending after the last substitution at this
vertex. The edge of G is labelled with 1 if during this sequence of substitutions a
tree from T (Aq) occurs. This is checked using the states in the second and third
component of the vertices of G.

Formally we define G = (V,E), where V = sub(P )× Q × Q and E contains
the following edges.

(1) (t, q, p) 0−→ (t′, q′, p′) ∈ E if there exist t1, . . . , tl ∈ TA, q1, . . . , ql, p1, . . . , pl ∈
Q, i ∈ {1, . . . , l} such that
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– a(t1, . . . , tl) ∈ sub(P ) and t →∗S a(t1, . . . , tl),
– t′ = ti, q′ = qi, p′ = pi,
– (q1, . . . , ql, a, q), (p1, . . . , pl, a, p) ∈ ∆, and
– tj →∗S T (Apj ) →∗S T (Aqj ) for all j ∈ {1, . . . , l} with j �= i.

(2) (t, q, p) 1−→ (t′, q′, p′) ∈ E if there exist t1, . . . , tl ∈ TA, q1, . . . , ql, p1, . . . , pl ∈
Q, i ∈ {1, . . . , l} such that
– a(t1, . . . , tl) ∈ sub(P ) and t →∗S T (Ap) →∗S a(t1, . . . , tl),
– t′ = ti, q′ = qi, p′ = pi,
– (q1, . . . , ql, a, q), (p1, . . . , pl, a, q) ∈ ∆, and
– tj →∗S T (Apj ) →∗S T (Aqj ) for all j ∈ {1, . . . , l} with j �= i.

The only differences between (1) and (2) are that in (2) we require a(t1, . . . , tl)
to be reachable from t via a tree from T (Ap) and that we reset the simulation
of a run in the third component.

Lemma 4. Let t ∈ PL and q ∈ Q.

(i) There is a path π in GS with π : t →ω
S T (Aq) and lim(π) infinite iff there

is an infinite path in G with infinitely many edges labelled 1 starting from
(t, q, q).

(ii) There is a path π in GS with π : t →ω
S T (Aq) and lim(π) finite iff there is

a path in G from (t, q, q) to (t′, q′, q′) such that t′ →∗S T (Aq′) →+
S t′.

Proof. The proof for (ii) is rather simple with the use of Lemma 2. The idea for
the proof of (i) is as follows.
“⇐”: By induction on n one can show that if there is a path from (t, q, p)
to (t′, q′, p′) in G starting with n 0-edges and ending with one 1-edge, then
there is a tree t′′ and u ∈ Dt′′ such that t →∗S T (Ap) →∗S t′′, (t′′)u = t′, and
t′′(u ← q′) ∈ T (Aq). So, from an infinite path in G starting in (t, q, q) and having
infinitely many 1-edges one can construct a path in GS that infinitely often visits
T (Aq).
“⇒”: For this direction the normal form of Lemma 3 is used. The first component
in the vertices of G is used to simulate the rewritings on the branch β at the
point where the vertices on β become stable. The second component guesses the
labelling of β by ρlim and the third component is used to simulate the labelling of
β by accepting runs on trees that are on π. Property (iii) from Lemma 3 ensures
that there are accepting runs that agree with ρlim on growing initial segments
of lim(π). ��

The graph G can be constructed effectively since the only nontrivial condi-
tions in the construction of the edges are instances of the reachability problem.
Furthermore condition (i) of the previous lemma is decidable by standard algo-
rithms on finite graphs. Condition (ii) of the previous lemma is decidable because
the condition t′ →∗S T (Aq′) →+

S t′ can also be formulated as an instance of the
reachability problem. Therefore we get the following lemma.

Lemma 5. For t ∈ PL and q ∈ Q it is decidable whether t →ω
S T (Aq).
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Summarizing the results from this section we get the following theorem.

Theorem 2. Given a GTRS S = (A,Σ, P, tI) and an NTA A = (Q,A,∆, F ),
one can construct an ε-NTA with O(|Q| + |sub(PL)|) states accepting the set
{t ∈ TA | t →ω

S T (A)}.
Proof. An automaton for R(A) on an input t ∈ TA has to guess a subtree tu ∈ PL

and q ∈ Q with tu →ω
S T (Aq) and then verify that t(u ← q) is in T (A). This

can be done by an automaton with O(|Q|+ |sub(PL)|) states (and by Lemma 5
we can also construct this automaton). Then we apply Theorem 1 and obtain
an automaton for {t ∈ TA | t →ω

S T (A)} with O(|Q|+ |sub(PL)|) states. ��

5 Universal Reachability and Universal Recurrence

In the previous sections we asked for the existence of a path with a certain
property. In this section we address the dual problems.

(Universal Reachability): Given a GTRS S = (A,Σ, P, tI) and a regular set
of trees T ⊆ TA, does every maximal path in GS starting in tI visit T?

(Universal Recurrence): Given a GTRS S = (A,Σ, P, tI) and a regular set
of trees T ⊆ TA, does every infinite path in GS starting in tI visit T infinitely
often?

We will show the undecidability of these two problems using the same ideas as
in [9] where the undecidability of a similar property for Basic Parallel Processes
is shown. The general idea is to use reductions from undecidable problems for
Turing machines (TM) by defining for a given TM M a GTRS SM that can
simulate computations of M . A TM configuration a1 · · · akqbl · · · b1, where the
word a1 · · · akbl · · · b1 is on the tape and the TM is in state q with the reading
head on bl, will be represented by a tree with two branches with X, a1, . . . , ak
on the left branch and X, b1, . . . , bl, q on the right branch. The X symbols are
used to model the infinite blank parts of the tape to the left and to the right.
For example the first tree in Figure 3 represents the configuration qa. For a
configuration κ of M we will denote the corresponding tree as t(κ).

With this coding of configurations it is not possible to exactly simulate the
transitions of M by SM . The GTRS SM can simulate the correct behavior of M
as well as incorrect behavior (i.e., in SM one can reach t(κ′) from t(κ) although
M cannot reach κ′ when started in κ). But SM will be constructed in such a way
that for every path π through GSM that leads from t(κ) to t(κ′) there is a tree
from a regular set Terr on π iff M cannot reach κ′ when started κ. This property
is obtained by adding auxiliary symbols to the tree alphabet and simulating a
transition of M in more than one rewriting step with intermediate trees that do
not code configurations.

Let M = (Q,B, Γ, q0, qs, δ) be a deterministic TM with state set Q, input
alphabet B, tape alphabet Γ , starting state q0, stop state qs, and transition
function δ : Q× Γ → Q× Γ ×{L,R}. Furthermore let Q∩ Γ = ∅, and � be the
blank symbol. If κ and κ′ are configurations ofM , then we write as usual κ �M κ′
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if κ′ is the successor configuration of κ, and κ �∗M κ′ if κ′ is a configuration that
is reachable from κ. The initial configuration of M on the empty tape is denoted
by κε.

The GTRS SM = (A,Σ, P, tI) is defined as follows. The tree alphabet is
A = A0 ∪ A1 ∪ A2 with A2 = {•}, A1 = Q ∪ Γ ∪ {X}, and A0 = A1 ∪
{add1, add2, add3, rem1, rem2, err}. We do not need the transition labels Σ, thus
we assume that Σ contains one symbol and omit this symbol in the rest of the
proof.

The initial tree is tI = t(κε) =
•

/ \
X X
|
q0

.

The set P contains the following rewriting rules.

1. For δ(q, a) = (p, b, L), c ∈ Γ :
a
|
q

→

b
|
p
|
c
|

add1

and if a = �, thenX
|
q

→

X
|
b
|
p
|
c
|

add1

.

2. For δ(q, a) = (p, b, R):
a
|
q

→
p
|
b
|

rem1

and if a = �, thenX
|
q

→

X
|
p
|
b
|

rem1

.

3. For all a ∈ Γ ∪ {X}, b ∈ Γ : a →
a
|
b
|

add1

, b → b
|

rem1
, X →

X
|
�
|

rem1

.

4. add1 → add2, add2 → add3, rem1 → rem2.

5. For all a ∈ Γ ∪ {X}, b ∈ Γ , q ∈ Q:

q
|
b
|

add3

→ b
|
q
,

a
|
b
|

add3

→ a
|
b
.

6. For all a ∈ Γ ∪ {X}, b ∈ Γ , q ∈ Q:

a
|
b
|

rem2

→ a,

q
|
b
|

rem2

→ q.

7. For all a ∈ Γ ∪ {X}, b ∈ Γ , p, q ∈ Q: q →
a
|
p
|

err

,
q
|

err
→ q.

Figure 3 shows the correct simulation of the transition δ(q, a) = (p, b, L) (the
TM is in the configuration qa). The symbols a and q are replaced by b and p. Since
the TM moves the head to the left, it has to guess which symbol is on the left
hand side of the head. Here it is the blank symbol. The symbol add1 indicates
that the blank symbol should be added to the right branch of the tree. Now
the left branch has to confirm with rem1. Then the two branches alternatingly
increase their add and rem symbols until they reach add3 and rem2. Now the
blank symbol can be removed from the left branch and then it is added to the
right branch.
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•
/ \
X X

|
a
|
q
→

•
/ \
X X

|
b
|
p
|
�
|

add1

→

•
/ \
X X
| |
� b
| |

rem1 p
|
�
|

add1

→

•
/ \
X X
| |
� b
| |

rem1 p
|
�
|

add2

→

•
/ \
X X
| |
� b
| |

rem2 p
|
�
|

add2

→

•
/ \
X X
| |
� b
| |

rem2 p
|
�
|

add3

→

•
/ \
X X

|
b
|
p
|
�
|

add3

→

•
/ \
X X

|
b
|
�
|
p

Fig. 3. Example for the simulation of a TM-transition by a GTRS.

The set Terr contains all trees that result from a violation of the protocol and
all the trees that encode a stop configuration of the TM. From the description
below it is easy to see that Terr can be defined by an NTA. A tree t is in Terr iff

1. t contains the err symbol,
2. t contains more than one add or more than one rem symbol,
3. t contains a remi symbol and no addi or addi+1 symbol,
4. t contains an add2 symbol and no rem symbol, or

5. t contains subtrees of the form
a
|

remi

and
b
|

addj
with a �= b.

By a tedious distinction of cases one can check the following lemma.

Lemma 6. (i) For each configuration κ of M : t(κε) →∗S t(κ).
(ii) For all configurations κ, κ′ of M there is a path from t(κ) to t(κ′) in GSM

not visiting Terr iff κ �∗M κ′.

Theorem 3. The problem (Universal Reachability) is undecidable.

Proof. Let Tstop be the set of all trees encoding a stop or deadlocking configura-
tion. Then, by Lemma 6 (ii), it is clear that a TM M does not stop on the empty
tape iff there is a path through GSM starting in tI that never visits Terr ∪ Tstop.

��

Theorem 4. The problem (Universal Recurrence) is undecidable.

Proof. We use a reduction from a problem similar to the halting problem which
can easily be shown to be undecidable:

Given a Turing machine M , does there exist a configuration κ of M such
that M does not stop when started in κ?

Suppose that such a configuration of M exists. then t(κε) →∗S t(κ) by
Lemma 6 (i), and by Lemma 6 (ii) there is an infinite path starting in t(κ)
not visiting Terr.

If there is an infinite path π that visits Terr only finitely often, then one can
pick a tree of the form t(κ) on π such that there is no tree from Terr on the suffix
of π starting in t(κ) (it is not difficult to see that such a tree exists). Then the
suffix of π starting in t(κ) corresponds to an infinite computation of M starting
in κ, again by Lemma 6 (ii). ��
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6 A Logic for Model-Checking over GTRS Graphs

For a fixed ranked alphabet A and an alphabet Σ formulas of our logic are
defined by the grammar (in CTL-like syntax)

φ := � | ⊥ | T | ¬φ | φ ∨ φ | 〈σ〉φ | EFφ | EGFφ

where σ ∈ Σ and T ⊆ TA regular. Given a GTRS S = (A,Σ, P, tI) define the
semantics ‖φ‖S (or simply ‖φ‖) of a formula φ as follows.

– ‖�‖ = TA, ‖⊥‖ = ∅, ‖T‖ = T , ‖¬φ‖ = TA \ ‖φ‖, ‖φ1 ∨ φ2‖ = ‖φ1‖ ∪ ‖φ2‖,
– ‖ 〈σ〉φ‖ = {t ∈ TA | t →σ

S ‖φ‖},
– ‖EFφ‖ = {t ∈ TA | t →∗S ‖φ‖}, and
– ‖EGFφ‖ = {t ∈ TA | t →ω

S ‖φ‖}.
Then S is a model of φ, denoted by S |= φ, iff tI ∈ ‖φ‖. With the results from
the previous sections we get the following theorem.

Theorem 5. For a GTRS S = (A,Σ, P, tI) and a formula φ one can decide
whether S |= φ.

Proof. We can construct automata for ‖�‖, ‖⊥‖, ‖T‖, ‖¬φ‖, ‖φ1∨φ‖ with stan-
dard tree automaton constructions. Given an automaton for ‖φ‖, the automata
for ‖EFφ‖ and ‖EGFφ‖ can be constructed according to Theorems 1 and 2.
An automaton for ‖ 〈σ〉φ‖ has to guess a subtree and a rewriting rule such that
rewriting this subtree with this rule yields a tree from ‖φ‖. We do not give the
details of this straightforward construction here. Thus, to decide if S |= φ we
construct the automaton for ‖φ‖ and then check if tI ∈ ‖φ‖. ��
The fragment of temporal logic presented here is maximal in the sense that
including the operators EG or EFG leads to an undecidable model-checking
problem as shown by the results from the previous section. Furthermore, until-
operators (as known from temporal logic) also lead to undecidability, because
in the GTRS constructed in the proof of Theorem 3 the fact that the TM stops
on the empty tape can easily expressed by the until formula E(¬Terr)UTstop
because the existence of a path starting in the initial tree and remaining in the
complement of Terr until it eventually reaches Tstop is equivalent to the existence
of a halting computation of the TM on the empty tape.

Conclusion

In the present paper we have analyzed various decision problems for infinite
graphs generated by ground tree rewriting. The problems of reachability and
recurrence as stated in Sections 3 and 4 were solved whereas the problems of
universal reachability and universal recurrence from Section 5 were shown to be
undecidable. These considerations lead to a rather expressive and in some sense
maximal fragment of temporal logic with a decidable model-checking problem
for GTRS graphs.
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A drawback of the decision algorithm is that the size of the constructed
automaton is non-elementary in the number of nested negations in the formula
since complementing NTA gives an exponential blow-up. Note that we cannot
simply push the negations inwards to the atomic formulas because this would
lead to universal path quantifiers (A instead of E) which are difficult to handle
with nondeterministic tree automata. The use of alternating tree automata may
help to obtain a better complexity.
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