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Model of plastic deformation for extreme loading conditions
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Duane C. Wallace
Applied Physics Division and Theoretical Division, Los Alamos National Laboratory, Los Alamos,
New Mexico 87545

(Received 17 September 2001; accepted 7 October)2002

We present a model of metallic plastic flow suitable for numerical simulations of explosive loading
and high velocity impacts. The dependence of the plastic strain rate on applied stress at low strain
rates is of the Arrhenius form but with an activation energy that is singular at zero stress so that the
deformation rate vanishes in that limit. Work hardening is modeled as a generalized Voce law. At
strain rates exceeding 48, work hardening is neglected, and the rate dependence of the flow
stress is calculated using Wallace’s theory of overdriven shocks in nibté&ls Wallace, Phys. Rev.

B 24, 5597(1981); 24, 5607(1981)]. The thermal-activation regime is continuously merged into the
strong shock limit, yielding a model applicable over the 15 decades in strain rate fromtd.0

102 s71. The model represents all aspects of constitutive behavior seen in Hopkinson bar and
low-rate data, including a rapid increase in the constant-strain rate sensitivity, with 10% accuracy.
High-pressure behavior is controlled by the shear mod@{g, T), and the melting temperature,
Tn(p). There are eleven material parameters in additioB¢p, T) andT,(p). Parameters for Cu,

U, Ta, Mo, V, Be, 304 SS, and 21-6-9 SS are provided. 2@3 American Institute of Physics.
[DOI: 10.1063/1.1524706

I. INTRODUCTION edented predictive capability under the extreme conditions
characteristic of high-velocity impacts and explosive defor-
Numerical simulations of metals and alloys during ex-mations.
plosively driven deformation and high-velocity impacts re-  The plastic constitutive relation presented here is a
quire a physically realistic model of plastic constitutive be-Physically based model; that is, it is a mathematical repre-
havior. The main difficulty in constructing such a model is Sentation of solid flow with parameters related to known
the wide range of mechanical and thermodynamic Conditionghys'cal processes. This implies that, in the absence of ex-

that can occur in solid flow processes of interest: plasti({?er'mental data, one can still obtam_an approxmate Qescr|p—
. : . ion of the material response by estimating the physical pa-
strains of several hundred percent, plastic strain rates up

ER Lo , FAmeters involved. We find, for example, that metals in the
10 s~ (hypervelocity impacts pressures exceeding 10 game crystal class have parameters tightly clustered around a
GPa, and temperatures up to melt. Others have developed-@ntral value.

number of models, each emphasizing one or two aspects of
material response, but being otherwise deficténin par-
ticular, plastic constitutive models based on thermally acti/!- BASIC ASSUMPTIONS

vated dislocation glide alone are restricted in applications to  The dynamic response of a material depends only on its
strain rates<10® s™1. In contrast, the model discussed in current microstructural state, which is characterized by its
this article is applicable at strain rates spanning the ranggrain size distribution, the distribution of grain orientations,

10 3-102s™ 1. This was achieved by merging the flow dislocation density, dislocation network structure, volume

properties of metals in the strong-shock-wave limit, wherefraction of twins, etc. A plastic constitutive relation depends
nonlinear dislocation drag effects are expected to predomii-” general on the complete set of internal state variables that

nate, with the thermal-activation regime. A second feature ofepresent the microstructural state, although of course the
dependence on some of those variables may be relatively

this model is that it is a scaled variable, i.e., dimensionless : ) .
: weak. The ideal continuum model employs true internal state
formulation. The flow stress and temperature are scaled b\y . . . L ;
he sh aul q " el ariables, is constructed using a sophisticated homogeniza-
the shear modulus and melting temperature, respectively,, nrocedure relating the internal state to the continuum
hence the complete constitutive model includes melt curvegssponse, includes a model for microstructure evolution, and
and a density- and temperature-dependent model for th@quires complete microstructure characterization for its uti-
shear modulus. This constitutive model provides unprectization. This achievement is certainly many years in the fu-

ture. A step in this direction has been taken by Follansbee

3Electronic mail: dean@lanl.gov and Kocks vyho developed a constitutive model employing
YElectronic mail: tonks@lanl.gov the mechanical threshold strefffow stress at 0 K as a
0021-8979/2003/93(1)/211/10/$20.00 211 © 2003 American Institute of Physics
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structure parameter, but because it accounts only for themost metals to drop the longitudinal sound contribution to
mally activated dislocation motion, it cannot be reliably ex- 8y with the result:
tended to strain rates much abové 501. Recognizing cur- h (9m2y| 13
rent theoretical and experimental limitations, we use the kg g~ -— 7 p) — )
equivalent plastic straig (often denotect) as anapproxi- 2m\ M p
mate internal state variable. This approximation, which iswhereM is the atomic mass. The Burakovsky—Preston melt-
tantamount to neglecting path dependence, is accurate @iy relation tells us thal,, =G, henceT =63, which also
Hopkinson bar strain rates to 10% in the stress, as seen frofsllows from the Lindemann criterion. Thereforg,, and 6y,
rate-jump tests:* are not independent choices for the temperature scale. We
We neglect material anisotropy at all length scaleshave chosen the scaled temperature variable in our model to
Hence, the shear elastic response and dislocation propertiqﬁa-]-:-r/-rm(p)_
in ger_weral dependent on single-crystal elastic cp_nstants, are A natural time scale for any crystalline solid is the
described by the shear modulus alone. In addition, macrosiomic vibration time, or equivalently the Debye frequency

scopic texturing(grain alignmentis not taken into account. wp=2mkglp/h. Using the approximation of Eql) we
The equivalent plastic strain is the only structure parametef, e

appearing in our model.
Any physically based model of constitutive behavior, or wp 1(4mp

a model of any physical system for that matter, must be scale ﬁ~ 2 (W

invariant, that is, invariant under arbitrary changes in the

system of units. Scale invariance underlies the moderiherecr is the transverse sound speed, antbd/3 is the

method of dimensional analysis, which can be used to modeitomic volume. Hencet ™! is the time required for a trans-

very complex systems. An understanding of the physics leadgerse wave to cross an atomy, and¢ are equivalent scaling

to the identification of the most important dimensional sys-factors. The dimensionless strain-rate variable in our model

tem variables which are then combined, often by simply;g

forming ratios, into several dimensionless variables

X1,X2,....Xp. The system is then described by a scale-

invariant equatiorf (X¢,X,,...,X,) =0. Dimensional analysis

does not give the functio, but f can be determined by At strain rates up to at least 487! the strain rate con-

experimental data. The result is a model of the system. Thigolling mechanism is the thermally activated interaction of

is precisely the course that we have followed to construct thelislocations with obstacles, usually other dislocations. Ap-

model presented here. plied stress fields result in differential dislocation motion and
dislocation intersection. For sufficiently low applied stresses
the intersecting dislocations do not immediately pass through

IIl. MODEL VARIABLES one another because of short distance repul@oergy bar-

We denote the flow stress, the stress required to p|astrjer),- bUtthermal ﬂuctuations can eventually drive the more
cally deform the metal or alloy, by, which is one-half the mobﬂe_ dlslocat!on t_hrough its partner. The thermally as_S|sted
von Mises equivalent deviatoric stress The differential transition rate is given by transition state thebmyhich is
plastic work is 2-d. based on the assumptions tHa) the dislocations live in

Our constitutive relation involves three dimensionlesslocal minima of the crystal potential biased by the applied
variables. Consider first the flow stress. Since the work oftress{2) the minima are separated by a single saddle point,
Taylor in 1934(Ref. 5 it has been known that dislocations @nd (3) thermal equilibrium is maintained throughout the
are responsible for plastic flow. In an isotropic solid, thetransition process. It follows that the dislocation transition
elastic stress field and the energy per unit |ength of a dis|o[ate, and therefore the pIaStiC strain rate, is of the Arrhenius
cation, as well as the long range forces between dislocation{orm
are proportional to the shear modul@sif G were zero there P _
would be no dislocations and no plastic flow. It is reasonable ¥=oexi —AD(n)/keT], @
to assume that the flow stress is likewise proportional, atvhere the activation energy®(7), a decreasing function of
least approximately, to the shear modulus. Thus, the dimerihe applied stress, is the difference in the biased crystal po-
sionless stress variable in our modekis 7/G(p,T), where  tential between the saddle point and the initial minimum, and
p is the mass density anflis the temperature. o is proportional to the dislocation vibration frequency in

The choice of temperature scale is less obvious. Onéhe direction of the saddle point. The simplest choice for the
possibility is the Debye temperatusg, of the solid. How-  activation energy iA®(7)=A®(0)— va7 With v, an acti-
ever, in a realcrystalline solid, different measured proper- vation volume. Most models of plastic constitutive behavior
ties yield different effective Debye temperatures, and furtherare based on this simple Arrhenius form. It is important,
more, Debye temperatures so determined are temperatun@wever, for the purpose of model building to understand its
dependent. A second, and preferable, choice for the temperbmitations and rectify them. Equatio) is satisfied only if
ture scale is the melting temperatufg,. Either the Linde- the potential barrier is large compared to the thermal energy
mann melting criteriohor the Burakovsky—Preston melting kgT, that isA®/kgT>1. As the stress is increasefip/kg T
relatiorf relatesT,, to 6. It is a good approximation for approaches zero and the Arrhenius fa@nfor the strain rate

G) 1/2

=—=¢, )

p

1/3( G) 1/2_ cr

IV. THERMALLY ACTIVATED DISLOCATION GLIDE
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becomes less accurate. However, thermal activation is no 20 T T Y T Y Y
longer rate controlling at high stresses, but instead disloca- 184 J
tion drag mechanisms are expected to predominate. In our @ Ta
model we incorporate this transition in rate controlling 164 1
mechanism by joining the Arrhenius form onto a power-law 144 .
dependence at very high strain rates. In addition to its large- ~ ,. * i
breakdown, the Arrhenius form gives an unphysical finite §
strain rate at zere. This failure occurs because it does not f» 104 3 T
account for backward motion through the saddle point when 0.8+ .
the bias is removed; the reverse flow is exponentially sup- 064 i
pressed at finite stress. In the present model this deficiency is o ¢
eliminated by introducing a singulax®, specifically the in- 041 . * i
verse error function. 024 ° E
The Arrhenius equation, E¢3) shows that the stress is a 00 : ' : : : :
function of the variabldgT In(i/o/¢). This form suggests the 0 200 400 600 800 1000 1200
analogous combinatiorT In(y&/#) for our model;x and y T(K)
are dimensionless material constants. 20 r T . T
The work hardening saturation stress and yield stress in 184 ]
the thermal activation regime are given by " ®) Ta
7s=So— (So— Swo)erf « T In(y&/ i) ], 144 -
. . @ 124 -
Ty=Yo~ (Yo~ Y= )erfl «TIn(y&l i) ]. g |
- 1.0 -
Each can be written in the Arrhenius form with®(7) X ’
~erf Y (co—7)/(co—C.,)] wherec=s or y. The material con- © 084 T
stantssy ands,, are the values that; takes at zero tempera- 0.6 .
ture and very high temperature, respectivglyandy.. have 0.44 R
analogous interpretations. The error function was chosen be-
cause it changes abruptly from nearly linear fo£1 to a 024 ]
constant forx=1. The same behavior cannot be obtained 00 . . r .
with rational functions unless additional material constants g 1 2 3 4
are introduced. This abrupt transition is evident in the data, T Intrim)

particularly in the bcc metals. Figure 1 is a plot of tantalum
yield stress data as a function(@j T and(b) TIn(y&/#). The  FIG. 1. Tantalum yield stress data @ T and(b) T In(y&/). The curve in
widely scattered data ife) dramatically collapse to a single (b) is our model. In this and subsequent figutes 2.
curve in(b) that is fit very well by our model expression for
7, employing the error function.

Our work hardening law is an extension of the well-
known Voce behaviot that is, a linear decrease in the work
hardening rate as— 7g:

when p—0. Integrating Eq(6) along a constant strain rate
path, i.e., keeping and 7, constant, we find

ar 77 Vi 5 “r=3-s+1(so—$-y)ln 1- l—ex;{—p@)
iy (Voce). 5 p So— Ty
A constant initial work hardening rate is observed in both fcc
and bcc metals, in agreement with Ef). Our extension of xexp| — poy @
Eq. (5) was motivated by the additional observation that the

R Ts— Ty
work hardening rate in fcc metals decreases less rapidly to (So—7y) exp( pﬁ) -1
zero as the saturation stress increases. Such behavior is cap-
tured by the following expression for the work hardening Equations(4) and (7) constitute our model in the thermal
rate activation regime.
We fit our model in the thermal activation regime to low

exp{p TsTT 1 rate and Hopkinson-bar data on six pure metals and two
dr So— Ty stainless steels, namely Cu, U, Ta, Mo, V, Be, 304 SS, and
de T Ty ' ) 216-9 SS. These materials were chosen on the basis of both

exp{ p T}y -1 data availability and programmatic needs at Los Alamos Na-

tional Laboratory.
wherep is a dimensionless material parameter. Recall that We now discuss the data and model fits for each of these
so=74(T=0). Equation(6) reduces to the usual Voce law materials.
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FIG. 2. Comparison of our modebolid curve$ to the high-temperature  FIG. 4. Comparison of our modétolid curves to uranium Hopkinson-bar
stress—strain data of SamarRef. 11). data of Armstrong and WrighiRef. 12.

level. See Fig. 10 for a comparison of the model to room-

. . temperature copper flow-stress data versus strain rate.
Model parameters for copper in the thermally activated

regime were determined by fitting to several sources of datas. Uranium
room-temperature data toy=~0.2 at strain rates
103-10" s~ 1,19 large-strain liquid-nitrogen dat&7 K) at

1072 s71,* and elevated-temperature large-strain data cove ohi2 .
ing strain rates from 0.066 to 2300 s’ Representative and Wright” over the temperature range60-900 °C. The

comparisons of the model to high-and low-temperature copS@mples were prepared at Los Alamos from 99.96% pure

per data are made in Figs. 2 and 3. Agreement is at the 106lepleted uranium by means of multiple-step thermomechani-
cal processing to produce a fine-grain@0-40u) isotropic

microstructure. Their data and our model fit are shown in
700 , : . ; , ; ; ; y Fig. 4. Although agreement is generally 10% accurate, there
is a significant, and as yet unexplained, discrepancy between
the model and the data at 300 °C. The same material was
tested® at strain rates 10°~10"* s~ from 20 to 300 K. We
did not include the 20 K data in our model fit because of
anomalous behavior—increasing flow stress with decreasing
strain rate—and sample cracking.

A. Copper

Two sources of uranium data were used for the model fit.
jHopkinson bar data at 3500 Swere obtained by Armstrong

600

500

400

300

o(MPa)

C. Tantalum, molybdenum, and vanadium

Copper § Model parameters for these bcc metals were determined
T=76K ; from stress—strain curvéf commercial-purity annealed
100 | dy/dt=0.001s" ] material. Tantalum strain rates ranged from 1Go 4000
7 s !, and temperatures varied from 77 to 1273 K. Our tanta-
0 - . - . - . - T - lum model is compared to Hopkinson-bar data in Fig. 5. The
00 02 04 08 08 10 vanadium stress—strain data were very limited in temperature
v and strain rate: 77 K at 1 s, and room-temperature
FIG. 3. Low-temperature low-rate copper data of FollanglRed. 10 com- data at 10 10, and 6000 s". The molybdenum data
pared to our modefsolid curve. were similarly limited: 77 K at 10% and 2000 s! and 298

200
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800 500 , : ,

600

" 673K 45008 -,

~
f.:‘/

c (MPa)
T (MPa)

0.00 0.05 0.10 0.15 0.20 0.0 0.1 0.2 0.3 0.4
v \

FIG. 5. Our modelsolid curve$ vs tantalum Hopkinson-bar data of Gray FIG. 6. Comparison of our modésolid curve$ to Montoya’s 300 °C be-
(Ref. 4. ryllium data(Ref. 14.

Kat 10 ° 10°*, and 5000 s'. Fits for all three bce metals 15 100, and 5000 ¢ all initially at room temperaturg.
were 10% accurate. All stress—strain data were restricted ] ’ain t,he adiabatic heating was taken into account. We

about 20% plastic strain; hence the bcc model parameteig, i not find the melting temperature of 21-6-9 SS in the

may not be optimal for large-deformation problems. literature, but because there is little variation in the melting
temperatures of austenitic stainless steels, we used the 304
D. Beryllium SS value, viz.T,,=1700 K, for Nitronic 40. Similarly, the

Model parameters were determined by fitting to stress—teTEerature deper(;denct(ra] ogg:lessg e?]r modul(:;sl of 21-6-9 h daf
strain data on SF200 berylliufi.The data set is comprehen- not been meastred, so the shear mocuius was used to

sive: at each of the four temperatures 20, 100, 200 anapproximate that of 21-6-9 SS. Predicted stress—strain curves

300 °C there are stress—strain curves atl® 4, 2x 10 ?, are accurate to 15%.

and 2 s to strains of 25%—30%, and two or three curves at

strain rates of order £0s™* to strains of roughly 15%. Our v OVERDRIVEN-SHOCK REGIME
model is compared to the 300 °C data in Fig. 6. The model

fits the data to comparable accuracy, namely 10%, at all three  The constitutive behavior of metals in strong shock
lower temperatures. waves at plastic strain rates from®1@ 102s™! can be

determined from Hugoniot data using Wallace’s theory of
overdriven shocks in metal§.By definition, an overdriven
shock wave is one in which the plastic wave has overrun the

Material parameters for 304 SS were determined by fitelastic precursor to produce a front steeper than that attain-
ting to adiabatic stress—strain curves at 6008 at initial  able by adiabatic elastic compression. Since plastic flow only
temperatures of 25, 200, 400, 600, and 90®@nd 304 L  slows the shock ris¥, heat transport to the leading edge of
stress—strain data at strain rates 204, 0.02, 1, 100, and the shock must be present to steepen the shock front. The
8000 s ! all initially at room temperaturéThe temperature heat is generated by plastic flow in the latter part of the
increase along the stress—strain curves was calculatediave. Thus, an overdriven shock is comprised of two re-
Model agreement with all stress—strain curves was 15% ogions: a leading conduction front where heat transport occurs
better. but plastic flow is negligible, and a plastic flow region that

Parameters for 21-6-9 S@litronic 40) were fixed by provides heat to the conduction front. In Wallace’s
fitting to the following stress—strain data: 5000' @t 298 K,  schemé®!’” an estimate of the average deviatoric stress is
4000 s'at 873 K, and 20008 at 1173 K®2x 1074, 0.02, obtained through the heating effect of plastic work.

E. Stainless steels
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In the following, we give only a brief sketch of our
calculations. More detail and derivations can be found in

12

Preston, Tonks, and Wallace

1 T
g
St
&

Refs. 16 and 17 or in a document available from the authors.
Ambient values of thgassumef constantG/B ratio,
where B is the bulk modulus, were used to calculate the ©
temperature in the conduction front, which is near ambient.

The density dependence kfthe thermal conductivity, was
taken into account by setting equal to twice the high- 11 o .
temperature value at normal densiy.

The shock-path calculations requifeand the entropy§, @
on the Hugoniot and the adiabatic bulk modulus on and off =
the Hugoniot. These were calculated using well known equa-
tions of McQueeret al, '8 the assumption that the product of
the density and the Grueneisen gamma is a constant, and th
linear shock wave “equation of statel) =c+sv, whereD
is the shock velocityyp is the particle velocity, and and s
are constants.

A set of Rayleigh-line equations is used to estimate the
plastic flow and deviatoric stress in the shock as a function of +
the compressiorg. The temperature and heat currehtare
first calculated for the conduction front where the material is
taken to be a nonplastic solid, i.e., an elastic solid that trans- o
ports heat and has infinite yield strength. Differential equa- 9 T T
tions for T(e) andJ(e) are obtained from Eq€32), (33), 0.00 0.05 0.10 0.15
and(34) of Ref. 16. These equations are integrated up to the <>/G
point e - where the tangent to thE(e) curve passes through b
the point ¢ ,Ty) on the Hugoniot. The plastic flow region FIG. 7. Average plastic strain rate vs average deviatoric stress scaled by the
begins at the poiné.. The pathT(e) in the flow region is shearvmodulus for several shock waves for thr_ee metals. The circles, pulses,

. . . and X’s correspond to Cu, Ta, and U, respectively.
approximated as the line fronz £, Tc) to (e, Ty). T(g) is
closely bounded in the flow regidi Equation(4) in Ref. 17

is used for the increment of plastic strain. The increment Ofapproximation tof Hyyde/ (e —&c). It agrees well with the
entropy, necessary to es'timate the 'devi:.;uoric stress, is' tak@ther two estimates except at low pressures; See Fig. 8. It
from Eq. (3) of Ref. 17 with the straight-line approximation shows that, generalljlw k~1, i.e.k controls the rate of the

used to convert fronT to de. shock process. We expect accuracy in our calculated mean

When the flow-region calculation is finished, the averagegy ,in rate only to a factor of 3, since it depends strongly on
flow stress can be evaluated fron{7)=(Jc/p.D

H e X the steady-wave assumption, and on the value of the thermal
+[cTdS/(Vc+Vy) ¢y, which is Eq.(7) of Ref. 17 with

, conductivity.
the entropy generated up to poexpressed in terms of the Los Alamos internal repol gives details of the results
heat current.

] ) ] ] of the strong shock calculations; here, we provide only a
The plastic strain .rate can be estimated as expla|_ned 'Qummary. Figure 7 shows the average plastic strain(rb}tg

Sec. IIE of Ref. 17 using !Ec(36) of Ref. 16. The es;ent|a|s versus the scaled average deviatoric st{e$5G,,, for sev-

are as follows. The equations of steady wave motion can bgral shock strengths for Cu, Ta, and @y, is the value of

used to relate the plastic strain rate in the shock wave to fhe shear modulus at the point along the shock path where
spatial der.ivati\{e of the plastic strain. The spatial diﬁerentialone_half of the final plastic strain is attained. Preliminary
can be written in terms of the heat flux a_lnd the temperaturg ;. 1ations showed that this value differs from the average
differential [see Eq.(36) of Ref. 16, which can then be n09h the plastic flow region by only a few percent. The
expressed in terms of the differential énusing the straight results for( l-//> were almost the same as f@) Figure 8
line path inT—¢. The plastic strain differential .is givep in shows these auantities for copper on a Iog—lgé plot to dem-
terms ofde by Eq.(4) of R?f' 17. The heat flux s 9btamed onstrate the approximate power-law dependence of strain
from the following approximate entropy equatiohy/p,D rate on scaled deviatoric stress. Lower strain rate data from
%Tds_(vc+v'.*)<7>d¢" . . . the pressure-shear gas gun experinf@nidso shown are
The approximate plastic stram_ rate obtained along th%onsistent with the overall power-law dependence. The three
Sho‘_:k path from_ the above equatlons can be ayeraged Niats of symbols for the strong shock results correspond to the
merically to obtain a mean strain rate..Two numerlcally Closethree different averages, which produce similar results.
versions of the mean plastic strain rat¢, , and(y). , were Figures 7 and 8 clearly show, with the exception of Ta
calculated usings ande as weighting factors. A third rough  near 162 s, that for the strong shock path, the mean flow
estimate of the average plastic strain rate (g), stress scaled by the shear modulus has a power-law depen-
=[DJc/2k(dT/de)c[(1—en)/(en—ec)]¥n, Which is an  dence on the plastic strain rate. For the high temperatures

log, <dy/dt>
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FIG. 8. Average plastic strain rate vs average deviatoric stress divided by
the shear modulus for Cu. The five pluses are pressure-shear gas gun data
Huang and Clifton(Ref. 20. The squares, triangles, and circles correspond

to three different averaging schemes for the plastic strain rate along the
shock path: a rough average, volumetric-strain weighting, and plastic-strain
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weighting.
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and large strains of the strong shock path, the work harden- 3210123456728 9101112
ing is probably saturated. We, therefore, neglect work hard- .
ening (no ¢ dependendeat these very high strain rates and log ¥
model thE% saturation and ylzelqlstresses in the OverdnveF—lG. 9. Copper saturation stress in the thermal-activation regime and
shock regime, namely ?610*s7, as overdriven-shock results with our model fit to those results. The rate sensi-

L. tivity is much higher at strong-shock rates than at Hopkinson-bar strain rates

Ts= Ty = constank ( Yl €)P, (8) and below.

where the exponeng was determined to be 0.25, 0.23, and

0.27 for Cu, Ta, and U, respectively. We consider strong- \ye priefly discuss the basic physical assumptions and

shock analyses for additional materials unnecessary for oy, igity of the strong shock theory. A typical shock thickness
constitutive model because the variationdfior Cu, Ta, and 5, rise time for a Mbar shock is 100 A and 2 ps. The former

U'is only a few percent. The Ciicc) value,5=0.25, is used g 5146 enough to justify a continuum description while the
in our model for the fcc stainless steels, gt taken 0 be | yeris aimost as small as a phonon vibration frequency and
0.23, the Talbcg) value, for the_ bce metals V and Mo. The is borderline!” Nevertheless, considerations of relaxation
mean value of, namely 0.25, is used for Be. times and mean free paths of phonons and electrons indicate
The sensitivity of the results to the values@B andya 5 jrreversible thermodynamics is valid for shocks up to a
(Grueneisehwas assessed by varying them about the stang,, mparl” Our high-strain-rate model is based on the
dard values in Table I. In general, changi®4B andya by grong_shock loading path. Valid applications of the high-
10% produced a_S|m|Iar or smaller variation{in)/G,,, and strain-rate part of our model are limited to high pressures and
a variation in logy), of a few percent. high temperatures near this path. Appropriate applications
include high-velocity impact and high-explosive-driven de-
formation. Davidson and Waléhsuccessfully used the high-
strain-rate portion of our model to simulate high-velocity
impact cratering. The power-law form has been found by

TABLE |. Material parameters used in strong shock calculatieee Refs.
16, 17, and 19 for the parameter definitipns

Cu U Ta Holian et al? to fit molecular dynamics shock-wave simu-
M (my) 63.54 238.04 180.948 lations.
¢ (cm/us) 0.3933 0.2487 0.3293
s 1.50 2.20 1.307 VI. TRANSITION FROM THERMALLY ACTIVATED
pa (gcn) 3-333 129-f7 116-775 GLIDE TO THE OVERDRIVEN SHOCK REGIME
Ya . : -
G/B 0.35 0.75 0.36 Figure 9 contrasts the 300 K thermally assisted satura-
Po (9’0”13)_4 , 9.02 19.2 16.8 tion stress(this mode) up to 1¢ s (thermal activation
g(”")(lo cal/mol K zé'e’ 71/5'4 5/2'8 may be rate controlling up to higher ratesgith the results of
Kk (calls cm K 18 0.2 0.3 the overdriven shock calculatiorisrosses and our power-

law fit to those results. There is a five-decade gap separating
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400 T T T T T With this expression forr,, our copper model accurately
accounts for the jump in rate sensitivity at*19 1, as well

as an increase in rate sensitivity with strain at rates under
i 10* s~ 1. See Fig. 10.

For some metals, uranium for example, the behavior at
intermediate strain rates is modeled as an extrapolation of the
overdriven shock results, hengg=s, andy,= . In this
case, the transition can be smoothed without introducing any
additional parameters by simply adding the error function
and power-law terms. This modification has been observed to
7 slightly improve calculated Taylor impact cylinder lengtfs.

Some recent references on the broader issue of transition
in mechanism at high plastic strain rate are Refs. 26-28.

Copper

350

300 -

250

s (MPa)

200 -
VII. SHEAR MODULUS AND MELTING TEMPERATURE

Our plastic constitutive relation, comprised of Eq8),
(9), and(10), requires models for the adiabatic shear modu-
lus, G(p,T), and the melting temperatur€,,(p). It is criti-
cal that accurate representations@fp,T) and T,(p) are
used for explosive loading simulations where extremes of
temperature and density are involved.
The temperature dependence G{p,T) involves two
50 T I T T T temperature scales: the melting temperature and a character-
-4 -2 0 2 4 istic temperature, typically a few tens of degrees Kelvin, be-
4 low which G is strongly nonlinear inl. A good model® of
dy/dt (s7) ; . , X _
G(p,T) is realized by ignoring the low-temperature nonlin-
FIG. 10. Our model(solid curve3 compared to Follansbee’s room- earity and approximatin@G(p,T) as a linear function of the
temperature constant-strain stress—strain-rate data on copper. Scaled temperatur'é(p) — T/Tm(p)

G(p,T)=Gy(p)(1—aT). (11)

them. A significant increase in the rate sensitivity occurs inThe parametew is expected to be a function of the density,
the gap; errors in the shock calculations and low rate moddput because the dependence is not known for any material,
are far too small to invalidate this conclusion. In the absenca&e simply take it to be a constant. Its value is determined
of validated experimental d&thor an established theory of from zero-pressure data after correcting to constant density.
deformation at these intermediate strain rates, we model thEhe thermodynamic data needed to determairzge available
gap in the simplest way possible and without introducing anyfor Cu and U, but not for Ta, V, Mo, Be, 304 SS, or 21-6-9
additional material parameters, the saturation stress is theS. Consequently, we assign the mean value fafr sixteen
greater ofr as given by Eq(4) or the power law Eq(8)  Metals®® namely 0.23, to those six materials.
with the constant coefficient set equaldgy # in order to It is sometimes convenient to work with pressuRg,
maintain continuity of the stress: rather tharp. In that case we simply make the replacements
p—P and a— ap in Eq. (11). The values of the constant-

Ts=maxXsy— (So—S.)erf kT In(y&l )], So( il y&)PL. pressure thermal softening parametep, for Cu, U, Ta,
9

150

100

Mo, 304 SS, and 21-6-9 SS are provided in Table Il. Values
of ap for Be and V cannot be determined because the zero-
An abrupt increase in the constant-strain rate sensitivitpressure shear-modulus data on these elements are limited to

at small plastic strains is well knowf. Figure 10, temperatures of only 0.1%, and 0.14 ,, respectively.
Follansbee’® room-temperature constant-strain stress— Go(p) can be estimated by employing simple analytic
strain-rate copper data, is a good example. A jump in ratéorms to extrapolate from ambient conditions using the mea-
sensitivity at about 0s ! is evident. The rate sensitivity sured values of the shear modulus and its first pressure
actually exceeds that calculated from overdriven shoclderivativé°or the results of first-principles electronic struc-
theory for rates above 2@ *. Similar behavior is expected ture calculation$®3WhenGy(p) is required over extremes
for other metals. Our expression fay is similar to Eq.(9)  in pressure, say zero to tens of megabars, then it is most
but includes two additional parameteys, andy,, to allow  accurately estimated by combining Eql1) with the

for such a maximum in the small-strain rate sensitivity:  Burakovsky—Preston melting relatiowith the result that
A o Go(p)=constanK pT(p)/(1— «).
Ty=maxyo— (Yo~ Y.)e «TIn(yé/¢)], All three scaling variables in our model depend on
(10)  Tm(p); for a constant, the density dependencies of the scal-
min[y (¢! y€)Y2,50( 4l y€)F1}. ing variables forr, T, and ¢ are, respectivelypT(p),
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TABLE II. Model material parameters3, entries are in kilobars.

304 21-6-9
Cu U Ta \% Mo Be SS SS
0 0.025 0.055 0.02 0.023 0.014 0.04 0.02 0.02
2.0 1.0 0.0 0.0 0.0 1.4 10.0 8.0
So 0.0085 0.03 0.012 0.013 0.009 45 0.007 0.05 0.05
S, 0.000 55 0.0015 0.003 25 0.004 05 0.0038 0.0012 0.0075 0.0075
K 0.11 0.13 0.6 0.4 0.41 0.14 0.3 0.3
b% 0.000 01 0.002 0.000 04 0.000 06 0.000 008 0.000 01 0.001 0.001
Yo 0.0001 0.000 75 0.01 0.0105 0.007 95 0.0015 0.0069 0.0125
Voo 0.0001 0.000 75 0.001 25 0.001 55 0.0023 0.0005 0.0015 0.002 25
V1 0.094 0.03 0.012 0.013 0.009 45 0.007 0.05 0.05
Yo 0.575 0.27 0.4 0.42 0.36 0.25 0.46 0.41
B 0.25 0.27 0.23 0.23 0.23 0.25 0.25 0.25
Gy 518 938 722 499 1303 1524 895 862
a 0.20 0.56 0.23 0.23 0.23 0.23 0.23 0.23
a, 0.43 0.72 0.48 0.41 0.66 0.37

Tm(p), andpl’aT#’Z(p). At modest densitiesT,(p) is best  stresses merge continuously into the very-high-rate power-
obtained from the measurddh(P), while the high compres-  |aw asy— y&. There is a weak temperature dependence at
sion behavior is most reliably estimated by extrapolatingvery high rates that may be described as “thermal harden-
from the low-pressure data by means of the Lindemann criing.”

terion.

IX. COMPARISON TO PRESSURE-SHEAR GAS GUN
VIlIl. COMPLETE MODEL DATA

Values of the model parameters for our set of six metals ~ Stress—strain data at strain rates much higher than
and two stainless steels are given in Table Il. Note that tha0* s™* (Hopkinson bar dafaare rare, but data on copper
order of magnitude of a given parameter is usually indepenand tantalum at strain rates up to®19 * are now available.
dent of the metal. The plastic constitutive parameter valueIhe data were recently obtained by Cliften al®*%7 from
are strikingly similar among the bcc metals Ta, Mo, and V.pressure-shear gas gun experiments.

This regularity in the parameter values gives us a predictive In Table Ill we compare the peak experimental von
capability even in the absence of data, and suggests that oMises flow stresses to the model values for six pressure-
model is based on the correct physics. shear experiments on OFHC copperThe experimental

The global structure of our model, i.e., the thermal acti-loading path was approximated as follows. The calculated
vation and very-high-rate regimes, plus the transition regiosample densities after impact but before shearing were taken
connecting them, is depicted for copper, a generic example itb be the shock Hugoniot densities at the experimental values
Fig. 11. Several features are noteworthy. In the thermalof the pressuré? the dependence of the preshot density on
activation regime, the rate sensitivity of the saturation stresghe preshot temperature of the heated samples was included
is nearly constant at room temperature and below but inin the calculation of the Hugoniot density. For each sample at
creases with strain rate @—T,. Saturation and yield its calculated pressurized but preshear dendity(p) was
obtained using the Lindemann melting criterion, and the
pressurized but unsheared sample temperature was estimated

-1.0 . ’ . )
as the Hugoniot temperature for a Mie—Grueneisen equation
15 | of state. Adiabatic heating of the samples during shearing
- was calculated assuming that 90% of the plastic work is dis-
sipated. The pressure dependencé&ads very nearly linear
2.0 -
25 _ TABLE 1ll. Comparison of peak experimental von Mises flow stress,
e ’ O gaid Ypead, 10 calculated valuesymoge( ¥pead, fOr six pressure-shear ex-
2 T=1356 K periments on OFHC coppéRef. 32. The initial sample temperatureTg,.
= 304 - h The strains are von Mises equivalent strains.
| Expt. To (K) P (GPa ¢ (/,Lsfl) ¢peak U'data(MPa) O model (MPa)
3.5
a 571 7.8 0.13 0.12 589 391
E b 768 7.4 0.15 0.14 485 381
40 : : : ' T ; , , c 964 7.8 014 012 485 329
-4 2 0 2 4 6 8 10 12 A 571 8.0 0.64 0.23 866 562
log v B 768 7.7 0.64 0.23 762 511
C 964 7.8 0.81 0.46 624 517

FIG. 11. Global structure of our copper model.
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