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Abstract. The position of an object in the visual field is a global 
characteristic of the object which must be determined shortly after its 
appearance. This characteristic is useful for organizing actions towards 
the object or for its better examination. A model of visual localization 
based on the concept of "image function" is proposed. It predicts that 
the centroid of a visual object determines its position. The centroid 
could be easily extracted from the maximum in the image function 
under certain conditions. Symmetry and size may influence the 
accuracy (absolute and relative) in locating visual objects. 
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INTRODUCTION 

For many years now the process of figure- 
ground segregation has been recognized as fun- 
damental in visual perception. The visual system is 
highly specialized in determining and locating 
edges in visual space. It is equipped with mechan- 
isms that analyses light distribution and basing on 
this analysis it determines effectively the edges be- 
tween areas of different luminance, colour, and tex- 
ture. Important as they may be for the process of 
figure-ground segregation and the perception of 
contours and form of visual objects, edge determin- 
ing mechanisms seem not appropriate for providing 
information about some global characteristics of 
visual objects, such as overall orientation and posi- 
tion in visual space. 

Locating boundaries and contours of a visual 
form might be thought sufficient for determining 
the position of that form in space, but there are 
enough data to dismiss this possibility (Watt and 
Morgan 1983, Ward et al. 1985). Visual location of 
an object has to be attributed to some aspect of the 
visual image of the segregated figure as a whole, ir- 
respective of the local analysis providing informa- 
tion about contour location. Which characteristic of 
the image represents its position is difficult to de- 
duce only on logical grounds. We tried to find the 
answer to this question by a series of experiments 
(unpublished data) where the task of the subjects 
was to determine the position of tachistoscopically 
presented patterns. Our results showed that for both 
convex and concave patterns the point which rep- 
resents best their position is the centroid of visual 
image determined by the luminance distribution. If 
the objects are homogenous material bodies, the 
centroid coincides with the center of gravity. This 
characteristic is invariant under transformations of 
the so-called Euclidean similarity group, which 
consists of translations, rotations, dilations, reflec- 
tions and their composites. The centroid charac- 
terizes the trajectory of the objects (Proffitt and 
Cutting 1980). 

When an object appears in the visual field, its 
perceived position is important for quick manipula- 

tion with the object, for thorough examination or 
tracking, for determining object motion charac- 
teristics (for moving objects). If the centroid posi- 
tion is numerically calculated this will be very 
time-consuming, while our results (unpublished 
data) showed that the position was determined al- 
most immediately. We propose a model of visual lo- 
calization based on existing ideas of primary 
information processing and on an analog principle. 

BASIC HYPOTHESES 

The concept of "image function" suggests that 
visual processing is based not on the original pattern 
itself, but on an image obtained through blurring the 
pattern. When a dot stimulus appears in the visual 
field, some visual neurons responds with maximal 
activity, while the evoked activity of the adjacent 
neurons decreases with the increase of the distance 
from the most activated cells. The point-spread 
function can be represented through a Gaussian 
function G(r): 

where r is the distance in polar coordinates, M is a 
constant ("amplitude") and s is another constant 
representing the spread of neural activity. For sim- 
plicity we shall accept that M is equal to unity. 

We shall also suppose that cell responses are li- 
near in regard to the intensity of stimulation, i.e. 
there is no interference between the activity caused 
by different-stimuli This leads to the preservation 
of spatial relations between the different parts of the 
visual objects in the over-all activity of the cells. 

The image function is obtained by a convolution 
of the input intensity function with a Gaussian func- 
tion: 

where F is the image function. I is the intensity func- 
tion, and O is the sign for convolution. If we accept 
that visual objects consist of a great but finite num- 
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ber of dot elements, the intensity function could be 
presented as a sum of delta-functions: 

Then the image function has the form: 

Our assumptions are typical of a lot of models, 
connected with the primary levels of visual process- 
ing (Olzak and Thomas 1986). In some models the 
point-spread function is represented by the Laplacian 
of a Gaussian, or by the difference of two Gaussian. 
The influence of the choice of the point-spread 
function will be discussed later. Here we would like 
to draw attention to the fact that most of these mod- 
els deal with mechanisms related to the local char- 
acteristics of the images (Marr 1982). We tried to 
show that using similar models it is possible to 
determine not only local, but also global charac- 
teristics of the image, in particular its position. 

According to Koenderink (1984) every image 
could be uniquely embedded in a one-parameter 
family of derived images with the resolution as a 
parameter. If these images are obtained through a 
convolution with Gaussian functions, no spurious 
details are generated when the resolution dim- 
inishes (the resolution is inverse to the spread). 
With increase in the spread, the number of maxima 
in the image function decreases. 

THE MODEL 

We tried to estimate the relation between the 
spread s of the Gaussian function and the size of an 
image in order to obtain only one maximum in the 
image function and to see if this maximum would 
correspond to some important feature of the object 
- for instance to its position represented by the cen- 
troid. 

Each of the constituting functions G(r-ri) could 
be approximated by a Taylor series. If we discard 
the members of higher than fifth degree, the image 
functions becomes: 

This expression could be transformed in such a 
way that all sums are substituted by expressions in- 
cluding constants, representing some image charac- 
teristics. For instance, the sum : 

n 

C(X - xi) 2 

i 

2s2 

could be written as 

After such a transformation the image function 
becomes: 

where 2, y correspond to the coordinates of the cen- 
troid of the figure, sx and sy are constants, deter- 
mined by the dimension of the image and the 
distribution of its elements; they correspond to the 
standard deviations of the distribution of the dot ele- 
ments of the pattern, Ax and Ay depend on the sym- 
metry in the distribution of image elements; they are 
analogous to the coefficients of asymmetry of the 
distribution of the elements in the image; r is a con- 
stant that characterizes the elongation of the image; 
it is analogous to the coefficient of correlation of the 
two-dimensional distribution of the coordinates of 
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the dots, belonging to the image. This constant 
could be zero if the coordinate system is appropri- 
ately chosen. In this coordinate system the constants 
m12 and m21 are also zero. We accept that the co- 
ordinate system is appropriately chosen. In this co- 
ordinate system the constants mi2 and m21 are also 
zero. We accept that the coordinate system is 
chosen in such a way that the constants r, m12 and 
m21 are equal to zero. In such a coordinate system 
the values of sx and sy are extremal. Then the image 
function becomes: 

The image function will have an extremum in the 
points for which its first derivatives are zero: 

If the dot distribution has central symmetry, 
these expressions will be equal to zero at the point, 
corresponding to the centroid of the image. How- 
ever, it is difficult to solve these equations in the 
general case. We accept that they are equal to zero 
at the point with coordinates T+ d l ,  y+ d2, where 
dl  and d2 represent the deviation of the extremum 
from the centroid of the image. The deviation of the 
extremum from the centroid depends on the 
presence of central symmetry of the dot distribu- 
tion and on the size of the image when there is no 
central symmetry. 

The constraint that a function of two variables has ex- 
tremum is met by a positive Hessian 

This is fulfilled when 

However, the necessary condition for having a 
maximum is that FITxx +F1Iyy is negative at the point 
of the extremum. This leads to the restriction for the 
size of the spread: 

,Y2 > 2 + ,Y$ + d? + d3 

When the distributions of the coordinates of image 
dot elements have a central symmetry this express- 
ion is simplified, because in this case the deviations 
of the maximum from the image centroid are zero. 
The condition for having maximum in this case is: 

It is evident that if s is large, the deviations of the 
maximum from the centroid of the image have a 
negligible effect. 

A particular case is that of two dot stimuli. In this 
case the configuration of dots has central symmetry 
and Ax and Ay are zero. So the maximum of the 
image function will coincide with the centroid 2, y 
of the image, where i=(xi +x2)/2, y = ( y ~  +y2)L! if the 
relation ( I )  between the spread and the size of the 
configuration of two dots holds. For the one-dimen- 
sional case this relation is: 

or s should be greater than half of the distance be- 
tween the two dots. This requirement is used in dif- 
ferent models of visual processing (Smith and Vos 
1986, Grossberg and Rudd 1989, Mates et al. 1990). 

The above considerations and the analogy be- 
tween the constants Ax and Ay to the coefficients of 
asymmetry suggests that the deviation of the maxi- 
mum from the centroid of the image is towards the 
greater density of image elements. 

Examples of the image function for symmetrical 
and asymmetrical patterns of four dots are 
presented on Figs. 1 and 2. From the figures it is evi- 
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Fig. 1. A,  Three-dimensional representation of the image function for a pattern of four dots determining a square (the size of 
the dots is enlarged in figure). The functions are obtained with different spreads (s). B, Isolines of the simulated image 
function for different spreads in an appropriately rotated coordinate system. 

dent that the maximum shifts toward the centroid 
with increase of spread for asymmetrical configura- 
tions, while for symmetrical it coincides with the 
centroid. It could also be seen that for the asymme- 
trical pattern though we obtained one maximum in 
cases c and d of Fig. 2 the isolines are still not el- 
liptical which could be attributed to the fact that for 
asymmetrical patterns the constraint for the spread 
contains not only the constants, corresponding to 
the size of the patterns, but also constants deter- 
mined by the symmetry. 

DISCUSSION 

We demonstrated that the position of every ob- 
ject in the visual field could be quickly determined 
through the maximum in the image function if one 
accepts the point-spread function to be Gaussian 
with a spread greater than a constant, determined by 
object dimensions. It is reasonable to assume that 
the values of the spreads (which could be regarded 
as the size of the receptive fields) in the visual sys- 
tem are limited. Thus for very large objects one 
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Fig. 2. A, Three-dimensional representation of the image function of four asymmetrically positioned dots. Simulation as in 
Fig. 1B. Isolines of the simulated image function for different spreads in an appropriately rotated coordinate system. 

b, s = l ( ~ 2  2 + s;) c, s = is: + .;) d, s = 1.5(s: + s;) 

could expect an image function with more than one 
maximum. The position of such an object should 
not be determined unambigously. It is possible that 
for large objects there occurs grouping, determined 
by the maxima in the image function. 

When the object dimensions decrease, the activ- 
ity of the cells with largest spreads (receptive fields) 
could be represented by an image function with one 
maximum, but the number of such cells will be not 
large enough and the accuracy of localization will 
be not high with respect to both absolute deviation 

from the centroid and to relative accuracy (vari- 
ability of the responses). 

With a further decrease of object dimensions the 
requirements for one maximum in the image func- 
tion will be fulfilled for a large number of cells with 
different spreads. This should allow the position of 
the object to be determined by the cells with optimal 
spread. Hence with some limits changes in the size 
of the object will not lead to significant changes in 
the absolute accuracy of localization, represented 
by its centroid. Changes in the relative accuracy could 
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only be due to less expressed maximum in the image 
function for larger spreads. 

It might also be supposed that the proposed 
model for visual localization is applicable only a 
short time after the stimulus appearance. This sug- 
gestion seems to be reasonable, considering the re- 
organization of the cell receptive fields. The latter 
is taken into account when modeling primary visual 
processing either by the involvement of functions, 
changing with time (Worgoter and Holt 1991) or by 
the assumption about switching from cells with 
larger receptive fields to cells with smaller ones 
(Watt 1988). The reorganization in the structure of 
the receptive fields could be due to the interaction 
between the cells or to an influence from cells at a 
higher level. According to Podvigin et al. (1 986) in 
the first 100 ms after the appearance of a stimulus 
the activity of the cells in the laterate geniculate 
body is characterizes by excitation only. After this 
time inhibitory zones are formed. The size of the re- 
ceptive fields after stimulus appearance is big (8- 
10' for the laterate geniculate body). The initial 
activity of these cells could be described by Gaus- 
sian functions and the appearance of inhibitory 
zones could be represented through point-spread 
functions that contain minima. Such functions are 
more sensitive to the peculiarities of the image. It is 
for this reason that most models of visual processing 
for revealing details involved functions, containing 
minima - like the Laplacian of a Gaussian, dif- 
ference of two Gaussians with unequal spreads, 
Gabor functions. etc. The existence of minima in the 
point-spread function does not interfere with our 
considerations, but the range of image sizes for 
which the image function will have only one maxi- 
mum will be narrower. 

A mechanism for visual localization activated at 
short times after stimulus appearance would allow 
the use of this information about localization for 
other functions and activities: directing eye or limb, 
directing attention towards the object, determining 
the trajectory of a moving object. Probably it is not 
incidental that for objects with a size smaller then 5 
angular degrees the saccades are towards the cen- 
troid, while for bigger objects the direction of the 

saccades is less determined, and sight is directed to- 
wards different parts of the image (Richards and 
Kaufman 1969, Zetzche et al. 1984). It is known 
that there is a relation between eye movements and 
directing attention (Desimone et al. 1985, Posner et 
al. 1985). The effects of shift of gaze and shift of at- 
tention are nearly the same for the visual system, be- 
cause they cause visual processing to be dominated 
by a new input. The structure of the receptive fields 
could change with time in accordance with the task 
and the level of attention (Moran and Desimone 
1985). The perceived trajectory of object motion is 
also connected with their centroid (Proffitt and Cutting 
1980). The role of the centroid in manipulation with 
objects is obvious. No great accuracy is necessary 
for all these processes, but they require information 
about the object position shortly after the stimulus 
appearance. 
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