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ABSTRACT 
This paper presents a mixed method for reducing order of the 

large scale interval systems using the Mihailov Criterion and 

factor division method. The denominator coefficients of reduced 

order model is determined by using Mihailov Criterion and 

numerator coefficients are obtained by using Factor division 

method. The mixed methods are simple and guarantee the 

stability of the reduced model if the original system is stable. 

Numerical examples are discussed to illustrate the usefulness of 

the proposed method. 
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1. INTRODUCTION 
The analysis of high order systems is both tedious and costly as 

high order systems are often too complicated to be used in real 

problems. Using mathematical approaches are generally 

employed to realize simple models for the original high order 

systems. Reducing a high order system into its lower order 

system is considered important in analysis, synthesis and 

simulation of practical systems. Numerical methods are 

available in the literature for order reduction of large scale 

systems002E 

Some of the important methods are method of aggregation [1] 

the method is derived by “aggregating” the original system state 

vector. Using Aggregation method some properties are 

explained briefly. An algorithm was introduced for reduced 

order model using Pade approximation [2], Routh approximation 

[3] has done by using α and β table and Routh stability for 

model reduction [4], [3-4]  is considered as a Stability based 

model reduction, moment matching technique [5], Optimal 

hankel norm approximation [6], Factor division method [7] . 

Using Pade approximation techniques has many advantages 

such as computational simplicity. There is a serious 

disadvantage by using Pade approximation, it gives unstable 

reduced model, even though original system is stable.  

So to neglect these problems mixed methods [8-9] are 

introduced. Many researchers have attracted the attention on 

interval systems and to study the stability and the transient 

analysis of interval systems [10-11]. For reduction of continuous 

interval systems Routh approximation has been proposed [12], 

γ-δ Routh approximation has been proposed for model order 

reduction of interval systems [13], to reduce the complexity of 

calculations   a simple direct method using only γ table [14] has 

been proposed. 

In this paper is carried model order reduction of interval systems 

by using mixed method. The denominator of the interval 

reduced model is obtained by Mihailov Criterion and the 

numerator is obtained by Factor division method. Thus the 

stability of the reduced order model of interval system is 

guaranteed if the higher order interval system is asymptotically 

stable. The outline of this paper is as follows: Section 2 contains 

problem statement. Section 3 contains proposed method and 

Integral square error is presented in section 4. Numerical 

example is presented in section 5 and the conclusion in section 

6. 

2. PROBLEM STATEMENT 
Let the transfer function of a higher order interval systems 

be 

=     (1) 

where  for i = 0 to n-1 and   for i = 0 to n are 

known as scalar constants. 

The reduced order model of a transfer function be considered as 

=      (2) 

where  for j= 0 to r-1and   for j = 0 to r are 

known as scalar constants. 

The rules of the interval arithmetic have been defined in [15], as 

follows. 

Let [e , f] and [g , h] be two intervals. 

Addition:  

               [e , f] + [g , h] = [e + g , f + h] 

Subtraction: 

               [e , f] – [g , h] = [e – h , f – g] 
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Multiplication: 

[e , f] [g , h] = [Min (eg, eh, fg, fh), Max (eg, eh, fg, fh)] 

Division: 

               

3. PROPOSED METHOD 
The proposed method consists of the following steps for 

obtaining reduced order model. 

 

Step1: Determination of the denominator polynomial of the  

order reduced model by Mihailov Criterion 

 

Substituting s = jω in D(s) and separating the denominator into 

real and imaginary parts 

 

 

 

=

 

 

= ξ(ω) + jω ψ (ω)                                                               (3)  

where ω is the angular  frequency, rad/sec. 

 

ξ (ω) = 0 and  ψ (ω) = 0, the frequencies which are intersecting 

   are obtained, where 

        

 

Similarly substituting s = jω in , then obtains 

                                        (4) 

 

where 

 

   and 

 

    

 

Putting  (ω) = 0 and  (ω) = 0, then we get „r’ number of roots 

and it must be positive and real and alternately distributed along 

the ω axis. The first „r‟ numbers of frequencies are 0, 

 are kept unchanged and the roots 

of  (ω) = 0 and  (ω) = 0. 

 

Therefore, 

 

   (5)                                                                 

 

 

  (6)   

                                                                       

For finding the coefficient values of  and  are 

calculated from ξ(0) = (0) and  

 keeping these values of  

 and  in equations (5) and (6), respectively,  

(ω) and  (ω) are obtained and  is obtained as 

 

                                        (7) 

 

Now replace jω by s and then the  order reduced denominator 

 is obtained as 

 

            (8) 

 

Step 2: Determination of the numerator coefficients of the  

order reduced model by using factor division method: 

 

Any method of reduction which relies upon calculating the 

reduced denominator first and then the numerator, where  

has already been calculated. 

 

 

 

 

 

 

 

Therefore, 

 

 

 

 

 

 

.... ......              ............     ...........     .............. 

 

.............           ..............     .............    .............. 

 

 

 

 

 where 

 

  i=0,1, . r-2 

                       

i=0,1, . .r-3 

  

…….         ………             ……… 

 

…….         ………             ……… 

 

. . . . . .       . . . . . . .            . . . . . . . 

 

  

 

The reduced transfer function given by 

 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 28– No.11, August 2011 

6 

4. INTEGRAL SQUARE ERROR 

The integral square error (ISE) between the transient 

responses of higher order system (HOS) and Lower order 

system (LOS) is given by: 

 

ISE =            

                         

where, y (t) and (t) are the unit step responses of original 

system and reduced order system . 

 

5. NUMERICAL EXAMPLE 
Example 1: Consider a third order system described by the 

transfer function [13] 

 

             

    

Step 1: Put s = jω in the denominator D (s) 

 

D (jω) = ([20.5, 21.5] – [17, 18] ) + jω ([35, 36] – [2, 3]  

 

Step 2: The intersecting frequencies are  

 

 

Step 3: The denominator of the second order model is taken 

as 

 

. 

 

Here and

33.6111] 

 

Step 4: Substitute the values of  and  in step 

3 and also substitute jω = s. 

 

Hence, the denominator D(s) is given by 

 

 
 

Step5: Using the factor division method 

 

 

 

Step 6: Finding the values of  and      

                                                    

  

 

 

 

 

 

Step7: The reduced transfer function is 

  

 

 

The step response of second order model is obtained by the 

proposed method is shown in Fig 1. The comparison of ISE for 

lower limit and upper limit are shown in Table 1. 

 
 

Fig. 1: Step Response of original model and reduced model 

using Mihailov Criterion and Factor division 

 

Table 1. Comparison of Reduced Order Models 

Method of Order reduction 
ISE for lower 
limit errL 

ISE for upper 

limit 

errU 

Mihailov Criterion and 

Factor division 
0.0124 0.0169 

Sastry, G.V.K. et.al 

(2000) 
0.2256 0.0095 

 

Example 2: Consider a third order system described by the 

transfer function [13] 

 

         

         

Step 1: Put s = jω in the denominator D (s) 

 

D (jω) = ([35, 36] – [54, 55] ) + jω ([90, 91] – [7, 8]  

 

Step 2: The intersecting frequencies are  

 

 

Step 3: The denominator of the second order model is taken 

as 

 

. 

 

Here and

] 
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Step 4: Substitute the values of  and  in step 3 

and also substitute jω = s. 

 

Hence, the denominator D(s) is given by 

 

 
 

Step5: Using the factor division method 

 

 

 

Step 6: Finding the values of  and      

                                                    

  

 

 

 

 

 

Step7: The reduced transfer function is 

  

 

 

 
Fig. 2: Step Response of original model and reduced model 

using Mihailov Criterion and Factor division 

 

The step response of second order model is obtained by the 

proposed method is shown in Fig 2. The comparison of ISE for 

lower limit and upper limit are shown in Table 2. 

 

 

 

 

 

 

 

Table 2. Comparison of Reduced Order Models 

 

Method of Order reduction 
ISE for lower 

limit errL 

ISE for 
upper limit 

errU 

Mihailov Criterion and Factor 

division 
4.3584e-004 0.0011 

O.Ismail.et.al [16] 5.2406e-004 6.5383e-004 

6. CONCLUSIONS 

In this paper Mihailov Criterion and Factor division method are 

employed for order reduction. The denominator polynomial of 

reduced model is obtained by using Mihailov Criterion and the 

numerator is determined by Factor division method. The 

proposed method guarantees the stability of reduced model if the 

original system is stable. These proposed methods are 

conceptually simple and comparable with other available 

methods. As illustrated for examples are taken from the 

literature and compared with other methods by using ISE. 
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