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#### Abstract

The model reduction problem for (single-input, single-output) linear and nonlinear systems is addressed using the notion of moment. A re-visitation of the linear theory allows to obtain novel results for linear systems and to develop a nonlinear enhancement of the notion of moment. This, in turn, is used to pose and solve the model reduction problem by moment matching for nonlinear systems, to develop a notion of frequency response for nonlinear systems, and to solve model reduction problems in the presence of constraints on the reduced model. Connections between the proposed results, projection methods, the covariance extension problem and interpolation theory are presented. Finally, the theory is illustrated by means of simple worked out examples and case studies.


## I. Introduction

The model reduction problem for linear and nonlinear systems has been widely studied over the past decades. This problem has great importance in applications, because reduced order models are often used in analysis and design. This is the case, for example, in the study of mechanical systems, which is often based on models derived from a rigid body perspective that neglects the presence of flexible modes and elasticity; and in the study of large scale systems, such as integrated circuits or weather forecast models, which relies upon the construction of simplified models that capture the main features of the system. From a theoretical point of view, the model reduction problem generates important theoretical questions and requires advanced tools from linear algebra, functional analysis and numerical analysis. The model reduction problem can be simply, and informally, posed as follows. Given a system, described by means of linear or nonlinear differential equations together with an output map, compute a simpler system which approximates (in a sense to be specified) its behavior. To render precise this problem formulation it is necessary to define two concepts. Firstly, the meaning of the approximation. For linear systems one could introduce an approximation error given in terms of the frequency response of a suitably defined error system, or in terms of the response of the system for classes of input signals. For example, the methods, known as moment matching methods, which zero the transfer function of the error system for specific frequencies, belong to this class [1]. This approach does not have a direct nonlinear counterpart, despite the recent developments in this direction [2] (see also the early contributions [3], [4], [5], [6], [7], [8]). Alternatively, approximation errors expressed in terms of the $H_{2}$ or $H_{\infty}$ norm of the error system have been considered both in the linear case [9], [10], [11], [12] and in the nonlinear

[^0]case [13]. Finally, approximation errors based on the Hankel operator of the system have been widely considered [14], [15], [16]. This approach leads to the so-called balancing realization problem [17], [18], which has been also studied in the nonlinear framework [19], [20], [21], [22], [23], [24], [25], [26], [27]. Secondly, the concept of simplicity. For linear systems this is often understood in terms of the dimension of the system, i.e. an approximating system is simpler than the model to approximate if its state-space realization has fewer states. For nonlinear systems this dimensional argument may be inappropriate, as one has to take into consideration also the complexity of the functions involved in the state-space representation. In addition, the notion of dimension has, for nonlinear systems, a local nature: the dimension of a good reduced order model may depend upon the initial condition. Of course, there are other important issues that have to be clarified, and investigated, in establishing a model reduction theory. In particular, one may require that properties of the model (such as stability or passivity) are retained by the approximation [28], and one has to consider the computational cost associated with the construction of the approximating system. These issues have been widely investigated in the linear framework, see for example the excellent monograph [1], but are largely open for nonlinear systems. In particular, the computation of reduced order models for nonlinear systems often requires the (approximate) solution of partial differential equations, and thus it can be performed only in special circumstances. In addition, some results for time-varying systems have been proposed in [29], whereas a dedicated method for systems with the so-called ZIP property [30] has been developed in [31].

The model reduction problem for nonlinear systems have been investigated from diverse perspectives. Energy-based methods have been discussed, for example, in [21], [23], [32], [33]; model reduction of systems in special forms, such as differential-algebraic systems, bilinear systems or mechanical/Hamiltonian systems, have been discussed in [34], [35], [36], [37], [38], and reduction around a limit cycle or a manifold has been discussed in [39], [40]. Some computational issues have been addressed in [41], [42], [40], [27]. Finally, proper orthogonal decomposition has been proposed as a model reduction method applicable for linear and nonlinear systems, see, for example, [43], [44], [42], [45], [46], where theoretical issues, error bounds and applications have been discussed. We refer the reader to the references therein for further detail.

Goal of this work is to develop a theory of model reduction, based on the notion of moment, for nonlinear systems. In this process, we revisit the linear theory, providing new perspectives and results. We note that this work relies upon the
theory of the steady-state response of nonlinear systems, center manifold theory and the tools arising in the theory of output regulation for nonlinear systems [5], [6], [47], [48], [49], [50]. Preliminary versions of this work have been published in [51], [52], [53].

We complete the introduction noting that, for linear systems, the problem of model reduction by moment matching provides a different formulation of the classical (rational) interpolation problem, which has been solved by Nevanlinna-Pick theory (illustrated in several textbooks, see e.g. [54]). The interpolation problem has been also extensively studied by Byrnes, Georgiou and Lindquist (and co-workers), see e.g. [55], [56], [57], [58], [59], [60], that have developed a complete theory for analytic interpolation with degree constraint. Note that, the interpolation problem does not have direct counterpart for nonlinear systems. However, as a direct byproduct of the results in this paper, it is possible to pose (and solve) interpolation problems for nonlinear systems. Note that some early results on interpolation for nonlinear systems have been presented in [61], [62]. Therein, the existence of minimal rank bilinear systems approximating a general (analytic) system up to order $k$, for any input, has been demonstrated.

The paper is logically composed of two parts. In the first part (Section II) the problem of model reduction by moment matching for linear systems is re-visited from a point of view that allows for the nonlinear theory to be developed in the second part (Section III). Obviously, some of the linear results can be obtained specializing the corresponding nonlinear results to linear systems. Note however that in the linear case it is often possible to provide stronger statements, and in the nonlinear case there are problems or issues that are worth investigating, but that do not have special interest (or meaning) in the linear one.

Notation. Throughout the paper we use standard notation. $\mathbb{R}, \mathbb{R}^{n}$ and $\mathbb{R}^{n \times m}$ denote the set of real numbers, of $n$ dimensional vectors with real components, and of $n \times m$ dimensional matrices with real entries, respectively. $\mathbb{R}^{+}\left(\mathbb{R}^{-}\right)$ denotes the set of non-negative (non-positive) real numbers. $\mathscr{C}$ denotes the set of complex numbers, $\mathscr{C}^{0}$ denotes the set of complex numbers with zero real part, $\mathbb{C}^{-}$denotes the set of complex numbers with negative real part. $\sigma(A)$ denotes the spectrum of the matrix $A \in \mathbb{R}^{n \times n}$. Finally, $\emptyset$ denotes the empty set.

## II. Model reduction by moment matching for LINEAR SYSTEMS - REVISITED

## A. The notion of moment

Consider a linear, single-input, single-output ${ }^{1}$, continuoustime system described by equations of the form

$$
\begin{equation*}
\dot{x}=A x+B u, \quad y=C x \tag{1}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n}$ and $C \in \mathbb{R}^{1 \times n}$ constant matrices, and the associated transfer function

$$
\begin{equation*}
W(s)=C(s I-A)^{-1} B \tag{2}
\end{equation*}
$$

[^1]Definition 1: [1] The 0 -moment of system (1) at $s^{\star} \in \mathbb{C}$ is the complex number $\eta_{0}\left(s^{\star}\right)=C\left(s^{\star} I-A\right)^{-1} B$. The $k$ moment of system (1) at $s^{\star} \in \mathbb{C}$ is the complex number

$$
\eta_{k}\left(s^{\star}\right)=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}}\left(C(s I-A)^{-1} B\right)\right]_{s=s^{\star}}
$$

Note that moments are associated with the transfer function of the system (1). Therefore, in what follows we make the following standing assumption.
(SA) The system (1) is controllable and observable.
Moments can be also characterized, for almost all $s^{\star}$, in a timedomain setting, as shown in the following statements (see also [1, Chapter 6]).

Lemma 1: Consider system (1) and $s^{\star} \in \mathbb{C}$. Suppose $s^{\star} \notin$ $\sigma(A)$. Then $\eta_{0}\left(s^{\star}\right)=C \Pi$, where $\Pi$ is the unique solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B=\Pi s^{\star} . \tag{3}
\end{equation*}
$$

Proof: By direct computation, equation (3) yields $\Pi=$ $\left(s^{\star} I-A\right)^{-1} B$, hence $C \Pi=\eta_{0}\left(s^{\star}\right)$.

Lemma 2: Consider system (1) and $s^{\star} \in \mathbb{C}$. Suppose $s^{\star} \notin$ $\sigma(A)$. Then

$$
\left[\begin{array}{c}
\eta_{0}\left(s^{\star}\right) \\
\vdots \\
\eta_{k}\left(s^{\star}\right)
\end{array}\right]=\left(C \Pi \Psi_{k}\right)^{\prime},
$$

where

$$
\Psi_{k}=\operatorname{diag}\left(1,-1,1, \cdots,(-1)^{k}\right) \in \mathbb{R}^{(k+1) \times(k+1)}
$$

and $\Pi$ is the unique solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L_{k}=\Pi \Sigma_{k} \tag{4}
\end{equation*}
$$

with $L_{k}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right] \in \mathbb{R}^{k+1}$, and

$$
\Sigma_{k}=\left[\begin{array}{ccccc}
s^{\star} & 1 & 0 & \cdots & 0 \\
0 & s^{\star} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & s^{\star} & 1 \\
0 & \cdots & \cdots & 0 & s^{\star}
\end{array}\right] \in \mathbb{R}^{(k+1) \times(k+1)}
$$

Proof: Let $\Pi=\left[\begin{array}{llll}\Pi_{0} & \Pi_{1} & \cdots & \Pi_{k}\end{array}\right]$ and note that equation (4) can be rewritten as

$$
\begin{array}{ll}
A \Pi_{0}+B & =s^{\star} \Pi_{0}, \\
A \Pi_{1} & =s^{\star} \Pi_{1}+\Pi_{0}, \\
& \vdots \\
A \Pi_{k} & =s^{\star} \Pi_{k}+\Pi_{k-1} .
\end{array}
$$

As a result,

$$
\begin{aligned}
\Pi_{0} & =\left(s^{\star} I-A\right)^{-1} B \\
\Pi_{1} & =-\left(s^{\star} I-A\right)^{-2} B \\
& \vdots \\
\Pi_{k} & =(-1)^{k}\left(s^{\star} I-A\right)^{-(k+1)} B
\end{aligned}
$$

hence the claim.
Remark 1: The time domain characterization of moments in Lemmas 1 and 2 is not valid for $s^{\star}=\infty$ (see Example 9 for a characterization of moments at $s^{\star}=\infty$ ).

Remark 2: The pair $\left(L_{k}, \Sigma_{k}\right)$ is observable for any $s^{\star}$.

The main disadvantage of the above results is in the fact that one has to deal with complex matrices and $\Sigma_{k}$ and $L_{k}$ have a special structure. To remove this shortcoming note that moments are coordinate invariant and, by a property of real rational functions, $\eta_{k}\left(\bar{s}^{\star}\right)=\overline{\eta_{k}\left(s^{\star}\right)}$. As a result, the following statements hold.

Lemma 3: Consider system (1) and $s^{\star} \in \mathbb{R}$. Suppose $s^{\star} \notin \sigma(A)$. Then there is a one-to-one relation between the moments $\eta_{0}\left(s^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ and the matrix $C \Pi$, where $\Pi$ is the unique solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{5}
\end{equation*}
$$

with $S$ any non-derogatory ${ }^{2}$ real matrix such that

$$
\begin{equation*}
\operatorname{det}(s I-S)=\left(s-s^{\star}\right)^{k+1} \tag{6}
\end{equation*}
$$

and $L$ such that the pair $(L, S)$ is observable.
Proof: By observability of the pair $(L, S)$ there is a unique invertible matrix $T$ such that $S=T^{-1} \Sigma_{k} T$ and $L=L_{k} T$. As a result, equation (5) becomes $A \Pi+B L_{k} T=$ $\Pi T^{-1} \Sigma_{k} T$, and this can be rewritten as $A \tilde{\Pi}+B L_{k}=\tilde{\Pi} \Sigma_{k}$, with $\tilde{\Pi}=\Pi T^{-1}$. By Lemma 2, and invariance of the moments with respect to the coordinates in the state space, the moments $\eta_{0}\left(s^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ can be univoquely expressed in terms of $\Pi$, hence the claim.

Lemma 4: Consider system (1) and $s^{\star} \in \mathbb{C} \backslash \mathbb{R}$. Let $s^{\star}=\alpha^{\star}+i \omega^{\star}$. Suppose $s^{\star} \notin \sigma(A)$. Then there is a one-toone relation between the moments $\eta_{0}\left(s^{\star}\right), \eta_{0}\left(\bar{s}^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$, $\eta_{k}\left(\bar{s}^{\star}\right)$ and the matrix $C \Pi$, where $\Pi$ is the unique solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{7}
\end{equation*}
$$

with $S$ any non-derogatory real matrix such that

$$
\begin{equation*}
\operatorname{det}(s I-S)=\left(\left(s-s^{\star}\right)\left(s-\bar{s}^{\star}\right)\right)^{k+1} \tag{8}
\end{equation*}
$$

and $L$ such that the pair $(L, S)$ is observable.
Proof: The proof is similar to the one of Lemma 3 hence omitted.

We complete this section with a property which is instrumental to derive a nonlinear enhancement of the notion of moment.

Theorem 1: Consider system (1), $s^{\star} \in \mathbb{C}$ and $k \geq 0$. Assume $\sigma(A) \subset \mathbb{C}^{-}$and $s^{\star} \in \mathbb{C}^{0}$. Let

$$
\begin{equation*}
\dot{\omega}=S \omega \tag{9}
\end{equation*}
$$

with $\omega(t) \in \mathbb{R}^{\kappa}$, where

$$
\kappa= \begin{cases}k+1 & \text { if } s^{\star} \in \mathbb{R} \\ 2(k+1) & \text { if } s^{\star} \in \mathbb{C} \backslash \mathbb{R}\end{cases}
$$

and $S \in \mathbb{R}^{\kappa \times \kappa}$ any non-derogatory real matrix with characteristic polynomial as in (6), if $s^{\star} \in \mathbb{R}$, or as in (8), if $s^{\star} \in \mathbb{C} \backslash \mathbb{R}$. Let $\omega(0) \neq 0$.

Consider the interconnection of systems (1) and (9) with $u=L \omega$, and $L$ such that the pair $(L, S)$ is observable.

[^2]Then the moments $\eta_{0}\left(s^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ are in one-to-one relation with the (well-defined) steady-state response of the output of such interconnected system.

Proof: We provide a proof which exploits arguments with a nonlinear counterpart (an elementary, alternative, proof can be obtained using Laplace transform arguments). The considered interconnected system is described by

$$
\begin{aligned}
\dot{\omega} & =S \omega \\
\dot{x} & =A x+B L \omega, \\
y & =C x .
\end{aligned}
$$

By the center manifold theorem [63], [64], which is applicable because of the assumptions on $\sigma(A)$ and $\sigma(S)$, this system has a globally well-defined invariant manifold (which is a hyperplane) given by $\mathcal{M}=\left\{(x, \omega) \in \mathbb{R}^{n+\kappa} \mid x=\Pi \omega\right\}$, with $\Pi$ the unique solution of the Sylvester equation (5). Note that $\overbrace{x-\Pi \omega}=A(x-\Pi \omega)$, hence $\mathcal{M}$ is attractive. As a result $y(t)=C \Pi \omega(t)+C e^{A t}(x(0)-\Pi \omega(0))$, where the first term on the right-hand side describes the steady-state response of the system, and the second term on the right-hand side the transient response, which proves the claim.

Remark 3: The results derived so-far are direct consequences of the definition of moment. However, to the best of the author's knowledge, they have not been presented in this form, see however a similar discussion in [1, Section 6.1], the paper [65], in which Sylvester equations are used to compute the Krylov subspaces arising in the construction of the projectors which define the reduced order model, and the early results [66] (and references therein), in which the relation between least-square interpolation and moment matching (at $s=0$ and $s=\infty$ ) is discussed.

Remark 4: The main advantage of the characterization of moments in terms of steady-state responses is that it allows one to define the notion of moment for systems which do not admit a representation in terms of transfer function, for example linear time-varying systems, which we do not discuss for reason of space, and nonlinear systems, which are discussed extensively in Section III.

The main disadvantage is that this characterization requires existence of the steady-state response, hence the system to be reduced has to possess some strong stability property. Note however that, for unstable systems it is still possible to define moments by means of the Sylvester equation (5). This type of definition admits a nonlinear counterpart, which is however not discussed in this paper (see also Remark 10).

## B. Moment matching

We are now in a position to define, precisely, the notion of reduced order model. The system

$$
\begin{equation*}
\dot{\xi}=F \xi+G u, \quad \psi=H \xi \tag{10}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}$ and $\psi(t) \in \mathbb{R}$, is a model of system (1) at $S \in \mathbb{R}^{\tilde{\nu} \times \tilde{\nu}}$, with $S$ such that $\sigma(S) \cap \sigma(A)=\emptyset$, if

$$
\begin{equation*}
\sigma(S) \cap \sigma(F)=\emptyset \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
C \Pi=H P, \tag{12}
\end{equation*}
$$

$$
\begin{aligned}
\dot{x} & =A x+B u \\
y & =C x
\end{aligned}
$$



Steady-state response

Fig. 1. A diagrammatic illustration of Theorem 1.
where $\Pi$ is the unique solution of equation (5), with $L$ such that the pair $(L, S)$ is observable, and $P$ is the unique solution of the equation

$$
\begin{equation*}
F P+G L=P S \tag{13}
\end{equation*}
$$

Furthermore, system (10) is a reduced order model of system (1) if $\nu<n$. Note that, consistently with the discussion in [1], the system (10) solves the model reduction problem with moment matching at $\sigma(S)$ for system (1).

## C. Model reduction by moment matching

The proposed results can, in principle, be used to solve the model reduction problem by moment matching for system (1) in two steps. In the former one has to solve the Sylvester equation (5) in the unknown $\Pi$. In the latter one has to construct matrices $F, G, H$ and $P$ (possibly with specific properties) such that equations (12) and (13) hold. This approach is unsatisfactory because it requires the computation of the moments, namely of the matrix $C \Pi$ and hence of $\Pi$, whereas most of the existing algorithms [1] are able to achieve moment matching without the need to compute moments. To avoid the computation of the moments, i.e. of the matrix $\Pi$, one could proceed as follows. Consider system (1), a matrix $S$, and construct a reduced order model achieving moment matching at $S$ with any efficient algorithm that does not require the computation of the moments, see [1], [67], [68], [69], [70]. This yields a reduced order model for system (1) described by equations of the form

$$
\begin{equation*}
\dot{x}_{M}=A_{M} x_{M}+B_{M} u, \quad y_{M}=C_{M} x_{M}, \tag{14}
\end{equation*}
$$

where $x_{M}(t) \in \mathbb{R}^{\nu}$ and $y_{M}(t) \in \mathbb{R}$. To find a reduced order model with desired properties it is thus sufficient to apply the model reduction procedures discussed hereafter to system (14). This approach is similar in spirit to that described in [60].

We now focus on the second step of the construction, with the goal to achieve moment matching with additional constraints on the reduced order model. To simplify this step we make the following assumptions.
(A1) The matrices $F$ and $S$ have the same dimensions.
(A2) $S$ and $A$ do not have common eigenvalues and $S$ and $F$ do not have common eigenvalues.
Note now that selecting $P=I$ yields a family of reduced order models for system (1) at $S$, hence achieving moment matching, described by equations of the form (10) with

$$
F=S-\Delta L, \quad G=\Delta, \quad H=C \Pi
$$

namely

$$
\begin{equation*}
\dot{\xi}=(S-\Delta L) \xi+\Delta u, \quad \psi=C \Pi \xi \tag{15}
\end{equation*}
$$

with $\Delta$ any matrix such that $\sigma(S) \cap \sigma(S-\Delta L)=\emptyset$.
Remark 5: The proposed approach differs from the interpolation/projection approach developed, for example, in [1]. Therein, moment matching is achieved by means of the selection of two oblique projectors, which are computed on the basis of so-called interpolation points. Half of these interpolation points are determined by the location of the moments that have to be matched, whereas the remaining interpolation points are free parameters. These free parameters can be selected to enforce specific properties of the reduced order model, such as stability, the relative degree, or passivity. However, the relation between free interpolation points and properties of the reduced order model is nontrivial and does not possess a direct (system theoretic) interpretation (see [71], [12], [28], [72]). Finally, the projectors can also be selected to enforce a particular structure for the reduced order model, as discussed in detail in [73].

On the contrary, in this paper, the family of reduced order models achieving moment matching is parameterized directly by the matrix $\Delta$, which has to satisfy a generic constraint. As a result, the relations between the matrix $\Delta$ and properties of the reduced order model are straightforward and easy to characterize, as discussed in the following sections.

Before ending this section we discuss two important problems associated with the parameterization given in equation (15). The former is the completeness of the parameterization, i.e. if the family (15) contains all systems, of dimension $\nu$ achieving moment matching; the latter is the connection with the so-called Georgiou-Kimura parameterization [55], [74], [75].

Proposition 1: Consider the family of systems (15). Consider a model of system (1) at $S$ of dimension $\nu$, and let $W(s)$ be its transfer function. Then there exists a unique $\Delta$ such that $W(s)=C \Pi(s I-(S-\Delta L))^{-1} \Delta$, i.e. the family of systems (15) contains all models of system (1) at $S$ of dimension $\nu$.

Proof: Let $W(s)=\frac{N(s)}{D(s)}$ and select $\Delta$ such that $D(s)=$ $\operatorname{det}(s I-(S-\Delta L))$. Under the stated assumptions, there is a unique $\Delta$ satisfying this condition. To complete the proof we need to show that $N(s)=C \Pi \operatorname{adj}(s I-(S-\Delta L)) \Delta$. The condition of moment matching implies $\nu$ independent equality conditions on the polynomials $N(s)$ and $C \Pi$ adj $(s I-$ $(S-\Delta L)) \Delta$, which are both of degree $\nu-1$, hence these polynomials are identical, which proves the claim.

We now consider the second issue, i.e. the connection with the Georgiou-Kimura parameterization [55], [74], [75]. The Georgiou-Kimura parameterization arises in the solution of the covariance extension problem. The covariance extension problem can be recast as the problem of matching $k$ moments at 0 . The solution of this problem, as presented in [75, Theorem 1], is given by the rational function

$$
W_{G K}(s)=\frac{\psi_{n}(s)+\gamma_{1} \psi_{n-1}(s)+\cdots+\gamma_{n} \psi_{0}(s)}{\phi_{n}(s)+\gamma_{1} \phi_{n-1}(s)+\cdots+\gamma_{n} \phi_{0}(s)},
$$

where $\gamma_{i} \in \mathbb{R}$, for $i \in[1, n]$, and $\phi(\cdot)$ and $\psi(\cdot)$ are the Szegö orthogonal polynomial of the first and second kind, respectively. It is worth comparing the above parameterization with the parameterization proposed in this work, which is given in terms of the vector $\Delta$. To this end, note that, in the Georgiou-Kimura parameterization, the parameters $\gamma_{i}$ enter linearly both in the numerator and in the denominator, whereas in the proposed representation the entries of the parameter $\Delta$ enter nonlinearly in both cases. While this may be a disadvantage, it is worth stressing that, as will become clear in what follows, it is possible to relate directly the parameter $\Delta$ with some systems theoretic properties of the reduced order model (which solves the covariance extension problem), whereas it is very hard to derive similar interpretation for the parameters $\gamma_{i}$. Note finally that, by Proposition 1 and [75, Theorem 1], the set of all rational transfer functions given by the Georgiou-Kimura parameterization coincides with the set characterized in this work.

Example 1: Consider a reduced order model described by the equations (15), with

$$
S=\left[\begin{array}{lll}
0 & 1 & 0  \tag{16}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

and

$$
L=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right] \quad C \Pi=\left[\begin{array}{lll}
\eta_{0} & \eta_{1} & \eta_{2} \tag{17}
\end{array}\right] .
$$

This implies that the reduced order model matches the $0-, 1-$ and 2 - moments at zero. Note that, independently from the selection of $\Delta$, the transfer function $W(s)=C \Pi(s I-(S-$ $\Delta L))^{-1} \Delta$ of the reduced order model is such that $W(s)=$ $\eta_{0}+\eta_{1} s+\eta_{2} s^{2}+\ldots \ldots$

1) The interpolation problem: As discussed in the introduction, the main difference between the model reduction problem and the classical Nevanlinna-Pick interpolation problem, is that the number of interpolation points is equal to the order of the approximating system plus one. As a result, the interpolating problem can be regarded as a model reduction problem by moment matching in which a model of order $n$ should match $n+1$ moments. This problem can be characterized as follows. (For simplicity, we assume that one of the interpolation point is real.)

Corollary 1: Consider system (1) and an observable pair $(\tilde{L}, \tilde{S})$ with $\tilde{S} \in \mathbb{R}^{\nu+1 \times \nu+1}$ and $\tilde{L} \in \mathbb{R}^{1 \times \nu+1}$. Suppose $\sigma(\tilde{S}) \cap \sigma(A)=\emptyset$,

$$
\tilde{S}=\left[\begin{array}{ll}
S & S_{1} \\
0 & s_{2}
\end{array}\right]
$$

and $\tilde{L}=\left[\begin{array}{cc}L & 0\end{array}\right]$, with $S \in \mathbb{R}^{\nu \times \nu}, S_{1} \in \mathbb{R}^{\nu \times 1}, s_{2} \in \mathbb{R}$ and $L \in \mathbb{R}^{1 \times \nu}$. Then there exists a reduced order model of system (1) at $\tilde{S}$ described by equations of the form (15) with $\xi \in \mathbb{R}^{\nu}$ if and only if there is a $\Delta$ such that

$$
\begin{equation*}
C\left(s_{2} I-A\right)^{-1}(\Pi \Delta-B) L\left(s_{2} I-(S-\Delta L)\right)^{-1} S_{1}=0 \tag{18}
\end{equation*}
$$

with $\Pi$ the unique solution of the equation $A \Pi+B L=\Pi S$.
Proof: The proof is a direct application of the definition of moment, hence it is omitted.

Remark 6: Let $W(s)$ be the transfer function of the system

$$
\dot{x}=A x+(\Pi \Delta-B) u, \quad y=C x
$$

and $M(s)$ be the transfer function of the system

$$
\dot{\xi}=(S-\Delta L) \xi+S_{1} v, \quad \psi=L \xi
$$

Condition (18) can be written as $W\left(s_{2}\right) M\left(s_{2}\right)=0$, which expresses that $\Delta$ is such that at least one of the two transfer functions $W(s)$ and $M(s)$ have a zero at $s_{2}$. As a result, condition (18) is equivalent to
$\operatorname{det}\left[\begin{array}{cc}s_{2} I-A & \Pi \Delta-B \\ C & 0\end{array}\right] \operatorname{det}\left[\begin{array}{cc}s_{2} I-(S-\Delta L) & S_{1} \\ L & 0\end{array}\right]=0$. (15) and the problem of determining $\Delta$ such that the reduced order model has prescribed eigenvalues, i.e. $\quad \sigma(F)=$ $\left\{\lambda_{1}, \cdots, \lambda_{\nu}\right\}$, for some given $\lambda_{i}$ 's such that $\sigma(F) \cap \sigma(S)=\emptyset$. This problem has been solved, using Krylov-type projection tools, in [71], whereas model reduction by moment matching and with a stability constraint has been recently discussed in [76]. This goal is achieved selecting $\Delta$ such that

$$
\begin{equation*}
\sigma(S-\Delta L)=\sigma(F) \tag{19}
\end{equation*}
$$

Note that, by observability of the pair $(L, S)$, there is a unique matrix $\Delta$ such that condition (19) holds.

Example 2: Consider a reduced order model described by the equations (15), with $S, L$ and $C \Pi$ as in equations (16) and (17). The selection $\Delta=\left[\begin{array}{lll}3 \lambda & 3 \lambda^{2} & \lambda^{3}\end{array}\right]^{\prime}$ yields a reduced order model with three eigenvalues at $-\lambda$, and with transfer function

$$
\begin{aligned}
W(s) & =\frac{\lambda\left(3 \eta_{0}+3 \lambda \eta_{1}+\lambda^{2} \eta_{2}\right) s^{2}+\lambda^{2}\left(\lambda \eta_{1}+3 \eta_{0}\right) s+\lambda^{3} \eta_{0}}{(s+\lambda)^{3}} \\
& =\eta_{0}+\eta_{1} s+\eta_{2} s^{2}+\ldots \ldots
\end{aligned}
$$

3) Matching with prescribed relative degree: Consider system (15) and the problem of determining $\Delta$ such that the system has a given relative degree $r \in[1, \nu]$. By definition of relative degree, system (15) has relative degree $r$ if

$$
\begin{gathered}
C \Pi \Delta=0 \\
\vdots \\
C \Pi(S-\Delta L)^{r-2} \Delta=0 \\
C \Pi(S-\Delta L)^{r-1} \Delta \neq 0,
\end{gathered}
$$

or, equivalently, if

$$
\left[\begin{array}{c}
C \Pi  \tag{20}\\
\vdots \\
C \Pi S^{r-2} \\
C \Pi S^{r-1}
\end{array}\right] \Delta=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
\gamma
\end{array}\right]
$$

for some nonzero $\gamma$. Therefore, to assign the relative degree of the reduced order model it is enough to solve the equation (20) in the unknown $\Delta$. Solvability of this equation, for all $r \in[1, \nu]$, is discussed in the next statement.

Theorem 2: The following statements are equivalent.
(RD1) Equation (20) has a solution $\Delta$ for all $r \in[1, \nu]$.
(RD2) The system

$$
\begin{equation*}
\dot{\xi}=S \xi, \quad \psi=C \Pi \xi \tag{21}
\end{equation*}
$$

is observable.
(RD3) The system

$$
\begin{equation*}
\dot{\omega}=S \omega, \quad \dot{x}=A x+B L \omega, \quad y=C x \tag{22}
\end{equation*}
$$

is observable.
Proof: (RD1) $\Rightarrow$ (RD2). If equation (20) has a solution $\Delta$ for all $r \in[1, \nu]$ then $C \Pi \neq 0$, and setting $r=2$ yields that $C \Pi S$ is linearly independent from $C \Pi$, i.e.

$$
\operatorname{rank}\left[\begin{array}{c}
C \Pi \\
C \Pi S
\end{array}\right]=2
$$

Using the same arguments we infer that, for each $r \in[1, \nu]$,

$$
\operatorname{rank}\left[\begin{array}{c}
C \Pi  \tag{23}\\
C \Pi S \\
\vdots \\
C \Pi S^{r-1}
\end{array}\right]=r
$$

hence for $r=\nu$ we conclude observability of system (21).
$(R D 2) \Rightarrow(R D 1)$. Observability of system (21) implies equation (23), for all $r \in[1, \nu]$, and hence solvability of equation (20) for all $r \in[1, \nu]$.
$(\mathrm{RD} 3) \Rightarrow(\mathrm{RD} 2)$. We prove this implication by contradiction. Suppose system (21) is not observable. Then there exist a (possibly complex) vector $v$ and a scalar $\lambda$ such that $S v=\lambda v$ and $C \Pi v=0$. Let

$$
w=\left[\begin{array}{c}
v \\
\Pi v
\end{array}\right]=\left[\begin{array}{c}
I \\
\Pi
\end{array}\right] v
$$

and note that

$$
\left[\begin{array}{cc}
S & 0 \\
B L & A
\end{array}\right] w=\left[\begin{array}{c}
S v \\
(B L+A \Pi) v
\end{array}\right]=\left[\begin{array}{c}
I \\
\Pi
\end{array}\right] S v=\lambda w
$$

and $\left[\begin{array}{cc}0 & C\end{array}\right] w=0$, hence system (22) is not observable, which proves the claim.
$(\mathrm{RD} 2) \Rightarrow(\mathrm{RD} 3)$. We prove this implication by contradiction. Suppose system (22) is not observable. Then there exist a (possibly complex) vector $w=\left[w_{1}^{\prime} w_{2}^{\prime}\right]^{\prime}$ and a scalar $\lambda$ such that

$$
\left[\begin{array}{cc}
S & 0 \\
B L & A
\end{array}\right] w=\lambda w \quad\left[\begin{array}{cc}
0 & C
\end{array}\right] w=0
$$

This implies $S w_{1}=\lambda w_{1}$ and

$$
\begin{aligned}
B L w_{1}+A w_{2} & =\Pi S w_{1}-A \Pi w_{1}+A w_{2} \\
& =\lambda \Pi w_{1}-A \Pi w_{1}+A w_{2} \\
& =\lambda w_{2}
\end{aligned}
$$

hence $(A-\lambda I)\left(w_{2}-\Pi w_{1}\right)=0$. As a result, since $\lambda$ is an eigenvalue of $S$ and $S$ and $A$ do not have common eigenvalues
$w_{2}=\Pi w_{1}$, which implies $C \Pi w_{1}=0$, hence system (21) is not observable, which proves the claim.

Remark 7: If system (21), or system (22), are not observable, it may still be possible to assign the relative degree of the model for some $r \in[1, \nu]$. However, if it is possible to assign a relative degree $r$, then it is possible to assign any relative degree $\tilde{r} \in[1, r]$.

The matrix $\Delta$ assigning the relative degree to system (10) is not unique. This degree of freedom may be exploited to partly assign the eigenvalues or the zeros of the reduced order model. To illustrate this issue consider the following example.

Example 3: Consider a reduced order model described by the equations (15), with

$$
S=\left[\begin{array}{cc}
0 & \omega^{\star} \\
-\omega^{\star} & 0
\end{array}\right]
$$

$L=\left[\begin{array}{ll}1 & 0\end{array}\right]$ and $C \Pi=\left[\begin{array}{ll}\eta_{0 s} & \eta_{0 c}\end{array}\right]$, with $\omega^{\star}>0$ and $\eta_{0 s}^{2}+\eta_{0 c}^{2} \neq 0$. This implies that the reduced order model matches the 0 -moment at $\pm i \omega^{\star}$.

All matrices $\Delta$ such that the reduced order model has relative degree one are described by

$$
\Delta=\gamma\left[\begin{array}{c}
\eta_{0 s} \\
\eta_{0 c}
\end{array}\right]+\delta\left[\begin{array}{c}
-\eta_{0 c} \\
\eta_{0 s}
\end{array}\right]
$$

with $\gamma \neq 0$ and $\delta \in \mathbb{R}$. The transfer function $W(s)$ of the reduced order model is given by

$$
\begin{equation*}
W(s)=\frac{\gamma s+\omega^{\star} \delta}{s^{2}+\left(\gamma \eta_{0 s}-\delta \eta_{0 c}\right) s+\omega^{\star}\left(\omega^{\star}+\delta \eta_{0 s}+\gamma \eta_{0 c}\right)} \tag{24}
\end{equation*}
$$

and the parameters $\delta$ and $\gamma$ can be used to assign its poles, or the zero and the DC-gain, or to obtain a reduced order model which is asymptotically stable and minimum phase (i.e. it is passive).

All matrices $\Delta$ such that the reduced order model has relative degree two are described by

$$
\Delta=\frac{\gamma}{\omega^{\star}}\left[\begin{array}{r}
-\eta_{0 c} \\
\eta_{0 s}
\end{array}\right]
$$

with $\gamma \neq 0$. The transfer function $W(s)$ of the reduced order model is given by

$$
\begin{equation*}
W(s)=\frac{\gamma}{s^{2}-\eta_{0 c} \frac{\gamma}{\omega^{\star}} s+\left(\omega^{\star}\right)^{2}+\gamma \eta_{0 s}} \tag{25}
\end{equation*}
$$

and the parameter $\gamma$ can be selected to ensure asymptotic stability of the reduced order model provided $\eta_{0 c} \neq 0$.

It is worth noting that, consistently with the theory, the value of the transfer functions in equation (24) and (25) for $s=$ $\pm i \omega^{\star}$ depends only upon $\eta_{0 s}$ and $\eta_{0 c}$.

Example 4: Consider a reduced order model described by the equations (15), with $S, L$ and $C \Pi$ as in equations (16) and (17). Let $\eta_{0} \neq 0$.

All matrices $\Delta$ such that the reduced order model has relative degree three are described by

$$
\Delta=\gamma\left[\begin{array}{c}
\frac{\eta_{1}^{2}-\eta_{0} \eta_{2}}{\eta_{0}^{3}} \\
-\frac{\eta_{1}}{\eta_{0}^{2}} \\
\frac{1}{\eta_{0}}
\end{array}\right]
$$

with $\gamma \neq 0$. The transfer function of the reduced order model is given by

$$
\begin{equation*}
W(s)=\frac{\gamma \eta_{0}^{3}}{\eta_{0}^{3} s^{3}+\left(\eta_{1}^{2}-\eta_{0} \eta_{2}\right) \gamma s^{2}-\eta_{0} \eta_{1} \gamma s+\eta_{0}^{2} \gamma} \tag{26}
\end{equation*}
$$

and the parameter $\gamma$ can be used to assign, for example, the high-frequency gain.
4) Matching with prescribed zeros: Consider now the problem of selecting $\Delta$ such that system (15) has prescribed zeros. This problem admits the following characterization.

Theorem 3: The following statements are equivalent.
(Z1) The zeros of system (15) can be arbitrarily assigned by a proper selection of $\Delta$.
(Z2) The zeros of the system

$$
\begin{equation*}
\dot{\xi}=S \xi+\Delta u, \quad \psi=C \Pi \xi \tag{27}
\end{equation*}
$$

can be arbitrarily assigned properly selecting $\Delta$.
(Z3) The system (21) is observable.
(Z4) The system (22) is observable.
Proof: The equivalence between (Z3) and (Z4) has been established in Theorem 2.
$(\mathrm{Z} 1) \Leftrightarrow(\mathrm{Z} 2)$. To prove the claim we simply show that the zeros of the two systems coincide. For, note that

$$
\left[\begin{array}{cc}
s I-(S-\Delta L) & \Delta \\
C \Pi & 0
\end{array}\right]=\left[\begin{array}{cc}
s I-S & \Delta \\
C \Pi & 0
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
L & 1
\end{array}\right],
$$

which proves the claim.
$(\mathrm{Z} 2) \Rightarrow(\mathrm{Z} 3)$. The zeros of system (27) are the roots of the polynomial

$$
\operatorname{det}\left[\begin{array}{cc}
s I-S & \Delta \\
C \Pi & 0
\end{array}\right]
$$

Observability of system (21) implies that

$$
\operatorname{rank}\left[\begin{array}{c}
s I-S \\
C \Pi
\end{array}\right]=n
$$

for all $s \in \mathbb{C}$. Let $z_{i}(s)$ be the determinant of the minor of order $n$ obtained eliminating from the observability pencil the $i$-th row of the matrix $s I-S$. By observability, the $n$ polynomials $z_{1}(s), \cdots, z_{n}(s)$ do not have common roots, i.e. are independent polynomials of degree $n-1$. This implies that such polynomials form a basis for the space of polynomials of degree $n-1$. Note now that (setting $\Delta=\left[\begin{array}{llll}\Delta_{1} & \Delta_{2} & \cdots & \Delta_{n}\end{array}\right]^{\prime}$ )

$$
\begin{align*}
Z(s) & =\operatorname{det}\left[\begin{array}{cc}
s I-S & \Delta \\
C \Pi & 0
\end{array}\right] \\
& =(-1)^{n}\left(\Delta_{1} z_{1}(s)-\cdots+(-1)^{n-1} \Delta_{n} z_{n}(s)\right) \tag{28}
\end{align*}
$$

which implies that it is possible to arbitrarily assign the polynomial which defines the zeros of the system.
$(\mathrm{Z} 3) \Rightarrow(\mathrm{Z} 2)$. If the zeros of system (27) can be arbitrarily assigned, then the polynomial $Z(s)$ in equation (28) can be arbitrarily assigned, and this implies that the polynomials $z_{i}(s)$ are independent, hence observability of system (21).

Example 5: Consider a reduced order model described by the equations (15), with

$$
S=\left[\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

$L=\left[\begin{array}{ccc}1 & 0 & 1\end{array}\right]$ and $C \Pi=\left[\begin{array}{ccc}\eta_{0 s} & \eta_{0 c} & \eta_{0}\end{array}\right]$. This implies that the reduced order model matches the 0 -moment at $\pm i$ and at zero. Note that
$Z(s)=\eta_{0} \Delta_{3}+\left(\eta_{0 s} \Delta_{2}-\eta_{0 c} \Delta_{1}\right) s+\left(\eta_{0 s} \Delta_{1}+\eta_{0 c} \Delta_{2}+\eta_{0} \Delta_{3}\right) s^{2}$, and this can be arbitrarily assigned provided $\eta_{0}\left(\eta_{0 s}^{2}+\eta_{0 c}^{2}\right) \neq 0$, which implies, and is implied by, observability of the system $\dot{\xi}=S \xi, \psi=C \Pi \xi$.
5) Matching with a passivity constraint: Consider now the problem of selecting $\Delta$ such that system (15) is passive. This problem, addressed from a different perspective in [28], [60], admits the following characterization.

Theorem 4: The following statements hold.
(P1) The family of reduced order models (15) contains a lossless system if and only if there exists a symmetric and positive definite matrix $P$ such that

$$
\begin{equation*}
S^{\prime} P+P S=\Pi^{\prime} C^{\prime} L+L^{\prime} C \Pi . \tag{29}
\end{equation*}
$$

(P2) The family of reduced order models (15) contains a passive system if and only if there exists a symmetric and positive definite matrix $P$ such that

$$
\begin{equation*}
S^{\prime} P+P S \leq \Pi^{\prime} C^{\prime} L+L^{\prime} C \Pi . \tag{30}
\end{equation*}
$$

Proof: By definition of losslessness [77], [78], the family of systems (15) contains a lossless system if and only if there exists a symmetric and positive definite matrix $P$ such that

$$
\begin{equation*}
(S-\Delta L)^{\prime} P+P(S-\Delta L)=0, \quad P \Delta=(C \Pi)^{\prime} \tag{31}
\end{equation*}
$$

which is equivalent to the existence of a symmetric and positive definite matrix $P$ such that equation (30) holds. The proof of the second statement is similar hence omitted.

Remark 8: In [28] it has been shown that if the system for which a reduced order model has to be constructed is passive then it is always possible to obtain a reduced order model achieving moment matching and which is itself passive. The result in Theorem 4 is applicable even if the system to be reduced is not passive, or lossless. Note that the approximation of a general system by means of a passive system may be useful to obtain a physical realization of the system.

Corollary 2: Consider the family of system (15). Suppose $\sigma(S) \subset \mathbb{C}^{-}$. Then there is a symmetric and positive definite matrix $P$ such that condition (30) holds.

Proof: The condition $\sigma(S) \subset \mathbb{C}^{-}$implies that there exists a symmetric and positive definite matrix $X$ such that $S^{\prime} X+$ $X S<0$. As a result, there exists a constant $\kappa>0$ such that condition (30) holds with $P=\kappa X$.

Example 6: Consider a reduced order model described by the equations (15), with $S, L$ and $C \Pi$ as in equations (16) and (17). Assume $\eta_{0}>0^{3}$. Setting

$$
P=\left[\begin{array}{lll}
P_{11} & P_{12} & P_{13} \\
P_{12} & P_{22} & P_{23} \\
P_{13} & P_{23} & P_{33}
\end{array}\right]
$$

[^3]condition (30) reduces to
\[

\left[$$
\begin{array}{ccc}
2 \eta_{0} & \eta_{1}-P_{11} & \eta_{2}-P_{12} \\
\eta_{1}-P_{11} & -2 P_{21} & -P_{13}-P_{22} \\
\eta_{2}-P_{12} & -P_{13}-P_{22} & -2 P_{23}
\end{array}
$$\right] \geq 0
\]

This can be satisfied selecting $P_{13}=-P_{22}, P_{12}<0$ and sufficiently large in modulus, and $P_{23}<0$ and sufficiently large in modulus. Finally, $P$ can be rendered positive definite selecting $P_{11}=1, P_{22}>0$ and sufficiently large, and $P_{33}>0$ and sufficiently large.

Example 7: Consider a reduced order model described by the equations (15), with $S, L$ and $C \Pi$ as in equations (16) and (17). Assume $\eta_{0}=\eta_{2}=0$ and $\eta_{1}>0$. The selection

$$
P=\left[\begin{array}{ccc}
\eta_{1} & 0 & -P_{22} \\
0 & P_{22} & 0 \\
-P_{22} & 0 & P_{33}
\end{array}\right]
$$

with $P_{22}>0$, and $P_{33}>0$ and sufficiently large, is such that condition (29) holds with $P>0$.
6) Matching with $L_{2}$-gain: In this section we show how the result developed so far can be exploited to derive an asymptotically stable reduced order model achieving moment matching and with a given $L_{2}$-gain.

Theorem 5: The following statements are equivalent.
(L1) System (15) has $L_{2}$-gain not larger than $\gamma>0$.
(L2) There is a symmetric and positive definite matrix $P$ such that

$$
\begin{equation*}
S^{\prime} P+P S+\Pi^{\prime} C^{\prime} C \Pi \leq \gamma^{2} L^{\prime} L \tag{32}
\end{equation*}
$$

Proof: System (15) has $L_{2}$-gain smaller or equal to $\gamma>0$ if and only if [79], [80] there exists a symmetric and positive definite matrix $P$ such that

$$
\begin{equation*}
(S-\Delta L)^{\prime} P+P(S-\Delta L)+P \frac{\Delta \Delta^{\prime}}{\gamma^{2}} P+\Pi^{\prime} C^{\prime} C \Pi \leq 0 \tag{33}
\end{equation*}
$$

Equation (33) can be rewritten as
$S^{\prime} P+P S+\Pi^{\prime} C^{\prime} C \Pi+\left[\gamma L^{\prime}-P \frac{\Delta}{\gamma}\right]\left[\gamma L-\frac{\Delta^{\prime}}{\gamma} P\right] \leq \gamma^{2} L^{\prime} L$, which proves the claim.

Remark 9: If, for some $\gamma>0$, there exists a symmetric and positive definite solution $P$ of the inequality (32) then $\Delta=\frac{1}{\gamma^{2}} P^{-1} L^{\prime}$ is such that system (15) has $L_{2}$ gain not larger than $\gamma$.

Corollary 3: Consider the family of system (15). Suppose $\sigma(S) \subset \mathbb{C}^{-}$. Then for any $\gamma>0$ there is a symmetric and positive definite matrix $P$ such that condition (32) holds.
7) Matching with a compartmental constraint: Finally, we show that under specific assumptions it is possible to select the matrix $\Delta$ such that the reduced order model is a compartmental system [81], [82], [30].

Theorem 6: Consider the family of reduced order model (15). Assume $S=S^{\prime}$. The following statements are equivalent.
(C1) The system (21) is observable.
(C2) The system (22) is observable.
(C3) There is a matrix $\Delta$ such that system (27) has a diagonal positive realization.
Proof: The equivalence between (C1) and (C2) has been established in Theorem 2.
$(\mathrm{C} 1) \Leftrightarrow(\mathrm{C} 3)$. Let $H$ be the Hankel matrix associated to system (27), let $H_{\nu}$ be the square matrix composed of the first $\nu$ rows and the first $\nu$ columns of $H$, and let $\sigma H_{\nu}$ be the square matrix composed of the first $\nu$ rows and the second to $\nu+1$ columns of $H$. By [30, Proposition 2], system (27) admits a positive diagonal realization if and only if $H_{\nu}>0$ and the number of positive (negative, zero) eigenvalues of $\sigma H_{\nu}$ is equal to the number of positive (negative, zero) eigenvalues of $S$. Let $\Delta=(C \Pi)^{\prime}$ and note that

$$
H_{\nu}=\left[\begin{array}{c}
C \Pi \\
\vdots \\
C \Pi S^{\nu-1}
\end{array}\right]\left[\begin{array}{lll}
(C \Pi)^{\prime} & \cdots & \left(C \Pi S^{\nu-1}\right)^{\prime}
\end{array}\right]
$$

and

$$
\sigma H_{\nu}=\left[\begin{array}{c}
C \Pi \\
\vdots \\
C \Pi S^{\nu-1}
\end{array}\right] S\left[\begin{array}{lll}
(C \Pi)^{\prime} & \cdots & \left(C \Pi S^{\nu-1}\right)^{\prime}
\end{array}\right] .
$$

Hence, $H_{\nu}$ is positive definite and the number of positive (negative, zero) eigenvalues of $\sigma H_{\nu}$ is equal to the number of positive (negative, zero) eigenvalues of $S$ if and only if system (21) is observable.

## III. Model reduction by moment matching for NONLINEAR SYSTEMS

## A. The notion of moment

In this section we derive a nonlinear enhancement of the notion of moment. To this end note that while most of the results in Section II do not have a direct nonlinear counterpart, we can use Lemma 1 to give a definition of moment.

Consider a nonlinear, single-input, single-output, conti-nuous-time system described by equations of the form

$$
\begin{equation*}
\dot{x}=f(x, u), \quad y=h(x) \tag{34}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$ and $f(\cdot, \cdot)$ and $h(\cdot)$ smooth mappings, a signal generator described by the equations

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad \theta=l(\omega) \tag{35}
\end{equation*}
$$

with $\omega(t) \in \mathbb{R}^{\kappa}, \theta(t) \in \mathbb{R}$ and $s(\cdot)$ and $l(\cdot)$ smooth mappings, and the interconnected system

$$
\begin{equation*}
\dot{\omega}=s(\omega), \quad \dot{x}=f(x, l(\omega)), \quad y=h(x) \tag{36}
\end{equation*}
$$

Suppose, in addition, that $f(0,0)=0, s(0)=0, l(0)=0$ and $h(0)=0$. The signal generator captures the requirement that one is interested in studying the behavior of system (34) only in specific circumstances. However, for this to make sense and to provide a generalization of the notion of moment, we need the following assumptions and definitions.

Assumption 1: There is a unique mapping $\pi(\omega)$, locally ${ }^{4}$ defined in a neighborhood of $\omega=0$, which solves the partial differential equation

$$
\begin{equation*}
f(\pi(\omega), l(\omega))=\frac{\partial \pi}{\partial \omega} s(\omega) \tag{37}
\end{equation*}
$$

[^4]Assumption 1 implies that the interconnected system (36) possesses an invariant manifold, described by the equation $x=$ $\pi(\omega)$. Note that the (well-defined) dynamics of the system restricted to the invariant manifold are described by $\dot{\omega}=s(\omega)$, i.e. are a copy of the dynamics of the signal generator (35).

Assumption 2: The signal generator (35) is observable, i.e. for any pair of initial conditions $\omega_{a}(0)$ and $\omega_{b}(0)$, such that $\omega_{a}(0) \neq \omega_{b}(0)$, the corresponding output trajectories $l\left(\omega_{a}(t)\right)$ and $l\left(\omega_{b}(t)\right)$ are such that $l\left(\omega_{a}(t)\right)-l\left(\omega_{b}(t)\right) \not \equiv 0$.

Definition 2: Consider system (34) and the signal generator (35). Suppose Assumptions 1 and 2 hold. The function $h(\pi(\omega))$, with $\pi(\cdot)$ solution of equation (37), is the moment of system (34) at $(s(\omega), l(\omega))$.

Definition 3: Consider system (34) and the signal generator (35). Suppose Assumption 1 holds. Let the signal generator (35) be such that $s(\omega)=0$ and $l(\omega)=\omega$. Then the function $h(\pi(\omega))$ is the 0 -moment of system (34) at $s^{\star}=0$.

The above definitions allow to derive a nonlinear counterpart of Lemma 1.

Theorem 7: Consider system (34) and the signal generator (35). Assume Assumption 2 holds. Assume the zero equilibrium of the system $\dot{x}=f(x, 0)$ is locally exponentially stable and system (35) is Poisson stable ${ }^{5}$. Assume $\omega(0) \neq 0$.

Then Assumption 1 holds and the moment of system (34) at $(s(\omega), l(\omega))$ coincides with the (locally well-defined) steadystate response ${ }^{6}$ of the output of the interconnected system (36).

Proof: To begin with note that, under the stated hypotheses, Assumption 1 holds by the center manifold theory [63] and the results in [6]. Moreover, by [6], the steady-state response of the system is (locally) well-defined, and this is given by $\pi(h(\omega(t)))$, hence the claim.

Remark 10: If the equilibrium $x=0$ of system $\dot{x}=f(x, 0)$ is unstable, it is still possible to define the moment of system (34) at $(s(\omega), l(\omega))$ in terms of the function $\pi(h(\cdot))$, provided the equilibrium $x=0$ is hyperbolic and the system (35) is Poisson stable, although it is not possible to establish a relation with the steady-state response of the interconnected system (36).

Remark 11: While for linear systems it is possible to define $k$-moments for every $s^{\star} \in \mathbb{C}$ and for any $k \geq 0$, for nonlinear systems it may be difficult, or impossible, to provide general statements if the signal $\theta(t)$, generated by system (35), is unbounded. Therefore, if the signal generator is linear we consider only 0 -moments for $s^{\star} \in C^{0}$, whereas if the signal generator is nonlinear we assume that it generates bounded trajectories.

Example 8: Consider a linear system described by equations of the form (1) with $x(t) \in \mathbb{R}^{n}, n>3, u(t) \in \mathbb{R}$, $y(t) \in \mathbb{R}$ and the nonlinear signal generator (35) with $\omega=$ $\left[\omega_{1}, \omega_{2}, \omega_{3}\right]^{\prime}$,

$$
s(\omega)=\left[\begin{array}{c}
\frac{I_{2}-I_{3}}{I_{1}} \omega_{2} \omega_{3}  \tag{38}\\
\frac{I_{3}-I_{1}}{I_{2}} \omega_{3} \omega_{1} \\
\frac{I_{1}-I_{2}}{I_{3}} \omega_{1} \omega_{2}
\end{array}\right],
$$

with $I_{1}>0, I_{2}>0, I_{3}>0, I_{i} \neq I_{j}$, for $i \neq j$, and

$$
l(\omega)=L \omega=\left[\begin{array}{lll}
L_{1} & L_{2} & L_{3} \tag{39}
\end{array}\right] \omega,
$$

with $L_{1} L_{2} L_{3} \neq 0$. This signal generator, which describes the evolution of the angular velocities of a free rigid body in space, is Poisson stable and, under the stated assumption on $L$, observable [83], [84].

Suppose system (1) is asymptotically stable. The moment of system (1) at $(s(\omega), l(\omega))$ can be computed as follows. Let, formally, $\pi(\omega)=\sum_{i \geq 0} \pi_{i}(\omega)$, with

$$
\pi_{i}(\omega)=\left[\begin{array}{c}
\pi_{i}^{1}(\omega) \\
\pi_{i}^{2}(\omega) \\
\vdots \\
\pi_{i}^{n}(\omega)
\end{array}\right]
$$

and $\pi_{i}^{j}(\omega)$ a homogeneous polynomial of degree $i$ in $\omega$. Then equation (37) yields

$$
\pi_{1}(\omega)=-A^{-1} B L \omega, \cdots \pi_{i}(\omega)=-A^{-i} B L \frac{d^{i-1} \omega}{d t^{i-1}}, \cdots
$$

Hence, the moment of system (1) at $(s(\omega), l(\omega))$ is given, formally, by

$$
C \pi(\omega)=-C A^{-1}\left(B L \omega+\cdots+A^{-i+1} B L \frac{d^{i-1} \omega}{d t^{i-1}} \cdots\right)
$$

which is a polynomial series in $\omega$.
Example 9 (Markov parameters of a nonlinear system):
For the linear system (1) the $k$-moments at infinity are defined as $\eta_{k}(\infty)=C A^{k} B$, i.e. the first $k+1$ moments at infinity coincide with the first $k+1$ Markov parameters [1]. To obtain a nonlinear counterpart of this notion recall that ${ }^{7}$

$$
C A^{k} B=\left.\frac{d^{k}}{d t^{k}}\left(C e^{A t} B\right)\right|_{t=0}=y_{I}^{(k)}(0)=y_{F, B}^{(k)}(0)
$$

where $y_{I}(\cdot)$ denotes the impulse response of the system and $y_{F, B}(\cdot)$ denotes the free output response from $x(0)=B$.

Consider now a nonlinear affine system ${ }^{8}$ described by equations of the form

$$
\begin{equation*}
\dot{x}=f(x)+g(x) u, \quad y=h(x) \tag{40}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$ and $f(\cdot), g(\cdot)$ and $h(\cdot)$ smooth mappings. Integrating the first of equations (40), with $x(0)=0$ and $u(t)=\delta_{0}(t)$, evaluating for $t=0$, and substituting in the second equation yields $y_{I}(0)=y_{I}^{0}(0)=$ $h(g(0))$ and $^{9} y_{I}^{(k)}(0)=L_{f}^{k} h \circ g(0)$, for $k \geq 0$. It is therefore

[^5]natural to define the $k$-moment at infinity, for $k \geq 0$, of the nonlinear system (40) as $\eta_{k}(\infty)=y_{I}^{(k)}(0)$. Note finally that, for the considered class of nonlinear systems, $y_{I}^{(k)}(0)=$ $y_{F, g(0)}^{(k)}(0)$, where $y_{F, g(0)}(t)$ denotes the free output response of the system from $x(0)=g(0)$.

These considerations allow to derive a reduced order model which matches the $0, \cdots, k-1$ moments at infinity of system (40). For, consider a linear system described by equations of the form (10), with $\xi(t) \in \mathbb{R}^{k}$, and $F, G$ and $H$ such that $H F^{i} G=y_{I}^{(i)}(0)$, for $i=0, \cdots, k-1$. (Note that the matrices $F, G$ and $H$ can be computed using standard realization algorithms, e.g. Ho-Kalman realization algorithm. In addition, these matrices are not uniquely defined, hence it is possible, for example, to assign the eigenvalues of the reduced order model.) As a consequence of the discussion above, the linear system thus constructed is a model of the nonlinear system achieving moment matching at infinity. Note that, the computation of such a reduced order model does not require the solution of any partial differential equation, but simply regularity of the nonlinear system.

To illustrate the above discussion consider the model of an inverted pendulum on a cart, described by the equations

$$
\begin{aligned}
\dot{x}_{1} & =x_{2} \\
\dot{x}_{2} & =\frac{m l x_{4}^{2} \sin x_{3}-m g \cos x_{3} \sin x_{3}+u}{M+m \sin ^{2} x_{3}} \\
\dot{x}_{3} & =x_{4} \\
\dot{x}_{4} & =\frac{g(m+M) \sin x_{3}-m l \cos x_{3} \sin x_{3} x_{4}^{2}-\cos x_{3} u}{l\left(M+m \sin ^{2} x_{3}\right)} \\
y & =x_{1}
\end{aligned}
$$

where $x_{1}(t)$ is the position of the cart, $x_{3}(t)$ is the angle of the pendulum (with respect to an upward vertical), $x_{2}(t)$ and $x_{4}(t)$ are the corresponding, linear and angular, velocities, $u(t)$ is an external input force, and $m, M, l$ and $g$ are positive constants.

The first five moments of this system at infinity can be directly calculated, using the expression above, yielding $\eta_{0}(\infty)=0, \eta_{1}(\infty)=\frac{1}{M}, \eta_{2}(\infty)=0, \eta_{3}(\infty)=\frac{m\left(g l M^{2}-1\right)}{l^{2} M^{4}}$, $\eta_{4}(\infty)=0$. From these expressions it is possible to derive a reduced order (linear) model.

For example, a reduced order model, matching the first two moments, is described by equations of the form (10), with $\xi(t) \in \mathbb{R}^{2}$, and

$$
F=\left[\begin{array}{cc}
0 & 1 \\
-f_{21} & -f_{22}
\end{array}\right] \quad G=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \quad H=\left[\begin{array}{cc}
\frac{1}{M} & 0
\end{array}\right] .
$$

The coefficients $f_{21}$ and $f_{22}$ can be selected to assign the eigenvalues of the matrix $F$, or to achieve other interpolation conditions. For example, selecting $f_{21}=-m \frac{g l M^{2}-1}{M^{3} l^{2}}$ and $f_{22}=0$ ensures matching of the first four moments at infinity.

Finally, a four-dimensional reduced order (linear) model achieving matching of the first four moments at infinity, and with the same eigenvalues of the linearization of the nonlinear system around $x=0$ is described by equations of the
form (10), with $\xi(t) \in \mathbb{R}^{4}$, and

$$
\begin{aligned}
& F=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & g \frac{M+m}{M l} & 0
\end{array}\right] \quad G=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] \\
& H=\left[\begin{array}{llll}
-\frac{m+g l M^{3}}{l^{2} M^{4}} & 0 & \frac{1}{M} & 0
\end{array}\right] .
\end{aligned}
$$

Note that this last reduced order model does not coincide with the linearized model around the zero equilibrium.

1) The frequency response of a nonlinear system: The discussion in the previous sections allows to derive a nonlinear enhancement of the notion of frequency response of a linear system. This relies upon the notion of steady-state response of a nonlinear system, as developed in [5], [6].

Consider system (34) and the signal generator (35). Let the signal generator (35) be such that

$$
s(\omega)=\left[\begin{array}{cc}
0 & \omega^{\star} \\
-\omega^{\star} & 0
\end{array}\right] \omega, \quad l(\omega)=\left[\begin{array}{cc}
L_{1} & L_{2}
\end{array}\right] \omega
$$

with $\omega(0) \neq 0, \omega^{\star} \neq 0$ and $L_{1}^{2}+L_{2}^{2} \neq 0$. Then, under the hypotheses of Theorem 7, for all $\omega^{\star} \in \mathbb{R}$, Assumption 1 holds and the output of the interconnected system (36) converges towards a locally well-defined steady-state response, which, by definition, does not depend upon the initial condition $x(0)$. Moreover, such a steady-state response is periodic hence, if it has the same period of $l(\omega(t))$, it can be written in Fourier series as $h(\pi(\omega(t)))=\sum_{k=-\infty}^{\infty} c_{k} e^{k \omega^{\star} t}$. Consider now the operator $\mathcal{P}_{+}$which acts on a Fourier series as follows

$$
\mathcal{P}_{+}\left(\sum_{k=-\infty}^{\infty} \alpha_{k} e^{k \omega^{\star} t}\right)=\sum_{k=0}^{\infty} \alpha_{k} e^{k \omega^{\star} t}
$$

With this operator we can define the frequency response of the nonlinear system (34) as

$$
F\left(\omega(0), \omega^{\star}\right)=\frac{\mathcal{P}_{+}(h(\pi(\omega(t))))}{\mathcal{P}_{+}(l(\omega(t))} .
$$

This function depends upon the frequency $\omega^{\star}$, just as in the linear case, and, unlike the linear case, upon the initial condition $\omega(0)$ of the signal generator. Note finally that if the system (34) were linear, hence described by the equations (1), then $F\left(\omega(0), \omega^{\star}\right)=\left|W\left(i \omega^{\star}\right)\right| e^{\angle W\left(i \omega^{\star}\right)}$, where $W(s)=$ $C(s I-A)^{-1} B$.

## B. Moment matching

Analogously to the linear case, we now introduce the notion of reduced order model and characterize the solution of the model reduction problem by moment matching.

Definition 4: The system

$$
\begin{equation*}
\dot{\xi}=\phi(\xi, u), \quad \psi=\kappa(\xi) \tag{41}
\end{equation*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}$, is a model at $(s(\omega), l(\omega))$ of system (34) if system (41) has the same moment at $(s(\omega), l(\omega))$ as (34). In this case, system (41) is said to match the moment of system (34) at $(s(\omega), l(\omega))$. Furthermore, system (41) is a reduced order model of system (34) if $\nu<n$.

Lemma 5: Consider the system (34), the system (41) and the signal generator (35). Suppose Assumptions 1 and 2 hold. System (41) matches the moments of (34) at $(s(\omega), l(\omega))$ if the equation

$$
\begin{equation*}
\phi(p(\omega), l(\omega))=\frac{\partial p}{\partial \omega} s(\omega) \tag{42}
\end{equation*}
$$

has a unique solution $p(\cdot)$ such that

$$
\begin{equation*}
h(\pi(\omega))=\kappa(p(\omega)), \tag{43}
\end{equation*}
$$

where $\pi(\cdot)$ is the (unique) solution of equation (37).
Proof: The claim is a direct consequence of the definition of moment.

## C. Model reduction by moment matching

In this section we provide a nonlinear counterpart of the construction in Section II-C. For, note that to construct a reduced order model it is necessary to determine mappings $\phi(\cdot, \cdot), \kappa(\cdot)$ and $p(\cdot)$ such that equations (42) and (43) hold, where $\pi(\cdot)$ is the solution of equation (37).

To solve this problem we make the following assumption.
Assumption 3: There exists mappings $\kappa(\cdot)$ and $p(\cdot)$ such that $k(0)=0, p(0)=0, p(\cdot)$ is locally $C^{1}$, equation (43) holds and $\operatorname{det} \frac{\partial p(\omega)}{\partial \omega}(0) \neq 0$, i.e. the mapping $p(\cdot)$ possesses a local inverse $p^{-1}(\cdot)$.

Remark 12: Similar to the linear case Assumption 3 holds selecting $p(\omega)=\omega$ and $k(\omega)=h(\pi(\omega))$.

A direct computation shows that a family of reduced order models, all achieving moment matching, provided equation (42) has a unique solution $p(\cdot)$, is described by

$$
\dot{\xi}=\phi(\xi)+\frac{\partial p(\omega)}{\partial \omega} \delta(\xi) u, \quad \psi=\kappa(\xi)
$$

where $\kappa(\cdot)$ and $p(\cdot)$ are such that Assumption 3 holds, $\delta(\xi)=$ $\tilde{\delta}\left(p^{-1}(\xi)\right)$, where $\tilde{\delta}(\cdot)$ is a free mapping, and

$$
\phi(\xi)=\left[\frac{\partial p(\omega)}{\partial \omega}(s(\omega)-\delta(p(\omega)) l(\omega))\right]_{\omega=p^{-1}(\xi)}
$$

In particular, selecting $p(\omega)=\omega$ yields a family of reduced order models described by ${ }^{10}$

$$
\begin{equation*}
\dot{\xi}=s(\xi)-\delta(\xi) l(\xi)+\delta(\xi) u, \quad \psi=h(\pi(\xi)) \tag{44}
\end{equation*}
$$

where $\delta(\cdot)$ is any mapping such that the equation

$$
\begin{equation*}
s(p(\omega))-\delta(p(\omega)) l(p(\omega))+\delta(p(\omega)) l(\omega)=\frac{\partial p}{\partial \omega} s(\omega) \tag{45}
\end{equation*}
$$

has the unique solution $p(\omega)=\omega$.
Similarly to what discussed for the linear case in Section IIC , it is possible to use the parameter $\delta(\cdot)$ to achieve specific properties of the reduced order model. In what follows, we implicitly assume that the $\delta(\cdot)$ achieving a specific property is such that equation (45) has a unique solution.

As already noted, in the nonlinear case it is not possible to obtain the simple characterizations given in Section II-C, and to address and solve the same problems. On the contrary, there are problems that are interesting only in the nonlinear framework.

[^6]1) Matching with asymptotic stability: Consider the problem of achieving model reduction by moment matching with a reduced order model, described by equations of the form (44), such that the model has an asymptotically stable equilibrium. Such a reduced order model can be constructed selecting, if possible, the free mapping $\delta(\cdot)$ such that the zero equilibrium of the system (recall that $s(0)=0$ and $l(0)=0) \dot{\xi}=s(\xi)-$ $\delta(\xi) l(\xi)$ is locally asymptotically stable. This is possible, for example, if the pair $\left(\frac{\partial l(\xi)}{\partial \xi}(0), \frac{\partial s(\xi)}{\partial \xi}(0)\right)$ is observable, or detectable. Note, however, that this is not necessary.
2) Matching with prescribed relative degree: Consider the problem of selecting the mapping $\delta(\cdot)$ in system (44) such that the reduced model has a given relative degree $r \in[1, \nu]$ at some point $\xi_{0}$. For such a problem the following fact holds.

Theorem 8: Consider the following statements.
(RD1)* For all $r \in[1, \nu]$ there exists a $\delta(\cdot)$ such that system (44) has relative degree $r$ at $\xi_{0}$.
(RD2)* The codistribution

$$
d \mathcal{O}_{\nu}=\operatorname{span}\left\{d h(\pi(\xi)), \cdots, d L_{s}^{\nu-1} h(\pi(\xi))\right\}
$$

has dimension $\nu$ at $\xi_{0}$.
(RD3)* The system (44) is locally observable at $\xi_{0}$.
(RD4)* The system (36) is locally observable at $\xi_{0}$.
Then (RD1) ${ }^{*} \Leftrightarrow(\mathrm{RD} 2)^{*} \Rightarrow(\mathrm{RD} 3)^{*} \Leftarrow(\mathrm{RD} 4)^{*}$.
Proof: $(\mathrm{RD} 1)^{*} \Rightarrow(\mathrm{RD} 2)^{*}$. To begin with note that system (44) has relative degree $r$ at $\xi_{0}$ if and only if system

$$
\begin{equation*}
\dot{\xi}=s(\xi)+\delta(\xi) u, \quad \psi=h(\pi(\xi)) \tag{46}
\end{equation*}
$$

has relative degree $r$ at $\xi_{0}$. By definition of relative degree [64, Chapter 4] system (46) has relative degree $r$ if

$$
\begin{equation*}
L_{\delta} h(\pi(\xi))=L_{\delta} L_{s} h(\pi(\xi))=\cdots=L_{\delta} L_{s}^{r-2} h(\pi(\xi))=0 \tag{47}
\end{equation*}
$$

for all $\xi$ in a neighborhood of $\xi_{0}$, and

$$
\begin{equation*}
L_{\delta} L_{s}^{r-1} h\left(\pi\left(\xi_{0}\right)\right) \neq 0 \tag{48}
\end{equation*}
$$

Equations (47) and (48) can be rewritten as

$$
\left[\begin{array}{c}
d h(\pi(\xi)) \\
\vdots \\
d L_{s}^{r-2} h(\pi(\xi)) \\
d L_{s}^{r-1} h(\pi(\xi))
\end{array}\right] \delta(\xi)=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
\gamma(\xi)
\end{array}\right]
$$

for some function $\gamma(\cdot)$ such that $\gamma\left(\xi_{0}\right) \neq 0$. This equation has a solution for all $r \in[1, n]$ if and only if the matrix in the left hand side has rank $r$ at $\xi_{0}$. Setting $r=\nu$ yields that the codistribution $d \mathcal{O}_{\nu}$ has dimension $\nu$.
$(\mathrm{RD} 2)^{*} \Rightarrow(\mathrm{RD} 1)^{*}$. Since $d \mathcal{O}_{\nu}$ has rank $\nu$ and it is spanned by $\nu$ differentials, for all $r \in[1, \nu]$ the distribution

$$
d \mathcal{O}_{i}=\operatorname{span}\left\{d h(\pi(\xi)), \cdots, d L_{s}^{i-1} h(\pi(\xi))\right\}
$$

has dimension $i$, which implies that the equations (47) and (48) have a solution $\delta(\cdot)$ locally well-defined around $\xi_{0}$, hence the claim.
$(\mathrm{RD} 2)^{*} \Rightarrow(\mathrm{RD} 3)^{*}$. This implication follows from [83, Theorem 3.32].
$(\mathrm{RD} 4)^{*} \Rightarrow(\mathrm{RD} 3)^{*}$. We prove this statement by contradiction. Suppose system (44) is not observable at $\xi_{0}$ then there is a
point $\xi_{a}$ (in a neighborhood of $\xi_{0}$ ) which is indistinguishable from $\xi_{0}$ (recall [83, Definitions 3.27 and 3.28]). Consider now system (36) and the points $\left[\xi_{0}^{\prime}, \pi\left(\xi_{0}\right)^{\prime}\right]^{\prime}$ and $\left[\xi_{a}^{\prime}, \pi\left(\xi_{a}\right)^{\prime}\right]^{\prime}$. Simple computations, recalling that the manifold $x=\pi(\xi)$ is invariant, show that these points are not distinguishable, hence system (36) is not locally observable at $\xi_{0}$, which proves the claim.

Remark 13: Although the implication (RD3)* $\Rightarrow(\mathrm{RD} 2)^{*}$ does not hold in general, (RD3)* implies that the codistribution $d \mathcal{O}_{\nu}$ has dimension $\nu$ for all $\xi$ in an open and dense set around $\xi_{0}$ (see [83, Corollary 3.35]).
3) Matching with prescribed zero dynamics: Consider the problem of selecting the mapping $\delta(\cdot)$ in system (44) such that the reduced model has zero dynamics with specific properties. To simplify the study of this problem we assume that condition (RD2)* holds, which allows to obtain a special form for system (44).

Lemma 6: Consider system (44). Assume condition (RD2)* holds. Then there exists a coordinates transformation $\chi=$ $\Xi(\xi)$, locally defined around $\xi_{0}$, such that, in the new coordinates, system (44) is described by equations of the form

$$
\begin{align*}
\dot{\chi}_{1} & =\chi_{2}+\tilde{\delta}_{1}(\chi)(v-\tilde{l}(\chi)), \\
\dot{\chi}_{2} & =\chi_{3}+\tilde{\delta}_{2}(\chi)(v-\tilde{l}(\chi)),  \tag{49}\\
& \vdots \\
\dot{\chi}_{\nu} & =\tilde{f}(\chi)+\tilde{\delta}_{\nu}(\chi)(v-\tilde{l}(\chi)), \\
\psi & =\chi_{1},
\end{align*}
$$

where $\left[\tilde{\delta}_{1}(\chi), \cdots, \tilde{\delta}_{\nu}(\chi)\right]^{\prime}=\delta\left(\Xi^{-1}(\chi)\right), \tilde{l}(\chi)=l\left(\Xi^{-1}(\chi)\right)$, and $\tilde{f}(\chi)=L_{s}^{\nu} h\left(\pi\left(\Xi^{-1}(\chi)\right)\right)$.

Proof: By condition (RD2)* the functions $h(\pi(\cdot)), \ldots$, $L_{s}^{\nu-1} h(\pi(\cdot))$ qualify as local coordinates around $\xi_{0}$. In these coordinates the system (44) is trivially described by equations of the form (49).

As a consequence of the result established in Lemma 6 we have the following statement.

Proposition 2: Consider system (44). Assume condition (RD2)* holds and $\xi_{0}$ is an equilibrium of system (44). Then, for all ${ }^{11} r \in[1, \nu-1]$, there is a $\delta(\cdot)$ such that system (44) has relative degree $r$ and its zero dynamics have a locally exponentially stable equilibrium. In addition, there is a coordinates transformation, locally defined around $\xi_{0}$, such that, in the new coordinates, the zero dynamics of system (44) are described by equations of the form

$$
\begin{align*}
\dot{z}_{1} & =z_{2}+\hat{\delta}_{1}(z) z_{1} \\
\dot{z}_{2} & =z_{3}+\hat{\delta}_{2}(z) z_{1}  \tag{50}\\
& \vdots \\
\dot{z}_{\nu-r} & =\hat{f}(z)+\hat{\delta}_{\nu-r}(z) z_{1}
\end{align*}
$$

where the $\hat{\delta}_{i}(\cdot)$ are free functions and

$$
\hat{f}(z)=\left.\tilde{f}(\chi)\right|_{\chi=\left[0, \cdots, 0, z_{1}, \ldots, z_{\nu}+r\right]^{\prime}} .
$$

Proof: By Lemma 6, condition (RD2) ${ }^{*}$, and invariance of the zero dynamics with respect to coordinates transformation, we can consider the system described by equations of the form

[^7](49). Fix now $r \in[1, \nu-1]$. Select $\tilde{\delta}_{i}(\cdot)$ such that $\tilde{\delta}_{r}\left(\chi_{0}\right) \neq 0$ and $\tilde{\delta}_{j}(\chi)=0$, for all ${ }^{12} j \in[1, r-1]$. The resulting system has relative degree $r$ and the zero dynamics are described by the last $\nu-r$ equations of system (49) with $v=\tilde{l}(\chi)$ and $\chi_{1}=\ldots=\chi_{r}=0$, which have the form given in equation (50). To complete the proof, recall that $\xi_{0}$ is (by assumption) an equilibrium, hence, the system (50) has an equilibrium which can be rendered locally exponentially stable by a proper selection of the functions $\hat{\delta}_{1}(\cdot), \cdots, \hat{\delta}_{\nu-r}(\cdot)$.
4) Matching with a passivity constraint: Consider now the problem of selecting the mapping $\delta(\cdot)$ such that system (44) is lossless or passive. For such a problem the following fact holds.

Theorem 9: Consider the following statements.
(P1)* The family of reduced order models (44) contains, locally around $\xi_{0}$, a lossless (passive, respectively) system with a differentiable storage function.
(P2)* There exists a differentiable function $V(\cdot)$, locally positive definite around $\xi_{0}$, such that ${ }^{13}$

$$
\begin{equation*}
d V_{\xi} s(\xi)=h(\pi(\xi)) l(\xi), \quad\left(V_{\xi} s(\xi) \leq h(\pi(\xi)) l(\xi) \text { resp. }\right) \tag{51}
\end{equation*}
$$

locally around $\xi_{0}$.
(P3)* There exists a differentiable function $V(\cdot)$, locally positive definite around $\xi_{0}$, such that equation (51) holds and

$$
\begin{equation*}
V_{\xi \xi}\left(\xi_{0}\right)>0 \tag{52}
\end{equation*}
$$

Then $(\mathrm{P} 1)^{*} \Rightarrow(\mathrm{P} 2)^{*},(\mathrm{P} 3)^{*} \Rightarrow(\mathrm{P} 2)^{*}$, and $(\mathrm{P} 3)^{*} \Rightarrow(\mathrm{P} 1)^{*}$.
Proof: We provide the proof for the lossless case, since the claims on passivity can be proved with identical arguments. $(\mathrm{P} 1)^{*} \Rightarrow(\mathrm{P} 2)^{*}$. As detailed in [48], if the family of systems (44) contains, locally around $\xi_{0}$, a lossless system with a differentiable storage function $V(\cdot)$ then there exists $\delta(\cdot)$ such that $V_{\xi}(s(\xi)-\delta(\xi) l(\xi))=0$ and $V_{\xi} \delta=h(\pi(\xi))$, locally around $\xi_{0}$. Replacing the second equality in the first yields the claim.
$(\mathrm{P} 3)^{*} \Rightarrow(\mathrm{P} 2)^{*}$. This implication is trivial.
$(\mathrm{P} 3)^{*} \Rightarrow(\mathrm{P} 1)^{*}$. Equation (52) implies that the equation $V_{\xi} \delta(\xi)=h(\pi(\xi))$, in the unknown $\delta(\cdot)$, has a (unique) solution $\delta^{\star}(\cdot)$, which is locally well-defined, and continuous, around $\xi_{0}$. Consider now system (44) with $\delta(\cdot)=\delta^{\star}(\cdot)$. Then $V_{\xi}\left(s(\xi)-\delta^{\star}(\xi) l(\xi)\right)=0$, and this, together with the definition of $\delta^{\star}(\cdot)$, implies (P1) ${ }^{*}$.
5) Matching with $L_{2}$-gain: We now consider the problem of selecting the mapping $\delta(\cdot)$ such that system (44) has a given $L_{2}$-gain.

Theorem 10: Consider the following statements.
(L1)* The family of reduced order models (44) contains, locally around $\xi_{0}$, a system with $L_{2}$-gain not larger than $\gamma>0$ and with a differentiable storage function.
(L2)* There exists a differentiable function $V(\cdot)$, locally positive definite around $\xi_{0}$, such that equation (52) holds and such that

$$
\begin{equation*}
V_{\xi} s(\xi)+(h(\pi(\xi)))^{2} \leq \gamma^{2} l^{2}(\xi) \tag{53}
\end{equation*}
$$

${ }^{12}$ If $r=1$ this set is empty.
${ }^{13} V_{\xi}$ and $V_{\xi \xi}$ denote, respectively, the gradient and the Hessian matrix of the scalar function $V: \xi \mapsto V(\xi)$.

## locally around $\xi_{0}$.

Then (L2)* $\Rightarrow(\mathrm{L} 1)^{*}$.
The proof of this statement is similar to the proof of Theorem 9, hence it is omitted.
6) Matching for linear systems at $(s(\omega), l(\omega))$ : In this section we consider the model reduction problem for linear systems at $(s(\omega), l(\omega))$, i.e. we consider the case in which the system to be reduced is linear and the signal generator is a nonlinear system. For such a problem, under suitable assumptions, it is possible to obtain in an explicit way a formal description of reduced order models, as detailed in the following statement.

Proposition 3: Consider the linear system (1), with $x(t) \in$ $\mathbb{R}^{n}$ and $\sigma(A) \subset \mathbb{C}^{-}$. Consider the signal generator (35), with $\omega(t) \in \mathbb{R}^{\nu}, n>\nu$ and $l(\omega)=L \omega$. Assume that the signal generator is Poisson stable and that $s(\cdot)$ can be expressed, locally around $\omega=0$, as a formal power series, i.e. $s(\omega)=$ $\sum_{i \geq 1} s^{[i]}(\omega)$, where $s^{[i]}(\cdot)$ denotes a polynomial vector field which is homogeneous of degree $i$. Suppose in addition that $s^{[1]}(\omega)=0$. Then a family of reduced order models achieving moment matching at $(s(\omega), l(\omega))$ is formally described by the equations

$$
\dot{\xi}=s(\xi)-\delta(\xi) L \xi+\delta(\xi) u \quad \psi=C \pi(\xi)
$$

with $\delta(\cdot)$ a free mapping and

$$
\begin{equation*}
\pi(\xi)=\sum_{i \geq 1} \pi^{[i]}(\xi), \tag{54}
\end{equation*}
$$

where

$$
\begin{equation*}
\pi^{[1]}(\xi)=-A^{-1} B L \xi \tag{55}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi^{[k]}(\xi)=A^{-1} \sum_{i=1}^{k-1} \frac{\partial \pi^{[i]}(\xi)}{\partial \xi} s^{[k-i+1]}(\xi) \tag{56}
\end{equation*}
$$

for $k \geq 2$.
Proof: Note that equation (37) can be written as $A \pi(\omega)+$ $B L \omega=\frac{\partial \pi}{\partial \omega} s(\omega)$. In addition, by the stated assumptions and Theorem 7, this equation has a unique solution locally around $\omega=0$. Then, by a direct computation, we conclude that the solution $\pi(\cdot)$ of this equation admits the formal power series description given by equations (54), (55) and (56). The result then follows from the discussion in Section III-C.

Example 10 (Example 8 continued): Exploiting the results in Proposition 3 and the discussion in Example 8, we infer that a reduced order model for a linear asymptotically stable system at the $(s(\omega), l(\omega))$ given in equations (38) and (39) is described by

$$
\begin{aligned}
\dot{\xi} & =s(\xi)-\delta(\xi) L \xi+\delta(\xi) u \\
\psi & =-C A^{-1}\left[B L \omega+\cdots+A^{-i+1} B L \frac{d^{i-1} \omega}{d t^{i-1}} \cdots\right]_{\omega=\xi}
\end{aligned}
$$

Simulations have been run selecting $I_{1}=1, I_{2}=2$, $I_{3}=3, L_{1}=1, L_{2}=1 / 2, L_{3}=1 / 3$ and $\delta(\cdot)=$ $\operatorname{diag}\left(1 / I_{1}, 1 / I_{2}, 1 / I_{3}\right) L^{\prime}$, which yields (see [86] for a proof) a reduced order model with a globally asymptotically stable equilibrium at $\xi=0$.

The linear system, that has to be reduced, is a randomly selected asymptotically stable system of dimension 15 . The
initial conditions of the signal generator have been selected as $\omega(0)=\frac{1}{5}\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]^{\prime}$.

The linear system and the reduced order model, both driven by the signal generator, have been numerically integrated from zero initial conditions. Figure 2 (left) displays the output $y(t)$ of the linear system when driven by the signal generator, and the signals $\psi^{[1]}(t), \psi^{[2]}(t)$ and $\psi^{[3]}(t)$, obtained by truncating the formal power series defining $\psi(t)$ to the first, second and third order terms, respectively. Figure 2 (right) displays the approximation errors $y(t)-\psi^{[1]}(t), y(t)-\psi^{[2]}(t), y(t)-$ $\psi^{[3]}(t)$. Note that, in steady-state,

$$
\begin{aligned}
& \max \left(\left|y(t)-\psi^{[I]}(t)\right|\right) \approx 0.276> \\
& \quad \max \left(\left|y(t)-\psi^{[I I]}(t)\right|\right) \approx 0.164> \\
& \quad \max \left(\left|y(t)-\psi^{[I I I]}(t)\right|\right) \approx 0.076,
\end{aligned}
$$

which shows that the approximation error decreases by adding terms in the formal power series defining the output of the reduced order model.
7) Matching for nonlinear systems at $S \omega$ : In this section we consider the model reduction problem for nonlinear systems at $s(\omega)=S \omega$, i.e. we consider the case in which the signal generator is a linear system.

This problem is of particular interest since, exploiting the discussion in Section III-C, we infer that the reduced order models have a very simple description, i.e. a family of reduced order models is given by the equations $\dot{\xi}=(S-\delta(\xi) L) \xi+$ $\delta(\xi) u, \psi=h(\pi(\omega))$, where $\delta(\xi)$ is a free mapping. In particular, selecting $\delta(\xi)=\Delta$, for some constant matrix $\Delta$, we have that the family of reduced order models is described by a linear differential equation with a nonlinear output map. This structure has two main advantages. The former is that the matrix $\Delta$ can be selected to achieve additional goals, such as to assign the eigenvalues or the relative degree of the reduced order model (provided additional assumptions on the output map holds). The latter is that the computation of (an approximation of) the reduced order model boils down to the computation of (an approximation of) the output map $h(\pi(\omega))$. This computation can be carried out in the spirit of the results in [50, Section 4.2 and 4.3]. We complete this section discussing the model reduction problem with 0 moment matching at $s^{\star}=0$, i.e. the model reduction problem at $s(\omega)=0$. This problem can be solved, under specific assumptions, without solving any partial differential equation, as detailed in the following statement.

Proposition 4 ( 0 -moment matching at $s^{\star}=0$ ): Consider system (34) and the signal generator $\dot{\omega}=0, \theta=\omega$. Assume the zero equilibrium of the system $\dot{x}=f(x, 0)$ is locally exponentially stable. Then the zero moment at $s^{\star}=0$ of system (34) is (locally) well-defined and given by $h(\pi(\cdot))$, with $\pi(\cdot)$ the unique solution of the algebraic equation $f(\pi(\omega), \omega)=0$. Finally, a reduced order model, for which the zero equilibrium is locally asymptotically stable is given by $\dot{\xi}=-\delta(\xi)(\xi-u), \psi=h(\pi(\xi))$, with $\delta(\cdot)$ such that $\delta(0)>0$.

Proof: We simply need to show that equation (42) has a unique solution. For, note that in this case, equation (42) rewrites as $-\delta(p(\omega))(p(\omega)-\omega))=0$, which, by positivity of $\delta(0)$, has indeed a unique solution (locally).


Fig. 2. Time histories of the output of the driven linear system and of the approximating outputs of the driven reduced order model (left): $y(t)$ (solid), $\psi^{[I](t)}$ (dotted), $\psi^{[I I](t)}$ (dash-dotted) and $\psi^{[I I I]}(t)$ (dashed). Time histories of the approximation errors (right): $y(t)-\psi^{[I]}(t)$ (dotted), $y(t)-\psi^{[I I]}(t)$ (dash-dotted), $y(t)-\psi^{[I I I]}(t)$ (dashed).

Example 11: The averaged model of the DC-to-DC Ćuk converter is given by the equations [87]

$$
\begin{align*}
L_{1} \frac{d}{d t} i_{1} & =-(1-u) v_{2}+E \\
C_{2} \frac{d}{d t} v_{2} & =(1-u) i_{1}+u i_{3} \\
L_{3} \frac{d}{d t} i_{3} & =-u v_{2}-v_{4}  \tag{57}\\
C_{4} \frac{d}{d t} v_{4} & =i_{3}-G v_{4} \\
y & =v_{4}
\end{align*}
$$

where $i_{1}(t) \in \mathbb{R}^{+}$and $i_{3}(t) \in \mathbb{R}^{-}$describe currents, $v_{2}(t) \in$ $\mathbb{R}^{+}$and $v_{4}(t) \in \mathbb{R}^{-}$voltages, $L_{1}, C_{2}, L_{3}, C_{4}, E$ and $G$ positive parameters and $u(t) \in(0,1)$ a continuous control signal which represents the slew rate of a PWM circuit used to control the switch position in the converter. The 0 -moment of the system at $s^{\star}=0$ is $h(\pi(\omega))=\frac{\omega}{\omega-1} E$, and a locally asymptotically stable reduced order model achieving moment matching at $s^{\star}=0$ is

$$
\begin{equation*}
\dot{\xi}=-\delta(\xi)(\xi-u), \quad \psi=E \frac{\xi}{\xi-1} \tag{58}
\end{equation*}
$$

with $\delta(0)>0$, which is well-defined if $\xi \neq 1$. This is consistent with the fact that the 0 -moment at $s^{\star}=0$ is defined for $\omega \neq 1$. Simulations have been run to assess the properties of the reduced order model. The parameters have been selected as in [87], the input signal is piecewise constant, with jumps every 0.05 seconds. The reduced order model is described by equations (58), where the function $\delta(\cdot)$ depends upon the input signal $u$ and it is equal to the real part of the slowest eigenvalue of the system (57) (which is a linear system for constant $u$ ). Figure 3 (top) displays the output $y(t)$ of the averaged model of the Ćuk converter and of the output of the reduced order model $\psi(t)$. The figure shows that the reduced order model provides a good static approximation of the behavior of the system but does not capture its dynamic (under-damped) behavior. The dynamic behavior can be captured constructing a second order model, which is (in the spirit of the model (58)) a linear system with a nonlinear output map. Since such a model is required to match only one moment, it is possible to assign
its eigenvalues at the location of the dominant modes of system (57) with $u$ fixed. The output $\psi_{2}(t)$ of this two dimensional reduced order model is also displayed in Figure 3. Note that this signal may provide a better approximation of $y(t)$, as shown in Figure 3 (bottom), in which the errors $y(t)-\psi(t)$ and $y(t)-\psi_{2}(t)$ are plotted.


Fig. 3. Time histories of the output of the averaged model of the Ćuk converter and of the approximating outputs of the reduced order models (top): $y(t)$ (solid), $\psi(t)$ (dotted), $\psi_{2}(t)$ (dashed). Time histories of the approximation errors (bottom): $y(t)-\psi(t)$ (dotted), $y(t)-\psi_{2}(t)$ (dashed).

## IV. Conclusions

The problem of model reduction for linear and nonlinear systems has been posed and solved exploiting the notion of moment. To this end, a nonlinear enhancement of the notion of moment has been developed. The linear and nonlinear problems have been dealt with from a unique perspective, which shades new light on the linear problem, and allows for a simple solution of the nonlinear one. Special emphasis has been devoted to the problem of parameterizing a family of reduced order models, and to the problem of selecting a member of the family with specific properties. This type of problems, in the linear framework, has been solved with projection methods and in the framework of interpolation theory, which however
do not provide a unifying perspective, i.e. the selection of projectors and of interpolation parameters does not have a simple interpretation. Several issues or research directions are left open in the present paper: it may be possible to exploit the connection between moment matching and interpolation theory, available for linear systems, to develop a nonlinear interpolation theory; it may be possible to extend the notion of moment to nonlinear system with unstable, but hyperbolic, equilibria (as briefly mentioned in Remark 10); the model reduction problem for specific classes of systems, for example Hamiltonian systems or periodic systems, may be studied; the multivariable version of the proposed results can be developed; the use of reduced order models in control design has to be investigated, especially in the nonlinear case. Finally, the engineering relevance of the theory should be evaluated with more realistic case studies.
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[^1]:    ${ }^{1}$ Similar considerations can be performed for multi-input, multi-output systems.

[^2]:    ${ }^{2} \mathrm{~A}$ matrix is non-derogatory if its characteristic and minimal polynomials coincide.

[^3]:    ${ }^{3}$ This is the case, for example, if the system to be reduced is strictly passive.

[^4]:    ${ }^{4}$ All statements are local, although global versions can be easily given.

[^5]:    ${ }^{7}$ To simplify notation, in this example we use $y^{(i)}(t)$ to denote the $i$-th order time derivative of $y(\cdot)$ at time $t$. Moreover, all time derivatives at $t=0$ have to be understood as at $t=0^{+}$.
    ${ }^{8}$ We focus on affine systems since for non-affine systems the impulse response, and its derivatives, may not be well-defined functions (e.g. they may be distributions). To illustrate this consider the system $\dot{x}=u^{2}, y=x$, with $x(t) \in \mathbb{R}, u(t) \in \mathbb{R}$ and $y(t) \in \mathbb{R}$. Setting $u(t)=\delta_{0}(t)$, where $\delta_{0}(t)$ denotes the Dirac $\delta$-function, and integrating, yields

    $$
    y_{I}(t)=\int_{0}^{t} \delta_{0}^{2}(\tau) d \tau!
    $$

    See [85, Chapter 10], and references therein, for an in-depth discussion on the above issue.
    ${ }^{9} L_{f} h(\cdot)$ denotes the Lie derivative of the smooth function $h(\cdot)$ along the smooth vector field $f(\cdot)$, as defined in [64, Chapter 1].

[^6]:    ${ }^{10}$ Note that this family of models has the same structure as the family given in equation (15).

[^7]:    ${ }^{11}$ For $r=\nu$ the system does not have zero dynamics.

