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Abstract  Triple graph grammars (TGGs) have been used successfully to analyze correctness and completeness of bidirectional model transformations, but a corresponding formal approach to model synchronization has been missing. This paper closes this gap by providing a formal synchronization framework with bidirectional update propagation operations. They are generated from a given TGG, which specifies the language of all consistently integrated source and target models.

As our main result, we show that the generated synchronization framework is correct and complete, provided that forward and backward propagation operations are deterministic. Correctness essentially means that the propagation operations preserve and establish consistency while completeness ensures that the operations are defined for all possible inputs. Moreover, we analyze the conditions under which the operations are inverse to each other. All constructions and results are motivated and explained by a running example, which leads to a case study, using concrete visual syntax and abstract syntax notation based on typed attributed graphs.
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1 Introduction

Bidirectional model transformations are a key concept for model generation and synchronization within model driven engineering (MDE, see [35,31,3]). Triple graph grammars (TGGs) have been successfully applied in several case studies for bidirectional model transformation, model integration and synchronization ([29,15,13,14]), and in the implementation of QVT [19]. Inspired by Schürr et al. [33,35], we started to develop a formal theory of TGGs [12,22], which allows us to handle correctness, completeness, termination, and functional behavior of model transformations.

The main goal of this article is to provide a TGG framework for model synchronization with correctness guarantees, which is based on the theory of TGGs, work on incremental synchronization by Giese et al. [15,14], and the model synchronization framework [8]. The main ideas and results are the following:

1. Models are synchronized by propagating changes from a source model to a corresponding target model using forward and backward propagation operations. The operations are specified by a TGG model framework, inspired by symmetric replica synchronizers [8] and realized by model transformations based on TGGs [12]. The specified TGG also defines consistency of source and target models.

2. Since TGGs define, in general, non-deterministic model transformations, the derived synchronization operations are, in general, non-deterministic. But we are able to provide sufficient static conditions based on TGGs to ensure that the operations are deterministic.

3. The main result shows that a TGG synchronization framework with deterministic synchronization operations is correct, i.e., consistency preserving, and complete. We also give sufficient static conditions for invertibility and
weak invertibility of the framework, where “weak” restricts invertibility to a subclass of inputs.

Deriving a synchronization framework from a TGG has the following practical benefits. Consistency of the related domains is defined declaratively and in a pattern-based style, using the rules of a TGG. After executing a synchronization operation, consistency of source and target models is always ensured (correctness) and the propagation operations can be performed for all valid inputs (completeness). The required static conditions of a TGG and the additional conditions for invertibility can be checked automatically using the existing tool support of AGG [17].

This article is based on previous work in [23] and provides extended explanations and results. In particular, we present the technical details concerning determinism of TGG operations in Sec. 6 including the corresponding formal result in Thm. 8.1. Concerning correctness, completeness and invertibility of the synchronization framework, we provide extensive technical details leading to the two main theorems Thm. 8.2 and Thm. 8.6. Moreover, we present the complete TGG of our case study throughout the paper including the derived operational rules and the detailed analysis results using the tool AGG, while only a small subset of the rules is presented in [23].

The next section presents our running example and a general motivation. Sec. 3 introduces the TGG model synchronization framework and Sec. 4 reviews model transformations based on TGGs. Thereafter, Sec. 5 provides extended concepts concerning efficient executions based on marking rules. We present the automated analysis techniques for ensuring deterministic behavior in Sec. 6. On this basis, we describe and illustrate the general synchronization process in Sec. 7. Thereafter, Sec. 8 presents the main results on correctness, completeness and invertibility of the model synchronization framework. Finally, Sec. 9 and 10 discuss related work, conclusions, and future work. The proofs of technical results are provided in a technical report [24].

2 Example and Motivation

Throughout the paper, we use a simple running example, which is based on previous work [6]. The example considers the synchronization of two organizational diagrams as shown in Fig. 2.1. Diagrams in the first domain — depicted left — provide a view on employees of the marketing department of a company, while diagrams in the second domain — depicted right — show all employees. Furthermore, both domains differ on the type of information they specify for a person. Diagrams on the left show the base and bonus salary values of each person, while diagrams in the second domain show only the total salary for each person, but additionally, they provide the birth dates (marked by “*”) for each person. Therefore, both domains contain exclusive information and none of them can be interpreted as a view—defined by a query—of the other. Both diagrams together with some correspondence structure build up an integrated model, where we refer to the first diagram as the source model and to the second diagram as the target model. Such an integrated model is called consistent, if the diagrams coincide on names of corresponding persons, the salary values are equal to the sums of the corresponding base and bonus values, and persons in the source domain are exactly those who are marked with “M” in the target domain.

Figure 2.1 Forward propagation

Example 2.1 (Update Propagation) The first row of Fig. 2.1 shows a consistent integrated model $M$ in a visual notation. The source model of $M$ consists of two persons belonging to the marketing department (depicted as persons with label “M” and without pencils) and the target model additionally contains the person “Bill Gates” belonging to the technical department (depicted as a person with label “T” and with pencil). The first column shows an update of the source model, where person “Bill Clinton” is removed and some attribute values of person “Melinda French” are modified. This change is propagated to the target domain leading to a target update (right column) and a new integrated model (bottom row).

The synchronization problem is to propagate a model update in a way, such that the resulting integrated model is consistent. Looking at Fig. 2.1, this requires that the source model update of removing person “Bill Clinton” and changing the attributes $\text{LastName}$ and $\text{Bonus}$ of person “Melinda French” is propagated in an appropriate way to the target domain. In this example, this means that the executed forward propagation (fPpg) shall remove person “Bill Clinton” and update the attribute values of “Melinda French” in the target model, such that the unchanged birth date value and consistency is preserved.

Synchronization scenarios like the one in our example, are present in many domains. Consider for example synchronizations between different kinds of visual models for software development, models for software analysis and even source code. Synchronizations between these domains often need to provide mechanisms that do not require that one model can be completely obtained from the other. In other words, none of the models is just a view of the other. In this article, we will show how this flexibility in the synchronization process is possible based on the formal notion of triple graph grammars. We stepwise develop the required formal techniques and illustrate them on the running example in
3 Model Synchronization Framework

In this section, we describe the basic framework that we consider in the paper. First, we introduce the notion of *triples graphs* to describe pairs of interrelated models and *triple graph grammars* (TGGs) as a tool to specify classes of what we consider consistent interrelated models [33]. Then we define the notion of a TGG *model framework* to describe the basic TGG setting that we must consider to define and solve synchronization problems. The framework is a simplified version of the symmetric delta lens proposed by Diskin et al. [8].

Finally, we define formally synchronization problems, and the *propagation operations* that are needed to solve them. In particular, a model framework becomes a *synchronization framework* when these operations are considered. Moreover, we state some properties that in our view propagation operations must satisfy.

Model synchronization aims to achieve consistency among interrelated models. In particular, we consider that a model is some kind of graph and that graphs are related by means of graph morphisms consisting of two functions that map nodes to nodes and edges to edges, respectively, in a consistent way. Moreover, we consider that a pair of interrelated models \((M^S, M^T)\), called *source and target models*, are represented by a triple graph, which we also call an *integrated model*. This triple graph consists of three graphs \(G^S\) (representing \(M^S\)) and \(G^T\) (representing \(M^T\)), called source, correspondence, and target graphs, respectively, together with two mappings (graph morphisms) \(s_G : G^S \rightarrow G^T\) and \(t_G : G^C \rightarrow G^T\). These two mappings specify a correspondence \(r : G^S \leftrightarrow G^T\), which relates the elements of \(G^S\) with their corresponding elements of \(G^T\) and vice versa. In addition, our triple graphs may also contain attributed nodes and edges [16].

For simplicity, we use double arrows \((\rightarrow\rightarrow)\) as an equivalent shorter notation for triple graphs, whenever the explicit correspondence graph can be omitted.

A triple graph morphism \(m : G \rightarrow H\) relates two triple graphs \(G\) and \(H\). It consists of three graph morphisms that preserve the associated correspondences (i.e., the diagrams in Fig. 3.1 commute).

Our graphs and triple graphs are typed. This means that a type triple graph \(TG\) is given (playing the role of a meta-model) and, moreover, every triple graph \(G\) is typed by a triple graph morphism \(type_G : G \rightarrow TG\). It is required that morphisms between typed triple graphs preserve the typing. Triple graphs specify the abstract syntax of visual languages in an integrated way. For \(TG = (TG^S \leftarrow TG^C \rightarrow TG^T)\), we use \(VL(TG)\) (integrated models), \(VL(TG^S)\) (source domain), and \(VL(TG^T)\) (target domain) to denote the classes of all graphs typed over \(TG^S\), \(TG^C\), and \(TG^T\), respectively.

A TGG specifies a language of triple graphs, which are considered as consistent integrated models. The triple rules of a TGG are used to synchronously build up source and target models, together with the correspondence structures.

Fig. 3.2 Triple rule and triple graph transformation step

A triple rule \(tr\), as depicted in Fig. 3.2, is an inclusion of triple graphs, represented \(L \leftarrow R\). It specifies how a given consistent integrated model can be extended simultaneously on all three components yielding again a consistent integrated model. In particular, this means that triple rules are non-deleting. This is sufficient, because triple rules are not used for editing in the source and target domains. Moreover, as shown in Fig. 2.4, triple rules can be extended by negative application conditions (NACs) for restricting their application to specific matches. Notice that one or more of the rule components \(tr^S\), \(tr^C\), and \(tr^T\) may be empty. In the example, this is the case for a rule concerning employees of the technical department within the target model. A triple rule is applied to a triple graph \(G\) by matching \(L\) to some part of triple graph \(G\). Technically, a match is a morphism \(m : L \rightarrow G\). The result of this application is the triple graph \(H\), where \(L\) is replaced by \(R\) in \(G\). Technically, the result of the transformation is defined by a pushout diagram \([11]\) (PO), as depicted in Fig. 3.2 on the right. This triple graph transformation (TGT) step is denoted by \(G \xrightarrow{\triangleright \triangleright} H\). From the application point of view, we consider that matches should be injective on the structural part. This means that two distinct nodes (edges) in the left hand side of a rule are never mapped to the same node (edge) in the current triple graph \(G\), i.e., identification of elements in \(L\) via a match to \(G\) is not possible. But it would be too restrictive to require injectivity of the matches also on the data and variable nodes, because we must allow that two different variables are mapped to the same data value. For this reason we use the notion of almost injective matches, which requires that matches are injective except for the data value nodes. This way, attribute values can still be specified as terms within a rule and matched non-injectively to the same value. For the rest of this paper we generally require almost injective matching for the transformation sequences.

A triple graph grammar \(TGG = (TG, S, TR)\) consists of a triple type graph \(TG\), a triple start graph \(S\) (typically, the empty triple graph) and a set \(TR\) of triple rules. The language generated by \(TGG\), denoted \(VL(TGG)\), is the set of all (well-typed) triple graphs that can be generated from the start graph \(S\) using the rules in \(TR\). Notice that, as a consequence, \(VL(TGG) \subseteq VL(TG)\).
The triple graph grammar $TGG = (TG, \emptyset, TR)$ of our case study is given by the triple type graph $TG$ in Fig. 3.3, the empty start graph and the triple rules in Fig. 3.4.

**Example 3.1 (Type Graph)** The triple type graph $TG$ of our example is shown in Fig. 3.3. It specifies that models of the source domain contain persons including their detailed salary information (bonus and base salary) and their names. Models of the target domain additionally contain the departments to which a person is assigned to, the birth date of a person, and a single value for the complete salary of a person, while the details about bonus and base salary are not provided.

**Example 3.2 (Triple Rules)** The triple rules of the TGG are depicted in a compact notation in Fig. 3.4. Left- and right-hand side of a rule are depicted in one triple graph and the elements to be created—and, thus, exist in the right-hand side only—have the label “++”. The first rule (Person2FirstMarketingP) inserts a new department with name “Marketing” and the NAC ensures that none of the existing departments is named equally. The rule creates a person of the new department in the target model as well as a corresponding person in the source model. Note that the left hand side of this rule is empty, i.e., it does not require existing structures. Rule Person2NextMarketingP is used to extend both models with further persons in the marketing department. The left hand side of this rule contains the department node with name “Marketing”. Note that the attributes of the created persons are not set with these rules. This is possible in our formal framework of attributed graph transformation based on the notion of E-graphs [11]. The main advantage is that we can propagate changes of attribute values without the need for deleting and recreating the owning structural nodes. This is important from the efficiency and application point of view. Thus, rules 3-6 concern the creation of attribute values only. Rules 3 ( FName2FName) and 4 ( LName2LName) create new corresponding values for first and last names, respectively. The next rule (Empty2Birth) assigns the birth date of a person in the target component and does not change the source component. Finally, rule 6 ( DetailedSalary2Salary) assigns the detailed salary values (bonus and base) in the source component and the sum of them in the target component. Rule 7 (Empty2OtherDepartment) creates a new de-
A TGG model framework specifies the possible correspondences between models and updates of models for a given TGG, according to Def. 3.3 below. More precisely, a model framework is defined as consisting of the classes of well-typed source and target models, the class of correspondences between source and target models (i.e., the class of well-typed triple graphs), the subset of consistent correspondences (i.e., the class of triple graphs defined by the given TGG) and the classes of source and target domains. In particular, a model update $\delta : G \to G'$ is specified as a graph modification consisting of two inclusions, $\delta : G \leftarrow I \to G'$. The intuition of a graph modification is that the inclusion $I \leftarrow G$ specifies the elements that are deleted from $G$ (all the elements that are not in $I$) and $I \to G'$ specifies all the elements that are added by $\delta$ (all the elements in $G'$ that are not in $I$). Therefore, the elements in $I$ are the elements that remain invariant after the modification. It may be noted that graph modifications look like triple graphs, however their role is different: triple graphs are used to make explicit the interrelations between two integrated models, while graph modifications are used to describe updates on a given model.

**Definition 3.3 (TGG Model Framework)** Let $TGG = (TG, \odot, TR)$ be a triple graph grammar with empty start graph $\odot$ and triple type graph containing source and target components $TG_S$ and $TG_T$, and a set $TR$ of triple rules. The derived TGG model framework $MF(TGG) = (VL(TG_S), VL(TG_T), R, C, \Delta_S, \Delta_T)$ consists of source domain $VL(TG_S)$, target domain $VL(TG_T)$, the set $R$ of correspondence relations given by $R = VL(TG)$, the set $C$ of consistent correspondence relations $C \subseteq R$ given by $C = VL(TGG)$, (i.e., $R$ contains all integrated models and $C$ all consistent integrated ones), and sets $\Delta_S, \Delta_T$ of graph modifications for the source and target domains, given by $\Delta_S = \{ a : G^S \to G'^S \mid G^S, G'^S \in VL(TG_S) \}$, and $\Delta_T = \{ b : G^T \to G'^T \mid G^T, G'^T \in VL(TG_T) \}$, and $a$ is a graph modification) and $\Delta_T = \{ b : G^T \to G'^T \mid G^T, G'^T \in VL(TG_T) \}$, and $b$ is a graph modification), respectively.

$$
\begin{align*}
\forall c \in C : & \quad G^S \vdash c \vdash G^T \\
(a1) : & \quad G^S \vdash fPpg \vdash G^T \\
(a2) : & \quad G^S \vdash fPpg \vdash G^T \\
(b1) : & \quad G^S \vdash bPpg \vdash G^T \\
(b2) : & \quad G^S \vdash bPpg \vdash G^T \\
(c1) : & \quad \forall \vdash fPpg \vdash \vdash G^S \vdash \vdash G^T \\
(c2) : & \quad \forall \vdash bPpg \vdash \vdash \forall \vdash fPpg \vdash \vdash G^S \vdash \vdash G^T \\
(d1) : & \quad \forall \vdash fPpg \vdash \vdash G^S \vdash \vdash G^T \\
(d2) : & \quad \forall \vdash bPpg \vdash \vdash \forall \vdash fPpg \vdash \vdash G^S \vdash \vdash G^T \\
\end{align*}
$$

Fig. 3.5 Laws for correct and (weak) invertible synchronization frameworks

Given a TGG model framework, the synchronization problem is to provide suitable total and deterministic forward and backward operations $\odot Ppg$ and $\odot Ppg$ that propagate updates on one model ($G^S$ or $G^T$) to the other model. More precisely, given an integrated model (a correspondence relation) $G^S \equiv G^T$ and an update $a : G^S \to G'^S$, the operation $\odot Ppg$ must propagate the update $a$ to $G^T$ returning as results an update $b : G^T \to G'^T$ and a correspondence relation $G'^S \equiv G'^T$. Similarly, $\odot Ppg$ is the dual operation that propagates updates on target models to updates on source models. The effect of these operations is depicted schematically in the diagrams on Fig. 3.6, which we call synchronization tiles, where we use solid lines for the inputs and dashed lines for the outputs.

![Diagram showing synchronization tiles](image-url)

Fig. 3.6 Synchronization operations
concerning \( bPpg \). Moreover, the sets \( VL_S \) and \( VL_T \) specify the consistent source and target models, which are given by the source and target components of the integrated models in 
\( C = VL(TGG) \).

**Definition 3.4 (Synchronization Problem and Framework)**

Let \( MF = (VL(TG_S^D), VL(TG_T^D), R, C, A_S, A_T) \) be a TGG model framework. The forward synchronization problem is to construct an operation \( fPpg : R \otimes A_S \rightarrow R \times A_T \) leading to the left diagram in Fig. 3.6, where \( R \otimes A_S = \{(r, a) \in R \otimes A_S | r: G^S \leftrightarrow G^T, a: G^S \rightarrow G^S\} \), i.e., \( a \) and \( r \) coincide on \( G^S \). The pair \((r, a) \in R \otimes A_S\) is called premise and \((r', b) \in R \times A_T\) is called solution of the forward synchronization problem, written \( fPpg(r, a) = (r', b) \). The backward synchronization problem is to construct an operation \( bPpg \) leading to the right diagram in Fig. 3.6. Operation \( fPpg \) is called correct with respect to \( C \) if axioms \((a1)\) and \((a2)\) in Fig. 3.5 are satisfied and, symmetrically, \( bPpg \) is called correct with respect to \( C \), if axioms \((b1)\) and \((b2)\) are satisfied.

Given total and deterministic propagation operations \( fPpg \) and \( bPpg \), the derived synchronization framework \( Synch(TGG) \) is given by \( Synch(TGG) = (MF, fPpg, bPpg) \). It is called correct, if \( fPpg \) and \( bPpg \) are correct: it is weakly invertible if axioms \((c1)\) and \((c2)\) in Fig. 3.5 are satisfied, and it is invertible if additionally axioms \((d1)\) and \((d2)\) in Fig. 3.5 are satisfied.

Invertibility (laws \((d1)\) and \((d2)\)) means that the propagation operations are essentially inverse of each other. For instance, axiom \((d1)\) states that if we propagate update \( a_1 : G^S \rightarrow G^S \) to \( G^T \) obtaining as result update \( b \), and now we propagate update \( b \) to \( G^S \), we obtain the same result \( G^S \). However, notice that we do not require that the resulting update \( a_2 \) must coincide with \( a_1 \). In particular, it may be possible that the set of elements of \( G^S \) that are not modified by \( a_1 \) may not coincide with the set of elements that are not modified by \( a_2 \), even if they produce the same result \( G^S \) (see Ex. 3.5 below). However, as we show in Sec. 8, we are able to ensure the more flexible notion of weak invertibility (laws \((c1)\) and \((c2)\)) for our example. More precisely, weak invertibility expresses that the two operations are the inverse of each other, up to certain information that may be lost when applying the operations. For instance, in axiom \((c1)\) the intuition is that update \( b \), the result of propagation of update \( a_1 \), may ignore part of the information added by \( a_1 \), because this kind of information may not be relevant for target models. As a consequence, when propagating \( b \) to \( G^S \) this information would be lost. However, this law also states that no information added by update \( b \) would be ignored when propagating it to \( G^S \). The reason is that all that information was, in some sense, included in update \( a_1 \), so it must be relevant for source models.

**Example 3.5 (Invertibility and Weak Invertibility)** Consider a model update \( b_1 \) of a given target model, as depicted in Fig. 3.7 where a new person is added together with his birth date, leading to a target model \( G^T \). The propagation via \( bPpg \) yields an update \( a \), whose resulting source model \( G^S \) includes that person without his birth date. Now, the propagation of \( a \) via \( fPpg \) yields an update \( b_2 \) whose resulting target model \( G^{T'} \) does not contain any information about the birth date. Therefore, \( G^T \not\rightarrow G^{T'} \) meaning that \( Synch(TGG) \) is not invertible, since law \((d2)\) does not hold. However, if we continue the diagram and perform an additional backward propagation as in Fig. 3.8 we derive a source update that coincides again with \( a \), i.e., the diagrams satisfies law \((c2)\) of weak invertibility.

### 4 Model Transformation Based on TGGs

In the previous section, we have seen how we can use TGGs to specify the set of consistent correspondences between two classes of models. In this section, we show how we can use TGGs to implement (bidirectional) model transformations [33, 12]. More precisely, given a source model \( G^S \) (respectively, a target model \( G^T \)), the model transformation problem is to find a target model \( G^T \) (respectively, a source model \( G^S \)) such that \( G^S \leftrightarrow G^T \) is a consistent correspondence (or, equivalently, \( G^S \leftrightarrow G^T \) belongs to the language generated by the TGG). In particular, we will see that this can be done by means of the operational transformation rules that can be generated automatically from a TGG.

There are four classes of operational transformation rules, source rules allow us to parse source models, forward rules build target models out of source models, target rules allow us to parse target models, and finally backward rules build source models out of target models. In particular, for a given TGG, the sets \( TR_S \) and \( TR_T \), including all source and forward rules, respectively, are derived from the triple rules \( TR \) in the TGG as shown in Fig. 4.1. Their construction is shown by Ex. 4.1. The sets of target rules \( TR_T \) and backward rules \( TR_B \) are derived analogously. Moreover, in [12], the generation of operational transformation rules has been extended to triple rules with negative application conditions.
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Example 4.1 (Operational Transformation Rules) The rules in Fig. 4.2 are the derived source and forward rules of the triple rule \( tr_s \). Let us suppose that we want to find a model \( G^T \) from a source model \( G^S \) such that \( G^S \leftrightarrow G^T \) is a consistent correspondence (assuming that this model exists). If \( G^S \leftrightarrow G^T \) is consistent this means that, starting from the empty triple graph, there must be a derivation (0 \( \leftrightarrow \) 0) \( tr_1 \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \) \( \Rightarrow \) \( S \leftrightarrow F \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \), where \( G^S \leftrightarrow G^T \) \( \Rightarrow \) \( S \leftrightarrow F \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \) and \( tr_1 \) is a triple rule in the TGG. Now we may notice that each triple rule can be seen as the composition of its associated source rule followed by its associated forward rule. This means that the above derivation is equivalent to the derivation (0 \( \leftrightarrow \) 0) \( tr_1 \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \) \( \Rightarrow \) \( S \leftrightarrow F \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \), where each source rule \( tr_s \) and its associated forward rule \( tr_f \) are applied with a compatible match. But, since the application of a source rule \( tr_s \) is independent of the application of any forward rule \( tr_f \), provided that \( i < j \), we have that the previous derivation is equivalent to the derivation (0 \( \leftrightarrow \) 0) \( tr_2 \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \) \( \Rightarrow \) \( S \leftrightarrow F \) \( \Rightarrow \) \( G^S \leftrightarrow G^T \), where each source rule \( tr_s \) and its associated forward rule \( tr_f \) are applied with a compatible match.

In this sense, we say that a forward transformation sequence (\( G_0 \) \( tr_f \) \( G_n \)) is source-consistent if there is a corresponding source sequence (\( \emptyset \) \( tr_s \) \( G_0 \)), such that the matches of corresponding source and forward steps are compatible; and, as a consequence, we know that a source model \( G^S \) can be transformed into a target model \( G^T \) if there is a source-consistent forward transformation sequence (\( G^S \leftrightarrow \emptyset \) \( tr_f \) \( G^T \)). The set of all source consistent forward sequences defines a model transformation based on forward rules from the source domain \( VL(TG^S) \) to the target domain \( VL(TG^T) \).

Definition 4.2 (Model Transformation based on Forward Rules) A model transformation sequence (\( G^S \), \( G_0 \) \( tr_f \) \( G_n \)) consists of a source graph \( G^S \), a target graph \( G^T \), and a source consistent forward TGF-sequence \( G_0 \) \( tr_f \) \( G_n \) with \( G^S = G_0 \) and \( G^T = G_n \). A model transformation MT : \( VL(TG^S) \Rightarrow VL(TG^T) \) is defined by all model transformation sequences (\( G^S \), \( G_0 \) \( tr_f \) \( G_n \)) with \( G^S \in VL(TG^S) \) and \( G^T \in VL(TG^T) \).

Hence, source consistency is a control condition that has to be used in the construction of forward transformation sequences, in order to implement a model transformation based on TGGs. In principle, the source sequence is obtained a priori by parsing the given source model in order to guide the forward transformation. However, source and forward sequences can be constructed simultaneously and backtracking can be reduced (c.f. Sec. 6) in order to derive efficient executions of model transformations [12,22].

Model transformations based on forward rules as defined above are always correct and complete [12,18,22] in the following sense. Correctness means that for each source model \( G^S \) that is transformed into a target model \( G^T \) there is a model \( G = (G^S \rightarrow G^T) \) in the language of consistent integrated models \( VL(TG) \) defined by the TGG. Completeness ensures that for each consistent source model there is a forward transformation sequence transforming it into a consistent target model.

5 Model Transformation and Making use of Translation Attributes

According to the results presented in the previous section, in order to build forward transformation sequences to implement model transformations, we need to use source consistency as a separate control condition. In this section, we show how we can automatically integrate the computation of source consistency in the model transformation process. The idea is to use translation attributes and forward translation rules instead of standard forward rules. In particular, as shown in [22], this allows for the efficient implementation and analysis of model transformations. We also show that the same idea can be used to partially parse a given triple model \( G \), where partial parsing means finding a maximal consistent submodel \( G_0 \subseteq G \). For this reason, the rules needed in this case are called consistency creating rules. The section is organized as follows, first we describe what translation attributes are. Then we define forward translation rules and consistency creating rules, and how they are used. Finally, we provide some discussion about termination of transformations using these rules.
Translation attributes are boolean-valued attributes that we associate to nodes, edges, and also other attributes to denote if that element has been translated or not, in the case of model transformation, or if it has been parsed or not, in case that we are interested in finding a maximal consistent submodel of a given model. In general, we may not want to add translation attributes to the complete graph, but only to a part of it. For instance, in the case of forward transformation we just need to add attributes to the source part. More precisely, given an attributed graph AG and a subset M of its elements (nodes or edges), we call AG′ a graph with translation attributes over AG if it extends AG with one Boolean-valued attribute tr_x, for each element x in M and one Boolean-valued attribute tr_x,y for each attribute associated to such an element x in M. The set M of marked elements, together with all these additional translation attributes is denoted by Att_M.

Using the concept of translation attributes we provide extended operational rules, called operational translation rules, such that transformations via these rules do not need to be controlled by a separate control condition. There are three sets of operational translation rules that we derive from a given TR of TGG-triple rules: TR_FT (the set of forward translation rules), TR_BT (the set of backward translation rules) and TR_CC (the set of consistency creating rules).

A forward translation rule tr_FT, introduced in [25], extends the forward rule tr by additional Boolean valued translation attributes, which are markers for elements in the source model and specify whether the elements have been translated already. Each forward translation rule tr_FT turns the markers of the source elements that are translated by this rule from F to T (i.e., the elements that are created by tr_S). This way, we can ensure that each element in the source graph is not translated twice, but exactly once. The idea of how forward translation rules are used to implement model transformations works as follows. At the beginning, the source model of a model transformation sequence is extended by translation attributes that are all set to “F”. Then, the application of a forward translation rule sets to “T” all the elements that are translated by the rule. Finally, the model transformation is successfully executed if the source model is completely marked with T. However, if we arrive to a model which cannot be further transformed and where some of its translation attributes are F then we know that the transformation process has failed and we would probably have to backtrack to find a correct transformation. In the examples, we indicate these markers by check marks in the visual notation and by bold face in the graph representation.

Due to the modification of the translation attributes, the rules are deleting, which means that, technically, the rules cannot be denoted by inclusions L ↦ R. As a consequence, from a formal point of view, triple transformations are not defined as a pushout, but in terms of the classical double pushout (DPO) approach [11]. Moreover, according to the theory of graph transformation ([11]), the application of a deleting graph transformation rule must satisfy the so-called gluing condition. However, in the case of the operational triple rules with translation attributes, this is guaranteed. The reason is that forward translation rules are deleting only on attribution edges, where there are no dangling points, and all identification points are preserved for almost injective matches.

Consistency creating rules are used to compute maximal subgraphs G_k of a given triple graph G typed over TG, such that G_k ∈ VL(TGG). In the special case that G ∈ VL(TGG), we know that G_k = G. Each consistency creating rule switches labels from F to T for those elements that would be created by the corresponding TGG-rule in TR. This means that elements in the left hand side L_CC = R are labeled with T, if they are also contained in L, and they are labeled with F otherwise. Accordingly, all elements in the right hand side R_CC are labeled with T.

The operational translation rules of a TGG are used for the propagation of changes during a synchronization. They consist of the derived forward translation, backward translation and consistency creating rules.

**Definition 5.1 (Operational Translation Rules)** Given a triple rule tr = (L ↦ R) and its derived source rule tr_S = (L_S ↦ R_S), target rule tr_T = (L_T ↦ R_T), forward rule tr_F = (L_F ↦ R_F) and backward rule tr_B = (L_B ↦ R_B), the...
The consistency creating rules \( tr_{CC} \) are given by consistency creating rule \( tr_{CC} = (L_{CC} \overset{\leftarrow}{\rightarrow} K_{CC} \overset{\rightleftarrows}{\rightarrow} R_{CC}) \), forward translation rule \( tr_{FT} = (L_{FT} \overset{\leftarrow}{\rightarrow} K_{FT} \overset{\rightleftarrows}{\rightarrow} R_{FT}) \), and backward translation rule \( tr_{BT} = (L_{BT} \overset{\leftarrow}{\rightarrow} K_{BT} \overset{\rightleftarrows}{\rightarrow} R_{BT}) \) defined in Fig. 5.1 using the notation based on translation attributes. By \( TR_{CC} \), \( TR_{FT} \), \( TR_{BT} \) we denote the sets of all derived consistency creating, forward translation and backward translation rules, respectively.

**Remark 5.2 (Construction of Operational Rules)** Not that in Fig. 5.1 \((B + A C)\) is the union of \(B\) and \(C\) with shared \(A\), such that for instance \((L_{FT} + N)\) is the union of \(L_{FT}\) and \(N\) with shared \(L\). Also, \(G \oplus Att_{T}\) denotes adding to the graph \(G\) translation attributes for all the elements and attributes included in \(M \subseteq G\), and moreover all these attributes are set to \(T\). Similarly, \(G \oplus Att_{B}\) denotes adding to \(G\) all these attributes, but this time they are set to \(F\).

**Remark 5.3 (Interdependencies between Operational Rules)** The consistency creating rules \( TR_{CC} \) are used in Sec. 7 for marking the already consistent parts of a given integrated model in the second sub-phase of the synchronization. The forward and backward translation rules are used for the third sub-phase. This third sub-phase can be interpreted as a completion of the computed sequence of the second sub-phase.

We show in Sec. 7 that this continuation is always possible if the sets of operational rules are deterministic, for which we also provide an automated check and analysis. If a TGG does not ensure deterministic sets of operational rules, the computed maximal subgraph via \( TR_{CC} \) may be too large to find a corresponding completion via forward (backward) translation rules. In this case, a possible solution would be to perform backtracking for sub-phases 2 and 3 of the synchronization.

**Example 5.4 (Derived Sets of Consistency Creating Rules)** Figures 5.2-5.3 show the set of the consistency creating rules derived from the triple rules in Ex. 3.2 according to Def. 5.1. They do not modify the structure of a triple graph, but only the translation attributes. They are used for marking consistent substructures of a given triple graph, i.e., of a given integrated model. By applying all derived consistency creating rules as long as possible to a given triple graph, we obtain a maximal consistent triple graph that is contained in \(G\) is computed. Intuitively, for each element \(x \in R\) (node, edge, or attribute) of a triple rule \(tr = (L \rightarrow R)\) a separate translation attribute \((tr_1, tr_2, \ldots)\) is added for the consistency creating rule \(tr_{CC}\). If an element \(x \in R\) is preserved by the triple rule \(tr = (x \in L)\), then the consistency creating rule preserves it as well and the translation attribute has value \(T\). Otherwise, if \(x \in R\) is created by \(tr = (x \in R \setminus L)\), then it becomes a preserved element in the consistency creating rule \(tr_{CC}\) and the corresponding translation attribute is changed from \(F\) to \(T\). In visual notation, this means that all plus signs are replaced by additional translation attributes whose values are changed from \(F\) to \(T\) and we denote such a modification by \([F \Rightarrow T]\).

**Example 5.5 (Derived Sets of Forward Translation Rules)** Figures 5.4-5.5 show the set of the forward translation rules derived from the triple rules in Ex. 3.2 according to Def. 5.1. These rules are used for translating a source model into its corresponding target model. For this reason, the rules are only modifying the translation attributes on the source component. Intuitively, for each element \(x \in R\) (node, edge, or attribute) of a triple rule \(tr = (L \rightarrow R)\) a
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Fig. 5.3 Derived Operational Triple rules: \( TR_{CC} \) (part 2)

Fig. 5.4 Derived Operational Triple rules: \( TR_{FT} \) (part 1)

Fig. 5.5 Derived Operational Triple rules: \( TR_{FT} \) (part 2)

separate translation attribute (\( tr \) or \( tr_x \)) is added for the forward translation rule \( tr_{FT} \). If an element \( x \in R^f \) is preserved by the triple rule \( tr \), then the forward translation rule preserves it as well and the translation attribute has value \( T \). Otherwise, if \( x \in R^f \) is created by \( tr \), then it becomes a preserved element in the forward translation rule \( tr_{FT} \) and the corresponding translation attribute is changed from \( F \) to \( T \). In visual notation, this means that each plus sign in the source component of a triple rule is replaced by an additional translation attribute whose value changes from \( F \) to \( T \).

Note that the rules 6-8 are contained in \( TR_{FT}^{+} \), i.e., they are identities on the source component and according to Def. 3.4 they are not used for \( fPpg \), which is based on \( TR_{FT}^{+} \). This is important to ensure termination (cf. Rem. 5.10) and we show by Fact 7.8 that the derived sets of operational rules are kernel-grounded (cf. Def. 6.5). For this reason, the reduced set still ensures completeness according to Rem. 6.6 and Thm. 8.2.

Example 5.6 (Derived Sets of Backward Translation Rules) Figures 5.6-5.7 show the set of the backward translation rules derived from the triple rules in Ex. 3.2 according to Def. 5.1. They are derived dually to the case of forward translation rules and used for the translation of target models into their corresponding source models. Thus, they do only modify translation attributes on the target component. Intuitively, for each element \( x \) in the target component \( R^t \) (node, edge, or attribute) of a triple rule \( tr = (L \rightarrow R) \) a separate translation attribute (\( tr \) or \( tr_x \)) is added for the backward translation rule \( tr_{BT} \). If an element \( x \in R^t \) is preserved by the triple rule \( tr \), then the backward translation rule preserves it as well and the translation attribute has value \( T \). Otherwise, if \( x \in R^t \) is created by \( tr \), then it becomes a preserved element in the backward translation rule \( tr_{BT} \) and the corresponding translation attribute is changed from \( F \) to \( T \). In visual notation, this...
means that all plus signs in the target component are replaced by additional translation attributes whose values are changed from F to T. Note that all backward translation rules are used for bPpg in contrast to operation fPpg before.

We define model transformations based on forward translation rules in a similar but slightly different way than for forward rules in Def. 4.2. In both cases we start the transformation process with a triple graph that consists only of the given source graph, i.e., the target and the connection graphs are the empty graphs. But now, the source graph is completely marked with F-valued translation attributes, indicating that no element from the graph has been translated yet. Then, instead of applying to the start graph a source consistent forward transformation sequence, we apply a sequence of forward translation transformations leading to a graph whose source part is completely marked with T, meaning that all the elements from the given source graph have been translated. These transformation sequences are called complete forward translation sequences.

**Definition 5.7 (Complete Forward Translation Sequence)**

A forward translation sequence \( G_0 \xrightarrow{\mathcal{T}} G_n \) with almost injective matches is called complete if \( G_n \) is completely translated, i.e., all translation attributes of \( G_n \) are set to true ("T").

A model transformation based on forward translation rules transforms models from the source domain into models of the target domain by executing complete forward translation sequences. Given a concrete source model, then the resulting target model of the model transformation is obtained by restricting the resulting triple graph of the forward translation sequence to the target component. We have shown in [22] that model transformation sequences based on forward rules and those based on forward translation rules, respectively, are equivalent. This ensures that the derived model transformation relations are the same.
Definition 5.8 (Model Transformation Based on Forward Translation Rules) A model transformation sequence \((G^S, G'_0 \xrightarrow{r^T} G'_n, G^T)\) based on forward translation rules \(TR^T\) consists of a source graph \(G^S\), a target graph \(G^T\), and a complete TGT-sequence \(G'_0 \xrightarrow{r^T} G'_n\) typed over \(G'_n = TG^T\). Each application of a consistent creating rule modifications of a given triple graph \(G'\) from \(F\) to \(T\) preserves the structural part \(G'_n\) contained in \(G'\). Therefore, the resulting triple graph \(G'_n\) extends \(G\) with translation attributes only, i.e., some are set to \(T\) and the remaining ones to \(F\).

Definition 5.9 (Consistency Creating Sequence) Given a triple graph grammar \(TGG = (TG, \emptyset, TR)\), a triple graph \(G\) typed over \(TG\) and let \(TR^T\) be the set of consistent creating rules of \(TR\). A consistency creating sequence \(s = (G, G'_0 \xrightarrow{r^T} G'_n)\) is given by a TGT-sequence \(G'_0 \xrightarrow{r^T} G'_n\) typed with \(G'_n = G^T\{G'_0 = \text{Att}^T(G) \leftarrow \emptyset \Rightarrow \forall\} \) and \(G'_n = \text{Att}^T(G'') \leftarrow \forall \Rightarrow \forall\) for some source graph \(G'' \in VL(TG^S)\).

Consistency creating sequences as defined in Def. 5.9 below, are used for computing a maximal consistent part of a given triple graph, which is used for the auxiliary operation \(\emptyset\) defined in Sec. 7. A consistency creating sequence starts at a triple graph \(G'_0 = \text{Att}^T(G)\), i.e., at a triple graph where all elements are marked with \(F\). Each application of a consistency creating rule modifies some translation attributes of an intermediate triple graph \(G'_i\) from \(F\) to \(T\) and preserves the structural part \(G'_i\) contained in \(G'_n\). Therefore, the resulting triple graph \(G'_n\) extends \(G\) with translation attributes only, i.e., some are set to \(T\) and the remaining ones to \(F\).

6 Deterministic TGGs

Since transformation systems are not deterministic in general, we introduce the concept of policies for transformation rules in order to obtain deterministic sets of operational translation rules for the synchronization operations. The main idea is to restrict the matches of a transformation rule using additional attribute conditions in order to eliminate ambiguous results.

An attribute condition \(\text{attCon}\) for a (triple) rule \(r : L \rightarrow R\) is a set of equations for attribute values. A match \(m : L \rightarrow G\) satisfies \(\text{attCon}\) written \(m \models \text{attCon}\) — if the evaluation of attribute values satisfies each equation. In our case study, we use one attribute condition (see Ex. 6.3).

A policy can be arbitrary restrictive in general. In the context of model synchronization, we need to ensure that the propagation operations are still defined for all valid inputs. For this reason, we introduce the notion of a conservative policy. In the case of forward propagation, a policy for the set of forward translation rules is conservative, if all valid source models can be translated.

Definition 6.1 (Policy for Operational Translation Rules) Given a TGG and let \(TR^T\) be the derived set of forward translation rules. A policy \(\text{pol} : TR^T \rightarrow TR'^T\) for restricting the applications of the rules in \(TR^T\) maps each rule \(r \in TR^T\) to an extended rule \(r' \in TR'^T\), where \(r'\)
is given by \( tr_{FT} \) extended by a set of additional attribute conditions \( Attc_{pol}(tr_{FT}) \). The policy \( pol \) is called conservative, if the derived model transformation relation \( MTR_{FT} \subseteq VL_4 \times VL_4 \) based on \( TR'_{FT} \) is left total and is contained in the model transformation relation \( MTR_{FT} \) derived from \( TR_{FT} \), i.e., \( MTR'_{FT} \subseteq MTR_{FT} \).

A policy for backward translation rules \( TR_B \) is defined analogously by replacing \( FT \) with \( BT \) and it is conservative if the derived model transformation relation \( MTR_{BT} \subseteq VL_4 \times VL_5 \) is left total and contained in \( MTR_{BT} \).

In order to automatically check that a policy is conservative we provide a sufficient condition by \[\text{Lemma 6.2 below} \] based on the analysis of dependencies between rules \[\text{[11].} \]

Intuitively, two transformation steps \( G_0 \xrightarrow{p_1,m} G_1 \xrightarrow{p_2,m} G_2 \) are sequentially independent, if (1) there is no use-delete dependency (the first step uses (creates or reads) an element (node, edge, or attribute) that is deleted by \( p_2 \) in the second step) and (2) there is no forbid-produce dependency. A produce-forbid dependency occurs if the first step forbids a pattern by a negative application condition of \( p_1 \) and the second step produces some elements of it, such that applying the second step first will disable the execution of the first step thereafter.

A policy restricts the applicability of rules. The main challenge is to ensure that the restrictions are not too strict. In more detail, for each valid input model of an operational transformation sequence we have to ensure that there is an equivalent transformation sequence respecting all restrictions of the policy. The key idea is to check for each restriction of a rule \( r \) whether there are rules that could depend on the execution of \( r \). If we can show that there is no dependency to all possible subsequent steps in an operational transformation sequence, we can conclude that all steps via \( p \) can be shifted to the end of the sequence. This allows us to focus on \( p \) itself. As stated by \[\text{Lemma 6.2 below} \] it is then sufficient to show that for each match of \( p \) there is an equivalent match satisfying the conservative policy.

**Lemma 6.2 (Conservative Policy)** Let \( pol : TR_{FT} \to TR'_{FT} \) be a policy, such that for each rule \( tr_{FT}' \in pol(tr_{FT}) \) in \( TR'_{FT} \) with \( tr : L \to R \) the following condition holds.

1. Given a match \( m : L \to G \) for \( tr_{FT} \), then there is also a match \( m' : L \to G \) for \( tr_{FT}' \) satisfying \( Attc_{pol}(tr_{FT}) \).
2. If \( Attc_{pol}(tr_{FT}) \neq \emptyset \), then for each rule \( tr_2 \in TR_{FT} \) with \( tr_{FT}' \neq tr_2 \) the pair \((tr_{FT}',tr_2)\) is sequentially independent.

Then, the policy \( pol \) is conservative (cf. \[\text{Def. 6.1}.\]) A similar fact holds for a policy \( pol : TR_{BT} \to TR'_{BT} \) concerning backward translation rules.

**Proof (Idea)** According to \[\text{Def. 6.1} \] policy \( pol \) is conservative, if the derive model transformation relation \( MTR_{BT} \) is left total. The model transformation relation \( MTR_{BT} \) based on \( TR_{BT} \) is left total due to the completeness result for TGG model transformations based on forward translation rules (cf. Thm. 1 in \[\text{[22].} \]) Thus, given a source model \( G^5 \in VL_5 \), there is a complete forward transformation sequence \( s_{FT} \) via \( TR_{FT} \). We have to show that there is also a complete forward transformation sequence \( s_{FT}' \) via \( TR'_{FT} \). First of all, \( MTR_{FT}' \subseteq MTR_{FT} \), because the additional attribute conditions only restrict the possible transformation sequences and no additional ones are possible. Item (1) in \[\text{Lemma 6.2} \] ensures that for each step \( s_{FT} \) in \( s_{FT}' \) via \( TR_{FT} \), there is a step \( s_{FT}' \) via \( TR'_{FT} \), but this step may differ on the resulting triple graph. However, item (2) ensures that there is no subsequent step in \( s_{FT} \) via a different rule that is sequentially dependent to neither \( s_{FT} \) nor \( s_{FT}' \). Therefore, we can iteratively exchange the original steps with corresponding ones via \( TR_{FT} \), shift them to the end of the sequence, and continue with the next step that is not via \( TR'_{FT} \). Finally, we derive a complete forward transformation sequence \( s_{FT}' \) via \( TR'_{FT} \).
are those derived from the source identic triple rules $TR^{ts}$. Vice versa, the kernel backward translation rules $TR^{bt}$ are the backward translation rules that are derived from the target creating triple rules $TR^{ts}$ that are derived from the target identic triple rules. Finally, the kernel consistency creating triple rules, however, are given by the complete set of consistency creating rules $TR^{cc}$.

The restriction of the set of operational rules can possibly cause that for a valid input model, there is no longer a valid operational transformation sequence via forward or backward translation rules, respectively. However, we can use the same idea as before and check that the remaining rules do not depend on the omitted ones ($TR^{ts}$ and $TR^{bt}$) as stated by Remark 6.4 below. This ensures that the rules that do not change any translation attribute can be shifted to the end of each sequence and thus, can be omitted while still all valid input models can be processed successfully.

**Remark 6.4 (Shifting of Independent Steps)** Given two sets $P_1$ and $P_2$ of rules such that each pair $(p_1, p_2) \in P_1 \times P_2$ is sequentially independent. Then, there is a transformation sequence $(G \Rightarrow H)$ via $(P_1 \cup P_2)$ if and only if there are transformation sequences: $s_1 = (G \Rightarrow^* G_1)$ via $P_2$ and $s_2 = (G_1 \Rightarrow^* H)$ via $P_1$ with same $G_1$. This result is shown by Fact 3 in App. A.2 in [24].

Now, we come to the most important property that has to be checked for the operational translation rules in order to ensure correct propagation operations—deterministic behavior. First of all, this means that their execution has functional behavior, i.e., ensures unique results. In addition to that, their execution does not require backtracking. This means that once an operational translation rule is applied, we do not have to undo the step during the synchronization process. Moreover, we have to ensure termination. For this purpose, we introduce the notion of kernel-grounded operational translation rules and show thereafter that this property allows us to re-introduce the notion of kernel-grounded operational translation rules.

**Definition 6.5 (Kernel-Grounded and Deterministic Sets of Operational Translation Rules)** Let $TGG = (TG, \emptyset, TR)$ be a triple graph grammar, from which we obtain the operational translation rules $TR^{cc}$, $TR^{ft}$, and $TR^{bt}$. They are called kernel-grounded, if the pairs $(TR^{ft}, TR^{bt})$ and $(TR^{ts}, TR^{bt})$ are sequentially independent. This means that there is no pair $(p_1, p_2)$ of sequentially dependent rules with either $(p_1, p_2) \in (TR^{ft} \times TR^{bt})$ or $(p_1, p_2) \in (TR^{ts} \times TR^{bt})$.

The sets of operational translation rules $TR^{cc}$, $TR^{ft}$, and $TR^{bt}$ (possibly extended by conservative policies) are called deterministic, if they have functional behavior and do not require backtracking.

The tool AGG [37] supports the automated analysis of dependencies between rules. We apply this analysis engine to check whether a policy is conservative and that the reduced sets of operational rules are sufficient to ensure completeness of the propagation operations.

In order to check that the sets of operational translation rules are kernel-grounded and deterministic, we first describe how the preconditions of [Def. 6.5] are checked using the tool AGG.

1. Sequential independence of the pairs $(TR^{ft}, TR^{bt})$ and $(TR^{ts}, TR^{bt})$: we can use the tool AGG for the analysis of rule dependencies based on the generation of critical pairs according to Fact 2 in [24].

2. Applied policies are conservative: According to Lem. 6.2 This requires that the additional application conditions according to the policy restricts the evaluation of attribute values only, i.e., the assignment of variables. We have to show that the existence of matches is preserved for each rule and that other rules are not sequentially dependent. For the latter, we can again use the tool AGG and validate that the corresponding table entries show the value 0. The preservation of the existence of matches can be ensured by checking that the affected variables are free in the unmodified rule ($tr_{ft}$ or $tr_{bt}$), i.e., they are not part of a term that is connected to a node in the LHS ($L_{ft}$ or $L_{bt}$).

Moreover, we can apply the presented results for showing that the derived model transformation relations are left total. This is the basis to ensure that the propagation operations are left total.

**Remark 6.6 (Left Totality)** If the sets of operational translation rules of a TGG are kernel-grounded, we can conclude that the forward model transformation relations $MTR^{ft}$: $VL(TG') \Rightarrow VL(TG)$ based on $TR^{ft}$ and the backward model transformation $MTR^{bt}$: $VL(TG') \Rightarrow VL(TG)$ based on $TR^{bt}$ specify left total relations as shown by Fact 5 in [24]. This means that the model transformations can be performed on reduced sets of operational translation rules. Source identic triple rules $TR^{ft}$ are not used for forward translations and target identic triple rules $TR^{bt}$ are not used for backward translations. According to Def. 6.1 we can specify conservative policies in order to reduce the amount of possible transformation sequences and derive left total model transformation relations $MTR^{ft}$ and $MTR^{bt}$ that use these policies.

In order to check that the derived sets of operational translation rules have functional behavior and do not require backtracking, we first show by Lem. 6.7 below that we can ensure termination if all operational translation rules modify at least one translation attribute. We generally assume that the input models are finite on the structure part, i.e., the carrier sets of the data values can be infinite, but the graph nodes and all sets of edges are finite.

**Lemma 6.7 (Termination)** Let $TGG = (TG, \emptyset, TR)$ be a triple graph grammar, where $TR$ does not contain a trivial triple rule $tr = (L \rightarrow R)$ with $L = R$. Let further $TR^{cc}$, $TR^{ft}$, and $TR^{bt}$ be the derived sets of operational translation rules for consistency creating, forward translation and backward translation, respectively according to Def. 5.1 and possibly extended by some policies. Then, the transformation systems
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$TR_{CC}, TR_{BT}^\Sigma,$ and $TR_{BT}^\Omega$ are terminating for any finite input triple graph.

**Proof (Idea)** As described in [Rem. 5.10], an operational translation rule may change the value of a translation attribute from $F$ to $T$, but not vice versa. Since the amount of elements that are marked with translation attributes is not changed by any operational translation rule and the input models are finite, we can conclude that any transformation sequence via the given sets terminates. For the full proof see Fact 8 in [24], which is based on [22].

Functional behavior of a transformation system means that the execution of the system yields unique results. In the context of model transformations, the execution may involve backtracking. Consider, e.g., a forward translation sequence where no further operational rule is applicable, but the source model is not completely translated. In this case, further sequences may exist, because of non-determinism concerning the choice of possible transformation rules and matches.

A system of operational translation rules has functional behavior and does not require backtracking, if all significant critical pairs are strictly confluent as shown by Fact 9 in [24] based on a corresponding result for forward translation rules in [22].

**Remark 6.8 (Analysis of Functional Behavior and Backtracking)** The tool AGG [37] provides an analysis engine for generating the complete set of critical pairs as described in [22] and we provide the analysis results for our example TGG in Sec. 7. A critical pair $(P_1 \xrightarrow{p_1,m_1} K \xrightarrow{p_2,m_2} P_2)$ consists of two parallel dependent transformation steps. It is significant, if it can be embedded in a transformation sequence via operational translation rules starting at a valid input model (cf. Def. 17 in [24]). A critical pair concerning a forward model transformation is not significant, if the source component of $K$ cannot be embedded in a valid source model, because changes to the source component only occur on translation attributes. The dual result holds for backward model transformations.

Strict confluence of a critical pair requires that we provide sequences of transformation steps $(P_1 \xrightarrow{r_1} H \xrightarrow{r_2} P_2)$ solving the conflict $(P_1 \xrightarrow{p_1,m_1} K \xrightarrow{p_2,m_2} P_2)$ in a compatible and NAC-consistent way [11]. This means that any element that is preserved in $(P_1 \xrightarrow{p_1,m_1} K \xrightarrow{p_2,m_2} P_2)$ is also preserved in $(P_1 \xrightarrow{r_1} H \xrightarrow{r_2} P_2).$ If no critical pair exists at all, we directly derive that the system has functional behavior and does not require backtracking.

**7 Synchronization Based on TGGs**

This section shows how to construct the operation $\mathfrak{FPgg}$ of a TGG synchronization framework (cf. Def. 3.4) as a composition of auxiliary operations (fAln, Del, fAdd). Symmetrically, operations (bAln, Del, bAdd) are used to define the operation $\mathfrak{bPgg}.$ As a general requirement, the given TGG has to provide deterministic sets of operational translation rules, meaning that the algorithmic execution of the forward translation, backward translation, and consistency creating rules ensures functional behavior (unique results) and does not require backtracking. For this purpose, additional policies can be defined that restrict the matches of operational translation rules as presented in Sec. 6 by Lem. 6.2. Rem. 6.8 in Sec. 6 provides sufficient conditions for deterministic operational translation rules. We provide additional static conditions and automated checks in the technical report [24].

The general synchronization process is performed as follows (see Def. 7.1 and Fig. 7.1 where we use double arrows (⇒) for correspondence in the signature of the operations, and the explicit triple graphs for the construction details). Given two corresponding models $G^S$ and $G^T$ and an update of $G^S$ via the graph modification $a = (G^S, b, D^S, G^S)$ with $G^S \in \mathcal{VL}_S$, the forward propagation $\mathfrak{FPgg}$ of model update $a$ is performed in three steps via the auxiliary operations fAln, Del, and fAdd. At first, the deletion performed in $a$ is reflected into the correspondence relation between $G^S$ and $G^T$ by calculating the forward alignment remainder via operation fAln. This step deletes all correspondence elements whose elements in $G^T$ have been deleted. In the second step, performed via operation Del, the two maximal subgraphs $G_k^S \subseteq G^S$ and $G_k^T \subseteq G^T$ are computed such that they form a consistent integrated model in $\mathcal{VL}(TGG)$ according to the TGG. All elements that are in $G^T$ but not in $G_k^T$ are deleted, i.e., the new target model is given by $G_k^T$. Finally, in the last step (operation fAdd), the elements in $G^S$ that extend $G_k^S$ are transformed to corresponding structures in $G^T$. i.e., $G_k^T$ is extended by these new structures. The result of fAdd, and hence also $\mathfrak{FPgg}$, is an integrated model $G' = (G^S \leftrightarrow G^T).$ Since graph transformation is non-deterministic in general, we require that the sets of operational translation rules are deterministic in order to ensure unique results for both, the second and the third step of propagation operation $\mathfrak{FPgg}.$

**Definition 7.1 (Auxiliary TGG Operations)** Let $TGG = (TGG, \varnothing, TR)$ be a TGG with deterministic sets $TR_{CC}, TR_{BT}^\Sigma,$ and $TR_{BT}^\Omega$ of operational translation rules and let further $MF(TGG)$ be the derived TGG model framework.

1. The auxiliary operation fAln computing the forward alignment remainder is given by $\mathfrak{fAln}(r,a) = r'$, as specified in the upper part of Fig. 7.7. The square marked by (PB) is a pullback [11], meaning that $D^S$ is the intersection of $D^T$ and $G^S$.
2. Let $r = (s,t); G^S \leftrightarrow G^T$ be a correspondence relation, then the result of the auxiliary operation Del is the maximal consistent subgraph $G_k^S \leftrightarrow G_k^T$ of $r$, given by $\mathfrak{Del}(r) = (a', r', b)$, which is specified in the middle part of Fig. 7.7.
3. Let $r = (s,t); G^S \leftrightarrow G^T$ be a consistent correspondence relation, $a = (1,a_2); G^S \rightarrow G^S$ be a source modification and $G^S \in \mathcal{VL}_S$. The result of the auxiliary operation fAdd, for propagating the additions of source modification $a$, is a consistent model $G^S \leftrightarrow G^T$ extending...
Fig. 7.1 Auxiliary operations fAln, Del and fAdd

\[ G^S \leftrightarrow G^T, \text{ and is given by } fAdd(r, a) = (r', b), \text{ according to the lower part of Fig. 7.7} \]

Remark 7.2 (Auxiliary TGG Operations) Intuitively, operation fAln constructs the new correspondence graph \( D^f \) from the given \( G^C \) by deleting all correspondence elements in \( G^C \) whose associated elements in \( G^S \) are deleted via update \( a \) and, for this reason, do not occur in \( D^f \). Operation Del is executed by applying consistency creating rules (cf. Sec. 5) to the given integrated model until no rule is applicable any more. If, at the end, \( G^S \leftrightarrow G^T \) is completely marked, the integrated model is already consistent; otherwise, the result is the largest consistent integrated model included in \( G^S \leftrightarrow G^T \). Technically, the application of the consistency creating rules corresponds to a maximal triple rule sequence as shown in the right middle part of Fig. 7.1 and discussed in more detail in [23]. Finally, fAdd is executed by applying forward translation rules (cf. Sec. 4 and 5) to \( G^S \rightarrow G^T \) until all the elements in \( G^S \) are marked. Intuitively, these TGG steps form a model transformation of \( G^S \) extending \( G^T \). Technically, the application of the forward translation rules corresponds to a source-consistent forward sequence from \( G_0 \) to \( G^T \), as shown in the right lower part of Fig. 7.1. By correctness of model transformations [12], the sequence implies consistency of \( G^S \) as stated above. The constructions for these auxiliary operations are provided in full detail in [24]. Note that the constructions for Del and fAdd yield unique results due to the requirement that the operational translation rules are deterministic (cf. Def. 7.1).

Auxiliary operation Del is based on the execution of consistency creating rules. The computed resulting triple graph \( G_1 \) is required to be consistent (\( G_1 \in VL \)). This result is ensured by the equivalence of maximal triple and complete extended consistency creating sequences according to Rem. 7.3 below and shown by Fact 11 in [24].

Remark 7.3 (Equivalence of Maximal Triple and Complete Extended Consistency Creating Sequences) Given a set of non-identic consistency creating rules \( TR_{CC} \) and \( G \in VL(TG) \). Then, the following are equivalent for almost injective matches.

1. There is a TGT-sequence \( s = (\emptyset \rightarrow G_k) \) via \( TR \) with injective embedding \( f : G_k \rightarrow G \), such that \( s \) is \( f \)-maximal, i.e., any extension of \( s \) via \( TR \) is not compatible with \( f \).

2. There is a terminated consistency creating sequence \( s' = (G_0 \rightarrow_{tr} G_k) \) via \( TR_{CC} \) with \( G_0 = Attr^T(G) \), i.e., all translation attributes are set to \( F \).

Moreover, the sequences correspond via \( G' \rightarrow H \oplus Attr^T \oplus Attr^N_{H,G_0} \).

Example 7.4 (Forward Propagation via Operation fPpg) Figure 7.2 shows the application of the three steps of synchronization operation fPpg to the visual models of our running example. After removing the dangling correspondence node of the alignment in the first step (fAln), the maximal consistent subgraph of the integrated model is computed (Del) by stepwise marking the consistent parts: consistent parts are indicated by gray boxes with checkmarks in the visual notation and by bold font faces in the graph representation. Note that node “Bill Gates” is part of the target graph in this maximal consistent subgraph, even though it is not in correspondence with any element of the source graph. This is possible, because node “Bill Gates” is now connected to a different department (cf. rule 8:Empty2OtherP in Fig. 3.4). Moreover, attributes Base and Bonus of Melinda Gates in the source component are not marked, because they are inconsistent with attribute Salary according to triple rule 6:DetailedSalary2Salary in Sec. 3 (base + bonus \( \neq \) Salary). In the final step (fAdd), the inconsistent elements in the target model are removed and the remaining new elements of the update are propagated towards the target model by model transformation, such that all elements are finally marked as consistent.

The constructions for the auxiliary operations fAln, Del, and fAdd provide the basis for the propagation operation.
Fig. 7.2 Forward propagation in detail: visual notation (top) and graph representation (bottom)
### Definition 7.5 (Derived TGG Synchronization Framework)

Let $TGG = (TG, \emptyset, TR)$ be a TGG with deterministic sets $TR_{cc}$, $TR_{pt}^+$, and $TR_{pt}^-$ of derived operational translation rules and with derived model framework $MF(TGG)$, then operation $fPpg$ of the derived TGG synchronization framework $Synch(TGG)$ is given by the composition of auxiliary operations ($fAln, Del, fAdd$) as described in Rem. 7.6 according to Fig. 7.3. Symmetrically—not shown explicitly—we obtain $bPpg$ as composition of auxiliary operations ($bAln, Del, bAdd$). $Synch(TGG)$ is called complete, if its propagation operations are complete, i.e., they always yield a result for any valid input.

### Remark 7.6 (Construction of $fPpg$ according to Fig. 7.3)

Given a not necessarily consistent integrated model $r: G^S \rightarrow G^T$ and source model update $a: G^S \rightarrow G^S$ with $G^S \in VL_S$, we compute $fPpg(r, a)$ as follows. First, $fAln$ computes the correspondence ($D^S \rightarrow G^T$), where $D^S$ is the part of $G^S$ that is preserved by update $a$. Then, $Del$ computes its maximal consistent integrated submodel ($G^S_1 \rightarrow G^T_1$). Finally, $fAdd$ composes the embeddings $G^S \rightarrow G^S_1$ and $G^T \rightarrow G^T_1$ leading to ($G^S \rightarrow G^T_1$), which is then extended into the integrated model ($G^S \rightarrow G^T$) via forward transformation. If $G^S \notin VL_S$, then the result is given by $b = (1, 1): G^T \rightarrow G^T$ together with the correspondence relation $r = (\emptyset, \emptyset)$ and additionally, an error message is provided. Fig. 7.4 describes this construction algorithmically in a pseudo code, leaving out the error handling; marking is explained in Sec. 5.

### Fact 7.7 (Case Study: Termination of Synchronization Operations)

The derived synchronization operations $fPpg$ and $bPpg$ for our TGG terminate.

**Proof** The TGG does not contain any trivial rule $tr: L \rightarrow L$. According to Def. 7.5, the synchronization operations are based on the sets $TR_{cc}$, $TR_{pt}^+$, and $TR_{pt}^-$ of operational translation rules. Hence, we can apply Lem. 6.7 and derive that the synchronization operations are terminating.

By Fact 7.7, we know that the synchronization operations are terminating. This allows us to use AGG to generate the critical pairs (see Fig. 7.5) in order to check that the operations are deterministic and that the derived synchronization framework is correct and complete using Thm. 8.1 and Thm. 8.2.

### Fact 7.8 (Case Study: Determinism)

The derived sets of operational rules for $fPpg$ and $bPpg$ of our TGG are deterministic and kernel-grounded.

**Proof** In order to show that the synchronization operations are deterministic, we can apply Thm. 8.1 by showing that the sets of operational translation rules are kernel-grounded, terminating, and all significant critical pairs are strictly confluent using that they are terminating according to Fact 7.7.
Concerning the set $TR_{FT}$, we used AGG to derive the dependency table depicted in Fig. 7.5. The source identic rules are the rules with number 6 to 8. There is no dependency (entry $>0$) for any pair $(p, q)$ with $p \geq 6$ and $q \leq 5$. Moreover, there are no target identic backward translation rules, because all triple rules are creating on the target component. Therefore, the sets of operational translation rules are kernel-grounded (see Def. 6.5).

By Fact 7.7 we know that the transformation systems based on the operational translation rules are terminating. We analyzed the critical pairs using the critical pair analysis engine of AGG. Concerning the set $TR_{CC}$, we derived the resulting table depicted in Fig. 7.6. The only generated critical pair is $(p_1, p_1)$ for $p_1 = Person2FirstMarketingP_{CC}$ and it is strictly confluent by applying rule $p_2 = Person2NextMarketingP_{CC}$ to the remaining structure and since $p_2$ does not contain any NAC we automatically have strict confluence.

Concerning the set $TR_{FT}$, we derived the resulting table depicted in Fig. 7.7, where we used the constraint that there are no two departments with name “Marketing”. This is always ensured for the language $\mathit{VL}(TGG)$ due to the NACs of the first two rules. The only significant critical pair is strictly confluent via one transformation step using rule $p_2 = Person2NextMarketingP_{FT}$, where no NAC is involved.

The set $TR_{BT}$ is not functional, because there is a choice of how to split the salary into base and bonus. We can restrict the choice for the rule “DetailedSalary2Salary” to base = bonus = $1/2 \cdot$ salary as a policy, which is shown by the additional positive application condition in Fig. 5.6. We can apply Lem. 6.2 and derive that the policy is conservative. First of all, no other rule depends on this rule, which we verified by the generated dependency table by AGG in Fig. 7.8. Moreover, any match for the original rule implies that there is a match for the restricted rule, because the restricted values are real numbers and, therefore, always possible. We derive the table of generated critical pairs depicted in Fig. 7.9, where the only significant critical pair is again strictly confluent via one transformation step using rule $p_2 = Person2NextMarketingP_{BT}$, where no NAC is involved.

Summing up, the sets of operational translation rules are kernel-grounded and all significant critical pairs are strictly confluent, such that we can apply Thm. 8.1 and derive that the derived sets of operational rules are deterministic.

8 Correctness and Invertibility

In this section, we present our main results that show the correctness, completeness and invertibility of our synchronization framework. According to Def. 3.4 correctness requires that the synchronization operations are deterministic, i.e., they have functional behavior (cf. Sec. 5) and ensure laws (a1) - (b2). Concerning the first requirement, i.e., that the synchronization operations are deterministic, Thm. 8.1 below provides a sufficient condition based on the notion of critical pairs $[11]$. In order to ensure this condition, Sec. 6.6 presents
the concept of additional propagation policies that eliminate non-determinism. They can be seen as a kind of application conditions for the rules and are called conservative, if they preserve the completeness result. Lemma 6.2 provides a sufficient static condition for checking this property and we performed the automated analysis of this condition for our example TGG using the tool AGG [37] as described in Sec. 6. Note again that we generally require almost injective matching (cf. Sec. 3).

Theorem 8.1 (Deterministic Synchronization Operations) Let TGG be a triple graph grammar that does not contain an identical rule \( r : L \rightarrow L \). If the significant critical pairs of the sets of operational translation rules are strictly confluent and the systems of rules are terminating, then the sets of operational translation rules are deterministic (see Def. 6.5), which implies that the derived synchronization operations fPpg and bPpg are deterministic as well.

Proof (Idea) Operations fAln and bAln are given by pullback construction, which is unique up to isomorphism by definition. Therefore, they are deterministic. Termination of Del, fAdd, and bAdd is ensured according to Rem. 5.10 because TGG does not contain an identical triple rule and the operational translation rules are given by \( TR_{CC}, TR_{bPpg}, \) and \( TR_{fPpg} \). By Rem. 6.8 we know that functional behavior of the transformation systems is ensured and backtracking is not required, if all significant critical pairs are strictly confluent and the system is terminating. This ensures that operations Del, fAdd, and bAdd are deterministic. Thus, operations fPpg and bPpg are deterministic. For the full proof see Fact 1 in [24].

A correct synchronization framework has to satisfy laws (a1) – (b2) in Def. 3.4. Intuitively, the propagation operations have to preserve consistent inputs. First of all, if the given integrated model is already consistent and the given update does not change anything, then the resulting integrated model has to be the given one and the resulting update on the opposite domain has to be the identity (laws (a1) and (b1)). Most importantly, given an arbitrary integrated model together with a source update \( d^S : G^S \rightarrow G'^S \) with consistent new source model \( G'^S \in VL^S \), then the forward propagation via fPpg has to provide a new consistent integrated model \( G'^S \leftrightarrow G'^T \in VL \). Completeness of a synchronization framework Synch(TGG) requires that operations fPpg and bPpg can be successfully applied to all consistent source models \( G^S \in VL^S \) and target models \( G^T \in VL^T \), respectively. This property is of general importance in the context of TGGs and therefore, we explicitly show it together with correctness in Thm. 8.2 below. Both results are ensured, if the sets of operational rules are deterministic as in Thm. 8.1 and additionally, if they are kernel-grounded (cf. Def. 6.5), i.e., the effective forward and backward translation rules do not depend on any source or target identic translation rule, respectively. This second condition is important for laws (a1) – (b2), because it ensures that the computed transformation sequences via auxiliary operations Del, fAdd, and bAdd can be composed in a consistent way.

Theorem 8.2 (Correctness and Completeness) Let Synch(TGG) be a derived TGG synchronization framework, such that the sets of operational translation rules of TGG are kernel-grounded and deterministic (see Def. 6.5). Then Synch(TGG) is correct and complete.

Proof (Idea) By Thm. 8.1 the provided constructions of operations fPpg and bPpg based on the operational translation rules have functional behavior, i.e., for each input the computation yields a unique output. Thus, the derived synchronization framework is complete.

In order to show correctness, we have to show laws (a1) and (a2) of Def. 3.4. Precondition \( G \in VL \) of law (a1) implies that there is a triple sequence \( \emptyset \xrightarrow{\delta} G \xrightarrow{\delta^*} G \) via TR and by Rem. 7.3, there is a corresponding complete consistency creating sequence. Moreover, there is a corresponding forward translation sequence via TRF by Thm. 1 in [22]. Using the precondition that the operational translation rules are kernel-grounded, we can conclude that all steps via \( TR_{fPpg}^+ \) can be shifted to the end. Thus, no further forward translation rule in \( TR_{fPpg}^+ \) is applicable. The functional behavior of operation fPpg and the given identical source update \( d_{i} = id_{G^S} \) ensure the requested result, i.e., we derive target update \( d_{t} = id_{G'^T} \) and the integrated model \( G' = G \). In order to show law (a2), we can use precondition \( G'^S \in VL^S \), which implies that there is a source consistent forward sequence \( s_F \) starting at \( G'^S \) and a corresponding complete forward translation sequence. Since the operational rules are kernel-grounded we can conclude by Rem. 6.6 that there is a complete forward translation sequence \( s_{F}^T \) via \( TR_{fPpg}^+ \). Due to functional behavior of operation Del we derive a consistency creating sequence that corresponds to the first part of \( s_F \) and therefore, to a sequence \( s_{FT} \) via forward translation rules. Since the sets of operational rules are kernel-grounded, we can conclude that the steps via \( TR_{fPpg}^+ \) do not depend on \( TR_{bPpg}^+ \). This allows us to complete \( s_{FT} \) using \( TR_{bPpg}^+ \) where we can shift the source identic steps via \( TR_{fPpg}^+ \) to the end. Thus, we derive a complete forward translation sequence, where we can omit the steps via \( TR_{bPpg}^+ \) at the end. Functional behavior of \( TR_{fPpg}^+ \) implies that this sequence corresponds to the complete forward translation sequence \( s_{F}^T \) and therefore, to a source consistent forward sequence \( s_{F}' \) leading to \( G' \). Thus, \( G' \in VL \) by Thm. 2 in [17]. For the full proof see Lemma 3 in [24].

Example 8.3 (Correctness and Completeness) The initially derived set of backward transformation rules for our running example is not completely deterministic because of the non-deterministic choice of base and bonus values for propagating the change of a salary value. Therefore, we defined a conservative policy for the responsible backward triple rule by fixing the propagated values of modified salary values to \( bonus = base = 0.5 \times \) salary. By Lemma 6.2 in Sec. 6 we provided a sufficient static condition for checking that a policy is conservative; we validated our example and showed that the derived sets of operational rules for \( fPpg \) and \( bPpg \) are deterministic and kernel-grounded (cf. Fact 7.8 in Sec. 7). For this reason, we can apply Thm. 8.2 and conclude that the derived
TGG synchronization framework is correct and complete (cf. Fact 8.4 below).

**Fact 8.4 (Case Study: Correctness and Completeness)** The derived synchronization framework for our example TGG is correct and complete.

*Proof* By Fact 7.8, we know that the derived synchronization operations of our example TGG are deterministic. This allows us to apply Thm. 8.2 and we derive that the derived synchronization framework is correct and complete. □

Invertibility of a synchronization framework intuitively means that the propagation operations are inverse to each other (cf. Def. 3.4). Weak invertibility requires this property for a restricted set of inputs, namely those where the given update on one domain can be interpreted as result of a propagation of an update from the corresponding opposite domain. In order to ensure invertibility, we require additional properties of the TGG. If the source identic triple rules are empty or weakly related, e.g., for the target-identic triple rules, then we say that the TGG is *pure*. This condition is used to ensure weak invertibility according to Thm. 8.6 below. In the more specific case that all triple rules of a TGG are on the source and target components (TR = TR′ = TR′′), then the TGG is called *tight*, because the derived forward and backward rules are strongly related. Effectively, a tight TGG ensures for the operational forward and backward translation rules that each of them changes at least one translation attribute. With other words, for each triple rule tr there is a derived forward translation rule tr→ ∈ TR→ and a derived backward translation rule tr← ∈ TR←. This additional property ensures invertibility according to Thm. 8.6 below.

**Definition 8.5 (Pure and Tight TGG)** A TGG is called pure, if TR↓ ⊆ TR↑ and TR↓ ⊆ TR↓. It is called tight, if the sets of source and target creating rules TR↑ and TR↑ coincide with the set of triple rules TR, i.e., TR = TR↑ = TR↑.

Invertibility of the derived synchronization framework means that the propagation operations are inverse to each other, while the notion of weak invertibility requires this property only for a restricted set of inputs (see Def. 3.4). In addition to the conditions for ensuring a correct synchronization framework (Thm. 8.2), the notions of pure and tight TGGs allow us to ensure these properties in Thm. 8.6 below.

**Theorem 8.6 (Invertibility and Weak Invertibility)** Let Synch(TGG) be a derived TGG synchronization framework, such that the sets of operational translation rules of TGG are kernel-grounded and deterministic (see Def. 6.5). TGG is pure and at most one set of operational translation rules was extended by a conservative policy, then Synch(TGG) is weakly invertible. If, moreover, TGG is tight and there was no policy applied at all, then Synch(TGG) is also invertible.

*Proof* (Idea) To prove weak invertibility law (c1) in Fig. 3.5, we can first show that the intermediate triple graphs after applying bAln, Del and fAln, Del according to Fig. 7.1 and 7.3 are the same in the last two diagrams of (c1). We compute all three diagrams of (c1) and obtain consistency creating sequences via Del for each diagram using the precondition that the operational rules are deterministic (which subsumes termination). Moreover, we derive that the second and the third diagrams contain the same intermediate triple graph G↑. Afterwards, the auxiliary operations fAdd and bAdd for all three diagrams can be executed. We can use the composition and decomposition result for TGGs and the requirements that the TGG is pure, deterministic and preserves functional behavior. If at most one set of operational translation rules are extended by a conservative policy, the proof shows that backward transformation sequences are not eliminated by the policy. This allows us to obtain the resulting diagrams according to law (c1). The proof for axiom (c2) follows out of the symmetry of the definitions. To prove invertibility (laws (d1) and (d2)), we use the preconditions that no policy is applied and that the TGG is tight, i.e., all rules are source and target creating. This ensures that for each forward translation sequence there is a corresponding backward translation sequence. For the full proof see Thm. 1 in [34], where sets of operational rules are called deterministic, if they are kernel-grounded and deterministic using the notions of this article. □

The sets of operational translation rules of TGG are kernel-grounded and deterministic according to Fact 7.8 in Sec. 7. Moreover, the TGG is pure and we used the conservative policy for the backward direction only. Thus, Thm. 8.6 ensures that Synch(TGG) is weakly invertible (see Fact 8.7 below).

**Fact 8.7 (Case Study: Weak Invertibility)** The derived synchronization framework for our example TGG is weakly invertible.

*Proof* In order to apply Thm. 8.6 concerning weak invertibility, we have to show that the TGG is pure (cf. Sec. 8) and at most one set of operational rules was restricted by a conservative policy (cf. Def. 6.5). The used policy for the set of backward translation rules is conservative, which we have shown already in Fact 8.4. No further policy is applied and the TGG is pure, because each rule is either creating on the source or target component, or it is creating either on the source or the target component and empty on the other components. Therefore, we can apply Thm. 8.6 and derive weak invertibility. □

An intuitive example for weak invertibility is shown in Ex. 3.5 in Sec. 3, where we also show by counterexample that the derived synchronization framework for our example TGG is not invertible in the general sense. The reason is that information about birth dates is stored in one domain only. The automated validation for our example TGG with 8 rules was performed in 25 seconds on a standard consumer notebook via the analysis engine of the tool AGG [37]. We are confident that the scalability of this approach can be significantly improved with additional optimizations.
Remark 8.8 (Applicability of the Approach) We provided sufficient conditions ensuring correctness and completeness (Thm. 8.2) which can be checked statically. In the following, we discuss these restrictions with respect to relevant application scenarios.

1. Determinism: Most importantly, we require that the derived sets of operational rules are deterministic, i.e., the forward and backward propagation operations ensure unique results. In several application domains, this property is already a requirement by the domain experts, i.e., has to be ensured anyhow. For example, unique results are often required for the synchronization between visual models and implementation code, i.e., for code generation and reverse engineering. Existing triple rules can be modified to enforce deterministic based on the discussed critical pair analysis of a TGG using the tool AGG. For example, the designer may insert additional correspondence nodes (trace links) to enforce determinism and avoid conflicts between rules. The condition for determinism does not seem to confine the expressiveness of TGG rules. In a large scale industrial project, we used a TGG for the fully automated translation of satellite control software [32], where the used TGG contains more than 200 rules and the derived system of operational rules is deterministic. As a general recommendation based on the experiences from this project, we can state that a designer of a TGG should divide the rules in small groups, such that there are no cyclic dependencies between the groups.

2. Kernel-grounded sets of operational rules: Intuitively, the restriction to kernel-grounded rules concerns the possibility that one domain may contain information that is not present in the corresponding opposite domain. When translating from one domain to the other, we apply only those rules that are changing at least one translation attribute (TR₁ and TR₂). Thus, we require that the structures that concern only one domain are handled separately by triple rules that are the identity on the corresponding opposite domain (TR₁ and TR₂) and that these sets of rules do not create structures that may be needed by the first group of rules. This means that the restriction to kernel-grounded sets of operational rules mainly restricts the freedom when designing the TGG and usually not the problem and application domain itself.

The result on invertibility (Thm. 8.6) requires additional properties. Weak invertibility is ensured, if the TGG is pure and at most one of the sets of operational rules is extended by a conservative policy. While this condition is not very restrictive in the experience of the authors, the stronger condition for invertibility requiring a tight TGG practically means that all information in one domain is also reflected in the corresponding opposite domain. This result is consistent with Diskin et al.'s analysis of strong invertibility [9].

In the case that the specified TGG does not ensure deterministic synchronization operations, there are still two options for synchronization that ensure correctness and completeness. On the one hand, the triple rules can be modified in a suitable way, such that the TGG can be verified to be deterministic. For this purpose, the critical pair analysis engine of the tool AGG [37] can be used to analyze conflicts between the generated operational translation rules. Moreover, backtracking can be reduced or even eliminated by generating additional application conditions for the operational translation rules using the automatic generation of filter NACs [22]. On the other hand, the TGG can be used directly, leading to non-deterministic synchronization operations, which may provide several possible synchronization results.

9 Related Work

Triple graph grammars have been successfully applied in multiple case studies for bidirectional model transformation, model integration and synchronization [29,33,15,14], and in the implementation of QVT [19]. Moreover, several formal results are available concerning correctness, completeness, termination [12,16], functional behavior [25,16], and optimization with respect to the efficiency of their execution [22,30,16]. The presented constructions for performing model transformations and model synchronizations are inspired by Schürr et al. [33,35] and Giese et al. [14,15], respectively. The constructions formalize the main ideas of model synchronization based on TGGs in order to show correctness and completeness of the approach based on the results known for TGG model transformations.

Bidirectional transformation frameworks originate from the lens framework proposed by Foster et al. [13]. Lenses consider the asymmetric synchronization: one model is a view of the other, and define a state-based framework for asymmetric synchronization. “State-based” means that the synchronizer takes the states of models before and after update as input, and produces new states of models as output. Inspired by the lens framework, several researchers propose state-based framework for symmetric synchronization [36,27,7]. As a more general case, symmetric synchronization allows neither of the model to be a view of the other. However, as Diskin et al. [9] point out, state-based bidirectional transformations actually mix two different operations—delta (correspondence relations between models or between different versions of a model) discovery and delta propagation, leading to several semantic problems. To fix these problems, several researchers [3,28,29,23] propose delta-based frameworks, where deltas are taken as input and output. Typical delta-based frameworks include delta lens [6] for the asymmetric cases, and symmetric delta lens [9] and edit lens [28] for the symmetric cases.

The model synchronization framework used in this paper is a simplified version of the symmetric delta lens (sd-lens) framework proposed by Diskin et al. [9]. The difference between this paper and sd-lenses is that we do not consider the weak undoability laws (lUndo) and (b Undo) defined in the sd-lens framework. In addition, Diskin et al. [9] also refine an sd-lens as an alignment framework and a consistency maintainer. Our implementation is consistent with this refinement.
Model Synchronization Based on Triple Graph Grammars

10 Conclusion

Based on our formal framework for correctness, completeness, termination and functional behavior of model transformations using triple graph grammars (TGGs) [12, 22], we presented a formal TGG framework for model synchronization inspired by [15, 14, 8, 33, 35]. The main results (Thms. 8.2 and 8.6) show correctness, completeness and (weak) invertibility, provided that the derived synchronization operations are deterministic. Based on general results for TGGs in [22], Thms. 8.1 and Sec. 6 provide sufficient static conditions for checking that the operations are deterministic.

However, if the operations are not yet deterministic, we may be able to define a conservative policy in order to ensure determinism (see [Ex. 8.5]). Note that our notion of correctness in Def. 3.3 requires that the synchronization operations are deterministic. But if we drop this requirement for correctness we are optimistic that our theory can be extended to handle also applications based on TGGs with nondeterministic model transformations. In fact, the theory of TGGs in general is not restricted to the deterministic case.

In future work, the Henshin tool [1] based on AGG [37] will be extended in order to implement the synchronization algorithm for forward propagation in Fig. 7.3. The implementation will also support concurrent model synchronization with conflict resolution based on our approach in [21], where we extended the synchronization framework of this article to the concurrent case and we plan to apply these techniques within an industrial research project [32]. Furthermore, we will study model synchronization based on non-deterministic forward and backward propagation operations in more detail. Finally, the relationship with lenses [36] and delta-based bidirectional transformations [9] will be studied in more detail, especially in respect of the composition of lenses leading to the composition of synchronization operations. It is also interesting to investigate the potential of TGG’s to provide a common implementation framework for a family of algebraic models for different synchronization modes described in [8].
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We would like to thank the anonymous reviewers for the detailed and constructive comments and criticism, which we carefully used for improving the paper. More precisely, the main criticisms in the reports are related to presentation aspects (structure, lack of explanations, discussion, etc). We have tried to follow your advice. Below you can find a brief description of the main changes. Detailed lists to the reviews are provided on the subsequent pages.

1. Improved structure of the paper:
   Previous Sec. 9 on the case study is now integrated within the other sections and additional introductions and motivations are provided.
2. Extension and improvement of explanations throughout the paper and in particular for:
   Definitions 4.2, 5.1, 5.7, 5.8, 8.5 and Theorem 8.6
3. Improved discussion on relevance and results: e.g. Rem. 8.8
4. Extended and improved related work in Sec. 9
5. Improved and revised example: Extended Sec. 2, Improved Ex. 3.5, separate Ex. 6.3 from Ex. 5.6
Detailed List of Changes Concerning Review #1

Reviewer Comment and Performed Changes

...The article is very well written and overall easy to read. The structural arrangement should be improved, since at now it is not proportioned, and the main contribution of the work comes only after half of the text.

CHANGES: The new parts are partly rearranged and start now in Sec. 3. Former Sec. 9 (case study) is integrated in Sections 3,5,7 and 8.

Nonetheless, the main problem with this article is the real contribution this paper adds to the bidirectional transformation and model synchronization community. The theoretical discussion on graph theory illustrating and proving conditions on correctness, completeness, and invertibility is thorough and technically sound. However, there is no discussion about what do these conditions entail for practical purposes. For example:
- how many real-life problems meet the derived conditions?
- is it possible to draw any conclusion on appropriateness of TGGs for model synchronization purposes?
- how much is limiting to assume that relations are deterministic?
- how additional trace links can help/influence the theory discussed in the paper and improve/relax conditions in order for correctness, completeness, and invertibility to hold?
- how would you compare your derived properties with other graph-theory based approaches that provide support for non-bijective relations (e.g., PROGRES)?

CHANGES:
- The discussion on how to achieve deterministic relations and the alternative to possibly extend the approach to nondeterministic relations is extended by a new paragraph 2 in Sec. 10.
- There is a new Rem. 8.7 and a following paragraph on the applicability of the approach for practical purposes discussing opportunities and limitations including a pointer to an industrial case study in the domain of satellite systems and the discussion on additional trace links.
- The discussion on related work and concerning the comparison with other approaches like PROGRES is extended by new paragraphs 4 and 7 in Sec. 9

MINOR COMMENTS:
- at page 3, please refer to figures by their number;
- at page 4, column 1, 9 lines from the end, the first relation should be G^s <-> G^t without ‘
- if figure 4.1, with respect to the forward rule tr_f, I am wondering if the first R^s on the left should be L^s instead;

CHANGES:
- The suggested changes have been performed accordingly.
- Fig. 4.1 was correct already: the forward rule does not change the source component and requires the elements to be translated (R^S\L^S) to be present in the LHS.

- at page 7, column 1, the last paragraph before Definition 5.1 discusses about consistency creating rules. In particular, it is illustrated how transformation labels are switched to true to complete the maximal subgraph G_k. Is that procedure always correct? In other words, could not happen that a rule acts on an overlapping subgraph of G_k and hence cannot be applied after the consistency creating rules? Please discuss more on this;

CHANGES:
- An additional Remark 5.3 is now provided after Def. 5.1 discussing this effect and that it is does not occur in the case of deterministic sets of operational rules as presented in subsequent sections.
Detailed List of Changes Concerning Review #2

Reviewer Comment and Performed Changes

The paper presents a formal synchronization framework based on Triple Graph Grammars (TGGs). First the synchronization problem is formally defined in terms of enforcing a consistency relation defined by TGG rules. Then it is explained how to generate transformation rules from consistency relations. Determinism and termination of the transformation rules is discussed. The synchronization problems is finally tackled, and results about correctness, completeness and invertibility are proved. A small case study is introduced at the beginning of the paper and its full solution is described at the end.

The paper is well written and organized. Topic and results are interesting both for the graph transformation and the model transformation community. For this reason I would recommend this paper for publication in SoSym.

The level of detail in the formal description is slightly higher than the average SoSym publication, and the average reader could have problems following the full discussion. Nonetheless the formal framework and results are very interesting also for model-transformation researchers, hence I would not recommend a simplification.

CHANGES:

Several explanations were added and revised. For example:
- explanation before Def. 5.1 on the gluing condition
- Rem. 5.3 on operational rules
- explanation before Def. 5.7 on complete forward translation sequences

I have only a few technical remarks:
At page 4, "given an integrated model G'S <-> G'T" should be GS <-> GT.
At page 5, the example in Fig. 3.7 has a different semantics from the textual description. It should be updated.
At page 17 "Empty2OtherPerson" should be "Empty2OtherP" to comply with the figure.

CHANGES: The suggested changes have been performed accordingly.

The paper is an extension of previous publications, and the quantity of new material is rather limited. Besides the full code of the example, the interesting addition is Section 8, with results on correctness and invertibility. However the update looks sufficient, and the topic certainly deserves journal publication.

Finally, while the authors show how to apply the method with AGG, I have doubts on the direct usability of the approach in its current state. Given a generic consistency relation, a user has to analyze the TGG rules and modify them to arrive to get functional and deterministic forward and backward transformation. While the provided use case is very simple (it requires only to add a simple policy for splitting the salary) I can imagine how the applicability to real-world transformations could be hampered. The authors should comment about this.

CHANGES:
- The revised version contains a new Rem. 8.7 and a following paragraph on the
applicability of the approach for practical purposes discussing opportunities and limitations including a pointer to an industrial case study in the domain of satellite systems and the discussion on additional trace links. This includes some suggestions based on the experiences within this project.

- The last paragraph in Sec. 10 is extended concerning future work on industrial applications.

**Detailed List of Changes Concerning Review #3**

**Reviewer Comment and Performed Changes**

This article addresses an important problem: how to synchronize models in the light of changes being applied to them. It is very well written, is in scope for the journal and the ideas and applications will be of interest to a wide readership. The article consists of a brief motivation, followed by a review of the basic concepts, a definition of the approach, some proofs of important properties and validation through a case study.

The focus of the article is in the rigour and formality of the technology used to achieve the results. Whilst this is a strength for specialists in the field, it significantly detracts from the utility of the article to a general model-based readership. The motivation section (2) is woefully under-developed and much of the rest of the article consists of a sequence of definitions.

I would strongly recommend that the authors consider trying to make this article more accessible to a more general readership. The approach appears important, novel and interesting, and therefore should be brought to as wide a pool of researchers as possible. Section 2 is frankly confusing ‘and does not show the salary components’ - all the boxes have some mention of salary, base and bonus. It would be great if the motivation could also be extended. Where will this be applied?

**CHANGES:**

- Sec. 2 is revised concerning the example and including a new paragraph on the motivation at the end of the section.

It would help if each major section, sub-section, definition, theorem and remark could be introduced in terms of its relevance to the use of the technology without resorting to formal notation. I do not see this as requiring any new research and should be fairly straightforward to achieve.

**CHANGES:** The missing introductions and motivating explanations were added and revised. In particular:

- Sec. 5: Explanation before Def. 5.1 on the gluing condition, Rem. 5.3 on operational rules, explanations before Def. 5.7 and 5.8 on complete forward translation sequences
- Extended Def. 6.5 by an additional explaining sentence on sequential dependent rules.
- Extended and revised explanations before Thms. 8.1, 8.2, 8.6
- Separate Def. 8.5 used for Thm. 8.6 including introduction and discussion
- General Rem. 8.8 on the applicability of the approach
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Abstract Triple graph grammars (TGGs) have been used successfully to analyze correctness and completeness of bidirectional model transformations, but a corresponding formal approach to model synchronization has been missing. This paper closes this gap by providing a formal synchronization framework with bidirectional update propagation operations. They are generated from a given TGG, which specifies the language of all consistently integrated source and target models.

As our main result, we show that the generated synchronization framework is correct and complete, provided that forward and backward propagation operations are deterministic. Correctness essentially means that the propagation operations preserve and establish consistency while completeness ensures that the operations are defined for all possible inputs. Moreover, we analyze the conditions under which the operations are inverse to each other. All constructions and results are motivated and explained by a running example, which leads to a case study, using concrete visual syntax and abstract syntax notation based on typed attributed graphs.

Keywords: model synchronization, correctness, bidirectional model transformation, triple graph grammars

I Introduction

Bidirectional model transformations are a key concept for model generation and synchronization within model driven engineering (MDE, see [35,31,3]). Triple graph grammars (TGGs) have been successfully applied in several case studies for bidirectional model transformation, model integration and synchronization [29,15,13,14], and in the implementation of QVT [19]. Inspired by Schür et al. [33,35], we started to develop a formal theory of TGGs [12,22], which allows us to handle correctness, completeness, termination, and functional behavior of model transformations.

The main goal of this article is to provide a TGG framework for model synchronization with correctness guarantees, which is based on the theory of TGGs, work on incremental synchronization by Giese et al. [15,14], and the model synchronization framework [8]. The main ideas and results are the following:

1. Models are synchronized by propagating changes from a source model to a corresponding target model using forward and backward propagation operations. The operations are specified by a TGG model framework, inspired by symmetric replica synchronizers [8] and realized by model transformations based on TGGs [12]. The specified TGG also defines consistency of source and target models.

2. Since TGGs define, in general, non-deterministic model transformations, the derived synchronization operations are, in general, non-deterministic. But we are able to provide sufficient static conditions based on TGGs to ensure that the operations are deterministic.

3. The main result shows that a TGG synchronization framework with deterministic synchronization operations is correct, i.e., consistency preserving, and complete. We also give sufficient static conditions for invertibility and
2 Example and Motivation

Throughout the paper, we use a simple running example, which is based on previous work [6]. The example considers the synchronization of two organizational diagrams as shown in Fig. 2.1. Diagrams in the first domain — depicted left — provide a view on employees of the marketing department of a company, while diagrams in the second domain — depicted right — show all employees. Furthermore, both domains differ on the type of information they specify for a person. Diagrams on the left show the base and bonus salary values of each person, while diagrams in the second domain show only the total salary for each person, but additionally, they provide the birth dates (marked by “*”) for each person. Therefore, both domains contain exclusive information and none of them can be interpreted as a view — defined by a query — of the other. Both diagrams together with some correspondence structure build up an integrated model, where we refer to the first diagram as the source model and to the second diagram as the target model. Such an integrated model is called consistent, if the diagrams coincide in names of corresponding persons, the salary values are equal to the sums of the corresponding base and bonus values, and persons in the source domain are exactly those who are marked with “M” in the target domain.

![Fig. 2.1 Forward propagation](image)

**Example 2.1 (Update Propagation)** The fist row of Fig. 2.1 shows a consistent integrated model $M$ in a visual notation. The source model of $M$ consists of two persons belonging to the marketing department (depicted as persons with label “M” and without pencils) and the target model additionally contains the person “Bill Gates” belonging to the technical department (depicted as a person with label “T” and with pencil). The first column shows an update of the source model, where person “Bill Clinton” is removed and some attribute values of person “Melinda French” are modified. This change is propagated to the target domain leading to a target update (right column) and a new integrated model (bottom row).

The synchronization problem is to propagate a model update in a way, such that the resulting integrated model is consistent. Looking at Fig. 2.1 this requires that the source model update of removing person “Bill Clinton” and changing the attributes **LastName** and **Bonus** of person “Melinda French” is propagated in an appropriate way to the target domain. In this example, this means that the executed forward propagation (IPPG) shall remove person “Bill Clinton” and update the attribute values of “Melinda French” in the target model, such that the unchanged birth date value and consistency is preserved.

Synchronization scenarios like the one in our example, are present in many domains. Consider for example synchronizations between different kinds of visual models for software development, models for software analysis and even source code. Synchronizations between these domains often need to provide mechanisms that do not require that one model can be completely obtained from the other. In other words, none of the models is just a view of the other. In this article, we will show how this flexibility in the synchronization process is possible based on the formal notion of triple graph grammars. We stepwise develop the required formal techniques and illustrate them on the running example in...
3 Model Synchronization Framework

In this section, we describe the basic framework that we consider in the paper. First, we introduce the notion of triple graphs to describe pairs of interrelated models and triple graph grammars (TGGs) as a tool to specify classes of what we consider consistent interrelated models [33]. Then we define the notion of a TGG model framework to describe the basic TGG setting that we must consider to define and solve synchronization problems. The framework is a simplified version of the symmetric delta lens proposed by Diskin et al. [8].

Finally, we define formally synchronization problems, and the propagation operations that are needed to solve them. In particular, a model framework becomes a synchronization framework when these operations are considered. Moreover, we state some properties that in our view propagation operations must satisfy.

Model synchronization aims to achieve consistency among interrelated models. In particular, we consider that a model is some kind of graph and that graphs are related by means of graph morphisms consisting of two functions that map nodes to nodes and edges to edges, respectively, in a consistent way. Moreover, we consider that a pair of interrelated models \((M^S, M^T)\), called source and target models, are represented by a triple graph, which we also call an integrated model. This triple graph consists of three graphs \(G^S\) (representing \(M^S\)), \(G^C\), and \(G^T\) (representing \(M^T\)), called source, correspondence, and target graphs, respectively, together with two mappings (graph morphisms) \(s_G : G^C \rightarrow G^S\) and \(t_G : G^C \rightarrow G^T\). These two mappings specify a correspondence \(r : G^S \leftrightarrow G^T\), which relates the elements of \(G^S\) with their corresponding elements of \(G^T\) and vice versa. In addition, our triple graphs may also contain attributed nodes and edges [12][11].

For simplicity, we use double arrows (\(\leftrightarrow\)) as an equivalent shorter notation for triple graphs, whenever the explicit correspondence graph can be omitted.

A triple graph morphism \(m : G \rightarrow H\) relates two triple graphs \(G\) and \(H\). It consists of three graph morphisms \(m^3\) that preserve the associated correspondences (i.e., the diagrams in Fig. 3.1 commute).

Our graphs and triple graphs are typed. This means that a type triple graph \(TG\) is given (playing the role of a meta-model) and, moreover, every triple graph \(G\) is typed by a triple graph morphism \(\text{type}_G : G \rightarrow TG\). It is required that morphisms between typed triple graphs preserve the typing. Triple graphs specify the abstract syntax of visual languages in an integrated way. For \(TG = (TG^S \leftarrow TG^C \rightarrow TG^T)\), we use \(VL(TG)\) (integrated models), \(VL(TG^S)\) (source domain), and \(VL(TG^T)\) (target domain) to denote the classes of all graphs typed over \(TG^S\), \(TG^C\), and \(TG^T\), respectively.

A TGG specifies a language of triple graphs, which are considered as consistent integrated models. The triple rules of a TGG are used to synchronously build up source and target models, together with the correspondence structures.

\[
\begin{align*}
L & = (L^S \leftarrow L^C \rightarrow L^T) \\
R & = (R^S \leftarrow R^C \rightarrow R^T)
\end{align*}
\]

Fig. 3.2 Triple rule and triple graph transformation step

A triple rule \(tr\), as depicted in Fig. 3.2, is an inclusion of triple graphs, represented \(L \leftarrow R\). It specifies how a given consistent integrated model can be extended simultaneously on all three components yielding again a consistent integrated model. In particular, this means that triple rules are non-deleting. This is sufficient, because triple rules are not used for editing in the source and target domains. Moreover, as shown in [12], triple rules can be extended by negative application conditions (NACs) for restricting their application to specific matches. Notice that one or more of the rule components \(tr^S, tr^C,\) and \(tr^T\) may be empty. In the example, this is the case for a rule concerning employees of the technical department within the target model. A triple rule is applied to a triple graph \(G\) by matching \(L\) to some part of triple graph \(G\). Technically, a match is a morphism \(m : L \rightarrow G\). The result of this application is the triple graph \(H\), where \(L\) is replaced by \(R\) in \(G\). Technically, the result of the transformation is defined by a pushout diagram [11] (PO), as depicted in Fig. 3.2 on the right. This triple graph transformation (TGT) step is denoted by \(G \xrightarrow{\text{TGG}} H\). From the application point of view, we consider that matches should be injective on the structural part. This means that two distinct nodes (edges) in the left hand side of a rule are never mapped to the same node (edge) in the current triple graph \(G\), i.e., identification of elements in \(L\) via a match to \(G\) is not possible. But it would be too restrictive to require injectivity of the matches also on the data and variable nodes, because we must allow that two different variables are mapped to the same data value. For this reason we use the notion of almost injective matches, which requires that matches are injective except for the data value nodes. This way, attribute values can still be specified as terms within a rule and matched non-injectively to the same value. For the rest of this paper we generally require almost injective matching for the transformation sequences.

A triple graph grammar \(TGG = (TG, S, TR)\) consists of a triple type graph \(TG\), a triple start graph \(S\) (typically, the empty triple graph) and a set \(TR\) of triple rules. The language generated by \(TGG\), denoted \(VL(TGG)\), is the set of all (well-typed) triple graphs that can be generated from the start graph \(S\) using the rules in \(TR\). Notice that, as a consequence, \(VL(TGG) \subseteq VL(TG)\).
The triple graph grammar $TGG = (TG, \emptyset, TR)$ of our case study is given by the triple type graph $TG$ in Fig. 3.3, the empty start graph and the triple rules in Fig. 3.4.

**Example 3.1 (Type Graph)** The triple type graph $TG$ of our example is shown in Fig. 3.3. It specifies that models of the source domain contain persons including their detailed salary information (bonus and base salary) and their names. Models of the target domain additionally contain the departments to which a person is assigned to, the birth date of a person, and a single value for the complete salary of a person, while the details about bonus and base salary are not provided.

**Example 3.2 (Triple Rules)** The triple rules of the TGG are depicted in a compact notation in Fig. 3.4. Left- and right-hand side of a rule are depicted in one triple graph and the elements to be created—and, thus, exist in the right-hand side only—have the label “++”. The first rule (Person2FirstMarketingP) inserts a new department with name “Marketing” and the NAC ensures that none of the existing departments is named equally. The rule creates a person of the new department in the target model as well as a corresponding person in the source model. Note that the left hand side of this rule is empty, i.e., it does not require existing structures. Rule Person2NextMarketingP is used to extend both models with further persons in the marketing department. The left hand side of this rule contains the department node with name “Marketing”. Note that the attributes of the created persons are not set with these rules. This is possible in our formal framework of attributed graph transformation based on the notion of E-graphs [11]. The main advantage is that we can propagate changes of attribute values without the need for deleting and recreating the owning structural nodes. This is important from the efficiency and application point of view. Thus, rules 3-6 concern the creation of attribute values only. Rules 3 (FName2FName) and 4 (LName2LName) create new corresponding values for first and last names, respectively. The next rule (Empty2Birth) assigns the birth date of a person in the target component and does not change the source component. Finally, rule 6 (DetailedSalary2Salary) assigns the detailed salary values (bonus and base) in the source component and the sum of them in the target component. Rule 7 (Empty2OtherDepartment) creates a new de-
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<table>
<thead>
<tr>
<th>(a1)</th>
<th>$G^S \leftarrow r \rightarrow G^T$</th>
<th>(a2)</th>
<th>$G^S \leftarrow r \rightarrow G^T$</th>
<th>(b1)</th>
<th>$G^S \leftarrow r \rightarrow G^T$</th>
<th>(b2)</th>
<th>$G^S \leftarrow r \rightarrow G^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \alpha \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td>$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td>$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td>$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c1)</td>
<td>$G^T \leftarrow r \rightarrow G^T$</td>
<td>(c2)</td>
<td>$G^T \leftarrow r \rightarrow G^T$</td>
<td>(d1)</td>
<td>$G^T \leftarrow r \rightarrow G^T$</td>
<td>(d2)</td>
<td>$G^T \leftarrow r \rightarrow G^T$</td>
</tr>
<tr>
<td>$G^T \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td>$G^T \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td>$G^T \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td>$G^T \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3.5 Laws for correct and (weak) invertible synchronization frameworks

A TGG model framework specifies the possible correspondences between models and updates of models for a given TGG, according to Def. 3.3 below. More precisely, a model framework is defined as consisting of the classes of well-typed source and target models, the class of correspondences between source and target models (i.e., the class of well-typed triple graphs), the subset of consistent correspondences (i.e., the class of triple graphs defined by the given TGG) and the classes of source and target updates. In particular, a model update $\delta : G \rightarrow G'$ is specified as a graph modification consisting of two inclusions, $\delta : G \leftarrow I \rightarrow G'$. The intuition of a graph modification is that the inclusion $I \leftarrow G$ specifies the elements that are deleted from $G$ (all the elements that are not in $I$) and $I \rightarrow G'$ specifies all the elements that are added by $\delta$ (all the elements in $G'$ that are not in $I$). Therefore, the elements in $I$ are the elements that remain invariant after the modification. It may be noted that graph modifications look like triple graphs, however their role is different: triple graphs are used to make explicit the interrelations between two integrated models, while graph modifications are used to describe updates on a given model.

Definition 3.3 (TGG Model Framework) Let $TGG = (TG, \emptyset, TR)$ be a triple graph grammar with empty start graph $\emptyset$ and triple type graph containing source and target components $TG^S$ and $TG^T$, and a set TR of triple rules. The derived TGG model framework $MF(TGG) = (VL(TG^S), VL(TG^T), R, C, F, \delta_S, \delta_T)$ consists of source domain $VL(TG^S)$, target domain $VL(TG^T)$, the set $R$ of correspondence relations given by $R = VL(TG)$, the set $C$ of consistent correspondence relations $C \subseteq R$ given by $C = VL(TG)$, (i.e., $R$ contains all integrated models and $C$ all consistent integrated ones), and sets $\delta_S, \delta_T$ of graph modifications for the source and target domains, given by $\delta_S = \{ a : G^S \rightarrow G'^S \mid G^S, G'^S \in VL(TG^S) \}$, and $\delta_T = \{ b : G^T \rightarrow G'^T \mid G^T, G'^T \in VL(TG^T) \}$, and $a$ is a graph modification and $b$ is a graph modification, respectively.

$G^S \leftarrow r \rightarrow G^T$ $G^S \leftarrow r \rightarrow G^T$

$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$

$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$

$G^S \leftarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow \prec \beta \text{Ppg} \downarrow$

Fig. 3.6 Synchronization operations

Given a TGG model framework, the synchronization problem is to provide suitable total and deterministic forward and backward operations $\text{Ppg}$ and $\text{bPpg}$ that propagate updates on one model ($G^S$ or $G^T$) to the other model. More precisely, given an integrated model (a correspondence relation) $G^S \leftrightarrow G^T$ and an update $a : G^S \rightarrow G'^S$, the operation $\text{Ppg}$ must propagate the update $a$ to $G'^T$ returning as result an update $b : G'^T \rightarrow G^T$ and a correspondence relation $G'^S \leftrightarrow G^T$. Similarly, $\text{bPpg}$ is the dual operation that propagates updates on target models to updates on source models. The effect of these operations is depicted schematically in the diagrams on Fig. 3.6, which we call synchronization tiles, where we use solid lines for the inputs and dashed lines for the outputs [3]. Note that, in a common tool environment, the required input for these operations is either available directly or can be obtained. For example, the graph modification of a model update can be derived via standard difference computation and the initial correspondence can be computed based on TGG integration concepts [10, 29]. Note also that determination of $\text{Ppg}$ means that the resulting correspondence $G^S \leftrightarrow G'^S$ and update $b : G'^T \rightarrow G^T$ are uniquely determined. The propagation operations are correct, if they additionally preserve consistency as specified by laws (a1) – (b2) in Fig. 3.5. Law (a2) means that if the given update is the identity and the given correspondence is consistent, then $\text{Ppg}$ changes nothing. Laws (b1) and (b2) are the dual versions.
However, notice that we do not require that the resulting update problem leading to the right diagram in Fig. 3.6. Operation \( f_{\text{Ppg}} \) and \( c_{\text{Ppg}} \) are correct; it is weakly invertible if axioms (c1) and (c2) in Fig. 3.5 are satisfied, and it is invertible if additionally axioms (d1) and (d2) in Fig. 3.5 are satisfied.

Invertibility (laws (d1) and (d2)) means that the propagation operations are essentially inverse of each other. For instance, axiom (d1) states that if we propagate update \( a_1 : G^S \rightarrow G^T \) obtaining as result update \( b \), and now propagate update \( b \) to \( G^S \), we obtain the same result \( G^T \). However, notice that we do not require that the resulting update \( a_2 \) must coincide with \( a_1 \). In particular, it may be possible that the set of elements of \( G^S \) that are not modified by \( a_1 \) may not coincide with the set of elements that are not modified by \( a_2 \), even if they produce the same result \( G^T \) (see Ex. 3.5 below). However, as we show in Sec. 8 we are able to ensure the more flexible notion of weak invertibility (laws (c1) and (c2)) for our example. More precisely, weak invertibility expresses that the two operations are the inverse of each other, up to certain information that may be lost when applying the operations. For instance, in axiom (c1) the intuition is that update \( b \), the result of propagation of update \( a_1 \), may ignore part of the information added by \( a_1 \), because this kind of information may not be relevant for target models. As a consequence, when propagating \( b \) to \( G^S \) this information would be lost. However, this law also states that no information added by update \( b \) would be ignored when propagating it to \( G^T \). The reason is that all that information was, in some sense, included in update \( a_1 \), so it must be relevant for source models.

Example 3.5 (Invertibility and Weak Invertibility) Consider a model update \( b_1 \) of a given target model, depicted in Fig. 3.7, where a new person is added together with his birth date, leading to a target model \( G^T \). The propagation via \( b_{\text{Ppg}} \) yields an update \( a \), whose resulting source model \( G^{S'} \) includes that person without his birth date. Now, the propagation of \( a \) via \( f_{\text{Ppg}} \) yields an update \( b_2 \) whose resulting target model \( G^{T''} \) does not contain any information about the birth date. Therefore, \( G^T \neq G^{T''} \) meaning that \( \text{Synch(TGG)} \) is not invertible, since law (d2) does not hold. However, if we continue the diagram and perform an additional backward propagation as in Fig. 3.8 we derive a source update that coincides again with \( a \), i.e., the diagrams satisfies law (c2) of weak invertibility.

4 Model Transformation Based on TGGs

In the previous section, we have seen how we can use TGGs to specify the set of consistent correspondences between two classes of models. In this section, we show how we can use TGGs to implement (bidirectional) model transformations [12]. More precisely, given a source model \( G^S \) (respectively, a target model \( G^T \)), the model transformation problem is to find a target model \( G^{T'} \) (respectively, a source model \( G^{S'} \)) such that \( G^S \leftrightarrow G^{S'} \) is a consistent correspondence (or, equivalently, \( G^S \leftrightarrow G^{T'} \) belongs to the language generated by the TGG). In particular, we will see that this can be done by means of the operational transformation rules that can be generated automatically from a TGG.

There are four classes of operational transformation rules, source rules allow us to parse source models, forward rules build target models out of source models, target rules allow us to parse target models, and finally backward rules build source models out of target models. In particular, for a given TGG, the sets \( TR_f \) and \( TR_b \) including all source and forward rules, respectively, are derived from the triple rules \( TR \) in the TGG as shown in Fig. 4.1. Their construction is shown by Ex. 4.1. The sets of target rules \( TR_f \) and backward rules \( TR_b \) are derived analogously. Moreover, in [12], the generation of operational transformation rules has been extended to triple rules with negative application conditions.
The backward case is similar.

consistent forward transformation sequence \((G^S \leftrightarrow 0) \triangleright \triangleright (G^S \leftrightarrow G^T)\). The set of all source consistent forward sequences defines a model transformation based on forward rules from the source domain \(VL(TG^S)\) to the target domain \(VL(TG^T)\).

Definition 4.2 (Model Transformation based on Forward Rules) A model transformation sequence \((G^S, G_0 \triangleright \triangleright G_n, G^T)\) consists of a source graph \(G^S\), a target graph \(G^T\), and a source consistent forward TGT-sequence \(G_0 \triangleright \triangleright G_n\) with \(G^S = G_0^S \triangleright \triangleright G_n^S\) and \(G^T = G_0^T \triangleright \triangleright G_n^T\). A model transformation \(MT : VL(TG^S) \Rightarrow VL(TG^T)\) is defined by all model transformation sequences \((G^S, G_0 \triangleright \triangleright G_n, G^T)\) with \(G^S \in VL(TG^S)\) and \(G^T \in VL(TG^T)\). Hence, source consistency is a control condition that has to be used in the construction of forward transformation sequences, in order to implement a model transformation based on TGGs. In principle, the source sequence is obtained a priori by parsing the given source model in order to guide the forward transformation. However, source and forward sequences can be constructed simultaneously and backtracking can be reduced (c.f. Sec. 6) in order to derive efficient executions of model transformations [12, 22].

Model transformations based on forward rules as defined above are always correct and complete [12, 13, 22] in the following sense. Correctness means that for each source model \(G^S\) that is transformed into a target model \(G^T\) there is a model \(G = (G^S \rightarrow G^C \rightarrow G^T)\) in the language of consistent integrated models \(VL(TGG)\) defined by the TGG. Completeness ensures that for each consistent source model there is a forward transformation sequence transforming it into a consistent target model.

5 Model Transformation and Marking using Translation Attributes

According to the results presented in the previous section, in order to build forward transformation sequences to implement model transformations, we need to use source consistency as a separate control condition. In this section, we show how we can automatically integrate the computation of source consistency in the model transformation process. The idea is to use translation attributes and forward translation rules instead of standard forward rules. In particular, as shown in [22], this allows for the efficient implementation and analysis of model transformations. We also show that the same idea can be used to partially parse a given triple model \(G\), where partial parsing means finding a maximal consistent submodel \(G_0 \subseteq G\). For this reason, the rules needed in this case are called consistency creating rules. The section is organized as follows, first we describe what translation attributes are. Then we define forward translation rules and consistency creating rules, and how they are used. Finally, we provide some discussion about termination of transformations using these rules.

---
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\[
\begin{align*}
L_0 &= (L^S \leftarrow l_1 \rightarrow L^C, \tau_1), \\
R &= (R^S \leftarrow r_1 \rightarrow R^C, \tau_1), \\
L_0 &= (L^S \leftarrow \varnothing \rightarrow \varnothing, \tau_0), \\
R_0 &= (R^S \leftarrow \varnothing \rightarrow \varnothing, \tau_0).
\end{align*}
\]

Definition 4.1 (Operational Transformation Rules) The rules in Fig. 4.2 are the derived source and forward rules of the triple rule \(tr\) in Fig. 4.1. Derived source and forward rules for \(FName2FName\) (Fig. 4.2) are the derived source and forward rules of the triple rule \(FName2FName\) in Fig. 3.4.

The basic idea of how we can build a target model out of a source model using source and forward rules can be explained quite simply. Let us suppose that we want to find a model \(G^T\) from a source model \(G^S\) such that \(G^S \leftrightarrow G^T\) is a consistent correspondence (assuming that this model exists). If \(G^S \leftrightarrow G^T\) is consistent this means that, starting from the empty triple graph, there must be a derivation \((\emptyset \leftrightarrow \emptyset) \triangleright \triangleright (G_1^S \leftrightarrow G_1^T) \triangleright \triangleright \ldots \triangleright \triangleright (G_n^S \leftrightarrow G_n^T)\), where each source rule \(tr_{S,j}\) and its associated forward rule \(tr_{F,j}\) are applied with a compatible match. But, since the application of a source rule \(tr_{S,j}\) is independent of the application of any forward rule \(tr_{F,j}\), provided that \(i < j\) we have that the previous derivation is equivalent to the derivation \((\emptyset \leftrightarrow \emptyset) \triangleright \triangleright (G_1^S \leftrightarrow G_1^T) \triangleright \triangleright \ldots \triangleright \triangleright (G_j^S \leftrightarrow G_j^T)\), where each source rule \(tr_{S,j}\) and its associated forward rule \(tr_{F,j}\) are applied with a compatible match.

In this sense, we say that a forward transformation sequence \((G_0 \triangleright \triangleright G_n)\) is source-consistent if there is a corresponding source sequence \((\emptyset \triangleright \triangleright G_0)\), such that the matches of corresponding source and forward steps are compatible; and, as a consequence, we know that a source model \(G^S\) can be transformed into a target model \(G^T\) if there is a source-
Translation attributes are boolean-valued attributes that we associate to nodes, edges, and also other attributes to denote if that element has been translated or not, in the case of model transformation, or if it has been parsed or not, in case that we are interested in finding a maximal consistent submodel of a given model. In general, we may not want to add translation attributes to the complete graph, but only to a part of it. For instance, in the case of forward transformation we just need to add attributes to the source part. More precisely, given an attributed graph \( AG \) and a subset \( M \) of its elements (nodes or edges), we call \( AG' \) a graph with translation attributes over \( AG \) if it extends \( AG \) with one Boolean-valued attribute \( tr_{x,x} \) for each element \( x \) in \( M \) and one Boolean-valued attribute \( tr_{x,y} \) for each attribute associated to such an element \( x \) in \( M \). The set \( M \) of marked elements, together with all these additional translation attributes is denoted by \( Att_{TGG} \).

Using the concept of translation attributes we provide extended operational rules, called operational translation rules, such that transformations via these rules do not need to be controlled by a separate control condition. There are three sets of operational translation rules that we derive from a given set \( TR \) of TGG-triple rules: \( TR_{FT} \) (the set of forward translation rules), \( TR_{BT} \) (the set of backward translation rules) and \( TR_{CC} \) (the set of consistency creating rules).

A forward translation rule \( tr_{FT} \), introduced in [25], extends the forward rule \( tr_{F} \) by additional Boolean valued translation attributes, which are markers for elements in the source model and specify whether the elements have been translated already. Each forward translation rule \( tr_{FT} \) turns the markers of the source elements that are translated by this rule from \( F \) to \( T \) (i.e., the elements that are created by \( tr_{F} \)). This way, we can ensure that each element in the source graph is not translated twice, but exactly once. The idea of how forward translation rules are used to implement model transformations works as follows. At the beginning, the source model of a model transformation sequence is extended by translation attributes that are all set to “F”. Then, the application of a forward translation rule sets to “T” all the elements that are translated by the rule. Finally, the model transformation is successfully executed if the source model is completely marked with \( T \). However, if we arrive to a model which cannot be further transformed and where some of its translation attributes are \( F \) then we know that the transformation process has failed and we would probably have to backtrack to find a correct transformation. In the examples, we indicate these markers by check marks in the visual notation and by bold font face in the graph representation.

Due to the modification of the translation attributes, the rules are deleting, which means that, technically, the rules cannot be denoted by inclusions \( L \rightarrow R \). As a consequence, from a formal point of view, triple transformations are not defined as a pushout, but in terms of the classical double pushout (DPO) approach [11]. Moreover, according to the theory of graph transformation ([11]), the application of a deleting graph transformation rule must satisfy the so-called gluing condition. However, in the case of the operational triple rules with translation attributes, this is guaranteed. The reason is that forward translation rules are deleting only on attribution edges, where there are no dangling points, and all identification points are preserved for almost injective matches.

Consistency creating rules are used to compute maximal subgraphs \( G_{i} \) of a given triple graph \( G \) typed over TG, such that \( G_{i} \subseteq VL(TGG) \). In the special case that \( G \subseteq VL(TGG) \), we know that \( G_{i} = G \). Each consistency creating rule switches labels from \( F \) to \( T \) for those elements that would be created by the corresponding TGG-rule in \( TR \). This means that elements in the left hand side \( L_{CC} = R \) are labeled with \( T \), if they are also contained in \( L_{s} \), and they are labeled with \( F \) otherwise. Accordingly, all elements in the right hand side \( R_{CC} \) are labeled with \( T \).

The operational translation rules of a TGG are used for the propagation of changes during a synchronization. They consist of the derived forward translation, backward translation and consistency creating rules.

### Definition 5.1 (Operational Translation Rules)

**Given a triple rule** \( tr = (L \rightarrow R) \) and its derived source rule \( tr_{s} = (L_{s} \rightarrow R_{s}) \), target rule \( tr_{T} = (L_{T} \rightarrow R_{T}) \), forward rule \( tr_{F} = (L_{F} \rightarrow R_{F}) \) and backward rule \( tr_{B} = (L_{B} \rightarrow R_{B}) \), the
The consistency creating rules (Remark 5.3 (Interdependencies between Operational Rules)) are given by consistency creating rule \( tr_{cc} = (L_{cc} \xrightarrow{cc} K_{cc} \xrightarrow{cc} R_{cc}) \), forward translation rule \( tr_{ft} = (L_{ft} \xleftarrow{ft} K_{ft} \xleftarrow{ft} R_{ft}) \), and backward translation rule \( tr_{bt} = (L_{bt} \xrightarrow{bt} K_{bt} \xrightarrow{bt} R_{bt}) \) defined in Fig. 5.1 using the notation based on translation attributes. By \( TR_{CC}, TR_{FT}, TR_{BT} \) we denote the sets of all derived consistency creating, forward translation and backward translation rules, respectively.

Remark 5.2 (Construction of Operational Rules) Note that in Fig. 5.1 (\( B + A \cap C \)) is the union of \( B \) and \( C \) with shared \( A \), such that for instance \( L_{ft} + L \) is the union of \( L_{ft} \) and \( L \) with shared \( L \). Also, \( G \oplus Att_{L} \) denotes adding to the graph \( G \) translation attributes for all the elements and attributes included in \( M \subseteq G \), and moreover all these attributes are set to \( T \). Similarly, \( G \oplus Att_{F} \) denotes adding to \( G \) all these attributes, but this time they are set to \( F \).

Remark 5.3 (Interdependencies between Operational Rules) The consistency creating rules \( TR_{CC} \) are used in Sec. 7 for marking the already consistent parts of a given integrated model in the second sub-phase of the synchronization. The forward and backward translation rules are used for the third sub-phase. This third sub-phase can be interpreted as a completion of the computed sequence of the second sub-phase. We show in Sec. 7 that this continuation is always possible if the sets of operational rules are deterministic, for which we also provide an automated check and analysis. If a TGG does not ensure deterministic sets of operational rules, the computed maximal subgraph via \( TR_{CC} \) may be too large to find a corresponding completion via forward (backward) translation rules. In this case, a possible solution would be to perform backtracking for sub-phases 2 and 3 of the synchronization.

Example 5.4 (Derived Sets of Consistency Creating Rules) Figures 5.2-5.3 show the set of the consistency creating rules derived from the triple rules in Ex. 3.2 according to Def. 5.1. They do not modify the structure of a triple graph, but only the translation attributes. They are used for marking consistent substructures of a given triple graph, i.e., of a given integrated model. By applying all derived consistency creating rules as long as possible to a given triple \( G \) graph with all translation attributes set to \( T \), a maximal consistent triple graph that is contained in \( G \) is computed. Intuitively, for each element \( x \in R \) (node, edge, or attribute) of a triple rule \( tr = (L \rightarrow R) \) a separate translation attribute \( t_{R} \) or \( t_{R,x} \) is added for the consistency creating rule \( tr_{cc} \). If an element \( x \in R \) is preserved by the triple rule \( tr \), then the consistency creating rule preserves it as well and the translation attribute has value \( T \). Otherwise, if \( x \in R \) is created by \( tr \), then it becomes a preserved element in the consistency creating rule \( tr_{cc} \) and the corresponding translation attribute is changed from \( F \) to \( T \). In visual notation, this means that all plus signs are replaced by additional translation attributes whose values are changed from \( F \) to \( T \) and we denote such a modification by \( [F \Rightarrow T] \).

Example 5.5 (Derived Sets of Forward Translation Rules) Figures 5.4-5.5 show the set of the forward translation rules derived from the triple rules in Ex. 3.2 according to Def. 5.1. These rules are used for translating a source model into its corresponding target model. For this reason, the rules are only modifying the translation attributes on the source component. Intuitively, for each element \( x \) in the source component \( R^{S} \) (node, edge, or attribute) of a triple rule \( tr = (L \rightarrow R) \) a sepa-
Fig. 5.4 Derived Operational Triple rules: $TR_{FT}$ (part 1)

rate translation attribute ($tr$ or $tr_x$) is added for the forward translation rule $tr_{FT}$. If an element $x \in R^S$ is preserved by the triple rule $tr$, then the forward translation rule preserves it as well and the translation attribute has value $T$. Otherwise, if $x \in R^T$ is created by $tr$, then it becomes a preserved element in the forward translation rule $tr_{FT}$ and the corresponding translation attribute is changed from $F$ to $T$. In visual notation, this means that each plus sign in the source component of a triple rule is replaced by an additional translation attribute whose value changes from $F$ to $T$.

Note that the rules 6-8 are contained in $TR_{FT}$, i.e., they are identities on the source component and according to Def. 3.4 they are not used for $fPpg$, which is based on $TR_{FT}$. This is important to ensure termination (cf. Rem. 5.6) and we show by Fact 7.8 that the derived sets of operational rules are kernel-grounded (cf. Def. 6.5). For this reason, the reduced set still ensures completeness according to Rem. 6.6 and Thm. 8.2.

Example 5.6 (Derived Sets of Backward Translation Rules) Figures 5.6-5.7 show the set of the backward translation rules derived from the triple rules in Ex. 3.2 according to Def. 5.1. They are derived dually to the case of forward translation rules and used for the translation of target models into their corresponding source models. Thus, they do only modify translation attributes on the target component. Intuitively, for each element $x$ in the target component $R^T$ (node, edge, or attribute) of a triple rule $tr = (L \rightarrow R)$ a separate translation attribute ($tr$ or $tr_x$) is added for the backward translation rule $tr_{BT}$. If an element $x \in R^T$ is preserved by the triple rule $tr$, then the backward translation rule preserves it as well and the translation attribute has value $T$. Otherwise, if $x \in R^T$ is created by $tr$, then it becomes a preserved element in the backward translation rule $tr_{BT}$ and the corresponding translation attribute is changed from $F$ to $T$. In visual notation, this
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Fig. 5.6 Derived Operational Triple rules: $TR_{BT}$ (part 1)

means that all plus signs in the target component are replaced by additional translation attributes whose values are changed from $F$ to $T$. Note that all backward translation rules are used for $bPpg$ in contrast to operation $fPpg$ before.

Fig. 5.7 Derived Operational Triple rules: $TR_{BT}$ (part 2)

We define model transformations based on forward translation rules in a similar but slightly different way than for forward rules in Def. 4.2. In both cases we start the transformation process with a triple graph that consists only of the given source graph, i.e., the target and the connection graphs are the empty graphs. But now, the source graph is completely marked with $F$-valued translation attributes, indicating that no element from the graph has been translated yet. Then, instead of applying to the start graph a source consistent forward transformation sequence, we apply a sequence of forward translation transformations leading to a graph whose source part is completely marked with $T$, meaning that all the elements from the given source graph have been translated. These transformation sequences are called complete forward translation sequences.

Definition 5.7 (Complete Forward Translation Sequence)

A forward translation sequence $G_0 \xrightarrow{r_{BT}} G_n$ with almost injective matches is called complete if $G_n$ is completely translated, i.e., all translation attributes of $G_n$ are set to true ("T").

A model transformation based on forward translation rules transforms models from the source domain into models of the target domain by executing complete forward translation sequences. Given a concrete source model, then the resulting target model of the model transformation is obtained by restricting the resulting triple graph of the forward translation sequence to the target component. We have shown in [22] that model transformation sequences based on forward rules and those based on forward translation rules, respectively, are equivalent. This ensures that the derived model transformation relations are the same.
Definition 5.8 (Model Transformation Based on Forward Translation Rules) A model transformation sequence \((G^S, G'_0 \xleftarrow{r_{tr}} G'_n, G^T)\) based on forward translation rules \(TR_{FT}\) consists of a source graph \(G^S\), a target graph \(G^T\), and a complete \(TGT\)-sequence \(G'_0 \xleftarrow{r_{tr}} G'_n\) typed over \(G' = TG \oplus \text{Att}_{TG}(G^S) \leftarrow \emptyset \rightarrow \emptyset\) and \(G'_n = (\text{Att}^T(G^S) \leftarrow \emptyset \rightarrow \emptyset)\) for some source graph \(G^S \in \text{VL}(TG)\).

A model transformation \(MT\) : \(\text{VL}(TG^S) \Rightarrow \text{VL}(TG^T)\) based on \(TR_{FT}\) is defined by all model transformation sequences as above with \(G^S \in \text{VL}(TG^S)\) and \(G^T \in \text{VL}(TG^T)\). All the corresponding pairs \((G^S, G^T)\) define the model transformation relation \(MT_{TR} \subseteq \text{VL}(TG^S) \times \text{VL}(TG^T)\) based on \(TR_{FT}\). The model transformation is terminating if there are no infinite \(TGT\)-sequences via \(TR_{FT}\) starting with \(G'_0 = (\text{Att}^T(G^S) \leftarrow \emptyset \rightarrow \emptyset)\) for some source graph \(G^S \in \text{VL}(TG^S)\).

Consistency creating sequences as defined in Def. 5.9 below, are used for computing a maximal consistent part of a given triple graph, which is used for the auxiliary operation defined in Sec. 7. A consistency creating sequence starts at a triple graph \(G'_0 = \text{Att}^T(G)\), i.e., at a triple graph where all elements are marked with \(F\). Each application of a consistency creating rule modifies some translation attributes of an intermediate triple graph \(G'_t\) from \(F\) to \(T\) and preserves the structural part \(G^{\prime 0}\) contained in \(G'_0\). Therefore, the resulting triple graph \(G'_n\) extends \(G\) with translation attributes only, i.e., some are set to \(T\) and the remaining ones to \(F\).

Definition 5.9 (Consistency Creating Sequence) Given a triple graph grammar \(TGG = (TG, \emptyset, TR)\), a triple graph \(G\) typed over \(TG\) and let \(TR_{CC}\) be the set of consistency creating rules of \(TR\). A consistency creating sequence \(s = (G, G'_0 \xleftarrow{r_{tr}} G'_n)\) is given by a \(TGT\) sequence \(G'_0 \xleftarrow{r_{tr}} G'_n\) via \(TR_{CC}\) with \(G'_0 = \text{Att}^T(G)\) and \(G'_n = G \oplus \text{Att}_{TG}(G'_0) \oplus \text{Att}^T(G)\), where \(G'_0\) is the subgraph of \(G\) derived from \(G'_t\), \(G'_t \xleftarrow{r_{tr}} G'_0\) by restricting \(G'_t\) to all \(T\)-marked elements. Consistency creating sequence \(s\) is called terminated, if there is no rule in \(TR_{CC}\) which is applicable to the result graph \(G'_n\). In this case, the triple graph \(G'_n\) is called a maximal consistency creating rule of \(G\). A triple graph \(G'_t\) is called completely \(T\)-marked, if \(G'_t = \text{Att}^T(G)\) for a given triple graph \(G\), i.e., all translation attributes in \(G'_t\) are "\(T\)".

Remark 5.10 (Termination) It is quite easy to show that, unless the given \(TGG\) includes a trivial identical rule \(L \leftrightarrow L\), every consistency creating sequence terminates. The reason is that the application of each rule switches some translation predicates from \(F\) to \(T\). Since the number of these predicates in a given triple graph is finite, only a finite number of rule applications is possible.

The case of forward and backward translation sequences is different. In particular, if a triple rule \(tr = L \leftrightarrow R\) is source identical, meaning that it does not change the source part, i.e., \(L^S = R^S\) or equivalently \(tr^S = id\), its associated forward translation rule will not switch any translation predicate from \(F\) to \(T\). This implies that this rule could be applied infinitely many times. The case of a backward translation sequence is similar. Special care is necessary to handle rules that modify both source and target.
is given by $tr_{FT}$ extended by a set of additional attribute conditions $AttC_{pol}(tr_{FT})$. The policy $pol$ is called conservative, if the derived model transformation relation $MTR_{FT} \subseteq VL_S \times VL_T$ based on $TR_{FT}'$ is left total and is contained in the model transformation relation $MTR_{FT}$ derived from $TR_{FT}$, i.e., $MTR_{FT}' \subseteq MTR_{FT}$.

A policy for backward translation rules $TR_{BT}$ is defined analogously by replacing $FT$ with $BT$ and it is conservative if the derived model transformation relation $MTR_{BT}$ is left total and contained in $MTR_{BT}$.

In order to automatically check that a policy is conservative we provide a sufficient condition by Lemma 6.2 below based on the analysis of dependencies between rules [11]. Intuitively, two transformation steps $G_0 \xrightarrow{p_1,m} G_1 \xrightarrow{p_2,m} G_2$ are sequentially independent, if (1) there is no use-delete dependency (the first step uses (creates or reads) an element (node, edge, or attribute) that is deleted by $p_2$ in the second step) and (2) there is no forbid-produce dependency. A produce-forbid dependency occurs if the first step forbids a pattern by a negative application condition of $p_1$ and the second step produces some elements of $p_1$, such that applying the second step first will disable the execution of the first step thereafter.

A policy restricted the applicability of rules. The main challenge is to ensure that the restrictions are not too strict. In more detail, for each valid input model of an operational transformation sequence we have to ensure that there is an equivalent transformation sequence respecting all restrictions of the policy. The key idea is to check for each restriction of a rule $r$ whether there are rules that could depend on the execution of $p$. If we can show that there is no dependency to all possible subsequent steps in an operational transformation sequence, we can conclude that all steps via $p$ can be shifted to the end of the sequence. This allows us to focus on $p$ itself.

As stated by Lemma 6.2 below, it is then sufficient to show that for each match of $p$ there is an equivalent match satisfying the conservative policy.

**Lemma 6.2 (Conservative Policy)** Let $pol : TR_{FT} \rightarrow TR_{FT}'$ be a policy, such that for each rule $tr_{FT}' = pol(tr_{FT})$ in $TR_{FT}'$ with $tr : L \rightarrow R$ the following condition holds.

1. Given a match $m : L \rightarrow G$ for $tr_{FT}$, then there is also a match $m' : L \rightarrow G$ for $tr_{FT}'$, satisfying $AttC_{pol}(tr_{FT})$.
2. If $AttC_{pol}(tr_{FT}) \neq \emptyset$, then for each rule $tr_2 \in TR_{FT}$ with $tr_{FT} \neq tr_2$ the pair $(tr_{FT}, tr_2)$ is sequentially independent.

Then, the policy $pol$ is conservative (cf. Def. 6.7). A similar fact holds for a policy $pol : TR_{BT} \rightarrow TR_{BT}'$ concerning backward translation rules.

**Proof (Idea)** According to Def. 6.1 policy $pol$ is conservative, if the derive model transformation relation $MTR_{BT}$ is left total. The model transformation relation $MTR$ based on $TR_{BT}$ is left total due to the completeness result for TGG model transformations based on forward translation rules (cf. Thm. 1 in [22]). Thus, given a source model $G \in VL_S$, there is a complete forward translation sequence $s_{FT}$ via $TR_{FT}$. We have to show that there is also a complete forward translation sequence $s_{FT}'$ via $TR_{FT}$. First of all, $MTR_{FT} \subseteq MTR_{FT}$, because the additional attribute conditions only restrict the possible transformation sequences and no additional ones are possible. Item (1) in Lem. 6.2 ensures that for each step $s_{FT}$ in $s_{FT}$ via $TR_{FT}$, there is a step $s_{FT}'$ via $TR_{FT}'$, but this step may differ on the resulting triple graph. However, item (2) ensures that there is no subsequent step in $s_{FT}$ via a different rule that is sequentially dependent to neither $s_{FT}$ nor $s_{FT}'$. Therefore, we can iteratively exchange the original steps with corresponding ones via $TR_{FT}$, shift them to the end of the sequence, and continue with the next step that is not via $TR_{FT}$. Finally, we derive a complete forward translation sequence $s_{FT}'$ via $TR_{FT}'$. For the full proof see Fact 7 in [24].

![Fig. 6.1 Backward Translation Rule without (5) and with (5’) conservative policy](image)

**Example 6.3 (Conservative Policy)** In Fig. 6.1, the backward translation rule 5 : “DetailedSalary2SalaryBT(5)" from Ex. 5.6 is extended to the rule 5’ : “DetailedSalary2SalaryBT(5’) by a policy in the form of an additional positive application condition in order to ensure determinism. Since the left hand side of this rule specifies only the sum of the salary of a person, the values of the base and bonus conditions are not fixed via a match. The positive application condition (PAC) [11] requires that both values are set to half times the amount of the salary sum. Now, this is possible for each number, such that we can conclude that the policy is conservative (Lem. 6.2), which is important for ensuring completeness of the propagation operation bPpg (see Thm. 8.2).

In order to ensure termination of the propagation operations, we restrict the sets of operational rules to those that modify at least one translation attribute. We call these rules kernel translation rules. In the case of forward translation rules, the kernel forward translation rules $TR_{FT}^{k} \subseteq TR_{FT}$ are those forward translation rules that are derived from the source creating triple rules $TR^{s} \subseteq TR$ of the triple rules $TR$. The remaining forward translation rules $TR_{FT}^{s} = TR_{FT} \setminus TR_{FT}^{k}$...
are those derived from the source identic triple rules $TR^{ls}$.

Vice versa, the kernel backward translation rules $TR^{bt}$ are the backward translation rules that are derived from the target creating triple rules $TR^{ls} \subseteq TR$ and $TR^{tr}$ are the remaining backward translation rules derived from the target identic triple rules. Finally, the kernel consistency creating triple rules, however, are given by the complete set of consistency creating rules $TR_{CC}$.

The restriction of the set of operational rules can possibly cause that for a valid input model, there is no longer a valid operational transformation sequence via forward or backward translation rules, respectively. However, we can use the same idea as before and check that the remaining rules do not depend on the omitted ones ($TR^{tr}$) as stated by Remark 6.4 below. This ensures that the rules that do not change any translation attribute can be shifted to the end of each sequence and thus, can be omitted while still all valid input models can be processed successfully.

Remark 6.4 (Shifting of Independent Steps) Given two sets $P_1$ and $P_2$ of rules such that each pair $(p_1, p_2) \in P_1 \times P_2$ is sequentially independent. Then, there is a transformation sequence $(G \xrightarrow{\varphi} H)$ via $(P_1 \cup P_2)$ if and only if there are transformation sequences: $s_1 = (G \xrightarrow{\varphi} G_1)$ via $P_2$ and $s_2 = (G_1 \xrightarrow{\varphi} H)$ via $P_1$, with same $G_1$. This result is shown by Fact 3 in App. A.2 in [24].

Now, we come to the most important property that has to be checked for the operational translation rules in order to ensure correct propagation operations—deterministic behavior. First of all, this means that their execution has functional behavior, i.e., ensures unique results. In addition to that, their execution does not require backtracking. This means that once an operational translation rule is applied, we do not have to undo the step during the synchronization process. Moreover, we have to ensure termination. For this purpose, we introduce the notion of kernel-grounded operational translation rules and show thereafter that this property allows us to reintroduce the notion of kernel-grounded operational translation rules.

Definition 6.5 (Kernel-Grounded and Deterministic Sets of Operational Translation Rules) Let $TGG = (TG, \emptyset, TR)$ be a triple graph grammar, from which we obtain the operational translation rules $TR_{CC}$, $TR_{FT}$, and $TR_{BT}$. They are called kernel-grounded, if the pairs $(TR^{tr}_{FT}, TR^{ns}_{FT})$ and $(TR^{tr}_{BT}, TR^{ns}_{BT})$ are sequentially independent. This means that there is no pair $(p_1, p_2)$ of sequentially dependent rules with either $(p_1, p_2) \in (TR^{tr}_{FT} \times TR^{ns}_{FT})$ or $(p_1, p_2) \in (TR^{tr}_{BT} \times TR^{ns}_{BT})$.

The sets of operational translation rules $TR_{CC}$, $TR_{FT}$, and $TR_{BT}$ (possibly extended by conservative policies) are called deterministic, if they have functional behavior and do not require backtracking.

The tool AGG [37] supports the automated analysis of dependencies between rules. We apply this analysis engine to check whether a policy is conservative and that the reduced sets of operational rules are sufficient to ensure completeness of the propagation operations.

In order to check that the sets of operational translation rules are kernel-grounded and deterministic, we first describe how the preconditions of [Def. 6.5] are checked using the tool AGG.

1. Sequential independence of the pairs $(TR^{tr}_{FT}, TR^{ns}_{FT})$ and $(TR^{tr}_{BT}, TR^{ns}_{BT})$: we can use the tool AGG for the analysis of rule dependencies based on the generation of critical pairs according to Fact 2 in [24].

2. Applied policies are conservative: According to [Lem. 6.2] This requires that the additional application conditions according to the policy restricts the evaluation of attribute values only, i.e., the assignment of variables. We have to show that the existence of matches is preserved for each rule and that other rules are not sequentially dependent. For the latter, we can again use the tool AGG and validate that the corresponding table entries show the value 0. The preservation of the existence of matches can be ensured by checking that the affected variables are free in the unmodified rule $(TR_{FT}$ or $TR_{BT}$), i.e., they are not part of a term that is connected to a node in the LHS $(L_{FT}$ or $L_{BT})$.

Moreover, we can apply the presented results for showing that the derived model transformation relations are left total. This is the basis to ensure that the propagation operations are left total.

Remark 6.6 (Left Totality) If the sets of operational translation rules of a TGG are kernel-grounded, we can conclude that the forward model transformation relations $MTR_{FT} : VL(TG^0) \Rightarrow VL(TG^0)$ based on $TR^{tr}_{FT}$ and the backward model transformation $MT_{BT} : VL(TG^0) \Rightarrow VL(TG^0)$ based on $TR^{tr}_{BT}$ specify left total relations as shown by Fact 5 in [24]. This means that the model transformations can be performed on reduced sets of operational translation rules.

Source identic triple rules $TR^{tr}_{FT}$ are not used for forward translations and target identic triple rules $TR^{tr}_{BT}$ are not used for backward translations. According to [Def. 6.5] we can specify conservative policies in order to reduce the amount of possible transformation sequences and derive left total model transformation relations $MTR_{FT}$ and $MT_{BT}$ that use these policies.

In order to check that the derived sets of operational translation rules have functional behavior and do not require backtracking, we first show by [Lem. 6.7] below that we can ensure termination if all operational translation rules modify at least one translation attribute. We generally assume that the input models are finite on the structure part, i.e., the carrier sets of the data values can be infinite, but the graph nodes and all sets of edges are finite.

Lemma 6.7 (Termination) Let $TGG = (TG, \emptyset, TR)$ be a triple graph grammar, where $TR$ does not contain a trivial triple rule $tr = (L \rightarrow R)$ with $L = R$. Let further $TR_{CC}$, $TR^{tr}_{FT}$, and $TR^{tr}_{BT}$ be the derived sets of operational translation rules for consistency creating, forward translation and backward translation, respectively according to [Def. 5.9] and possibly extended by some policies. Then, the transformation systems
**Model Synchronization Based on Triple Graph Grammars**

**Theorem** \( TR_{CC}, TR_{FT}^{+}, \text{ and } TR_{BT}^{+} \) are terminating for any finite input triple graph.

**Proof (Idea)** As described in [Rem. 5.10], an operational translation rule may change the value of a translation attribute from \( F \) to \( T \), but not vice versa. Since the amount of elements that are marked with translation attributes is not changed by any operational translation rule and the input models are finite, we can conclude that any transformation sequence via the given sets terminates. For the full proof see Fact 8 in [24], which is based on [22]. \( \square \)

Functional behavior of a transformation system means that the execution of the system yields unique results. In the context of model transformations, the execution may involve backtracking. Consider, e.g., a forward translation sequence where no further operational rule is applicable, but the source model is not completely translated. In this case, further sequences may exist, because of non-determinism concerning the choice of possible transformation rules and matches.

A system of operational translation rules has functional behavior and does not require backtracking, if all significant critical pairs are strictly confluent as shown by Fact 9 in [24] based on a corresponding result for forward translation rules in [22].

**Remark 6.8 (Analysis of Functional Behavior and Backtracking)** The tool AGG [37] provides an analysis engine for generating the complete set of critical pairs as described in [22] and we provide the analysis results for our example TGG in Sec. 7. A critical pair \((P_1, P_2)\) consists of two parallel dependent transformation steps. It is significant, if it can be embedded in a transformation sequence via operational translation rules starting at a valid input model (cf. Def. 17 in [24]). A critical pair concerning a forward model transformation is not significant, if the source component of \( K \) cannot be embedded in a valid source model, because changes to the source component only occur on translation attributes. The dual result holds for backward model transformations.

Strict confluence of a critical pair requires that we provide sequences of transformation steps \((P_1 \Rightarrow H \Leftarrow P_2)\) solving the conflict \((P_1 \Leftarrow K \Rightarrow P_2)\) in a compatible and NAC-consistent way [11]. This means that any element that is preserved in \((P_1 \Leftarrow K \Rightarrow P_2)\) is also preserved in \((P_1 \Rightarrow H \Leftarrow P_2)\). If no critical pair exists at all, we directly derive that the system has functional behavior and does not require backtracking.

**7 Synchronization Based on TGGs**

This section shows how to construct the operation \( \text{fPpg} \) of a TGG synchronization framework (cf. Def. 3.4) as a composition of auxiliary operations \( \text{fAln}, \text{fDel}, \text{fAdd} \). Symmetrically, operations \( \text{bAln}, \text{Del}, \text{bAdd} \) are used to define the operation \( \text{bPpg} \). As a general requirement, the given TGG has to provide deterministic sets of operational translation rules, meaning that the algorithmic execution of the forward translation, backward translation, and consistency creating rules ensures functional behavior (unique results) and does not require backtracking. For this purpose, additional policies can be defined that restrict the matches of operational translation rules as presented in Sec. 6 by Lem. 6.2, Rem. 6.8 in Sec. 6 provides sufficient conditions for deterministic operational translation rules. We provide additional static conditions and automated checks in the technical report [24].

The general synchronization process is performed as follows (see Def. 7.1 and Fig. 7.1) where we use double arrows \((\Rightarrow)\) for correspondence in the signature of the operations, and the explicit triple graphs for the construction details). Given two corresponding models \( G^S \) and \( G^T \) and an update of \( G^S \) via the graph modification \( a = (G^S, \Delta^S, D^S, G^S) \) with \( G^S \in \mathcal{VL}_S \), the forward propagation \( \text{fPpg} \) of model update \( a \) is performed in three steps via the auxiliary operations \( \text{fAln}, \text{Del}, \text{fAdd} \). At first, the deletion performed in \( a \) is reflected into the correspondence relation between \( G^S \) and \( G^T \) by calculating the forward alignment remainder via operation \( \text{fAln} \). This step deletes all correspondence elements whose elements in \( G^T \) have been deleted. In the second step, performed via operation \( \text{fDel} \), the two maximal subgraphs \( G^S \subseteq G^S_k \) and \( G^T \subseteq G^T_l \) are computed such that they form a consistent integrated model in \( \mathcal{VL}(TGG) \) according to the TGG. All elements that are in \( G^S \) but not in \( G^T \) are deleted, i.e., the new target model is generated by \( G^T_k \). Finally, in the last step (operation \( \text{fAdd} \)), the elements in \( G^S \) that extend \( G^S_k \) are transformed to corresponding structures in \( G^T_k \), i.e., \( G^T_l \) is extended by these new structures. The result of \( \text{fAdd} \), and hence also \( \text{fPpg} \), is an integrated model \( G^T = (G^S \Rightarrow G^T) \). Since graph transformation is non-deterministic in general, we require that the sets of operational translation rules are deterministic in order to ensure unique results for both, the second and the third step of propagation operation \( \text{fPpg} \).

**Definition 7.1 (Auxiliary TGG Operations)** Let \( TGG = (\mathcal{T}, \emptyset, \mathcal{R}) \) be a TGG with deterministic sets \( TR_{CC}, TR_{FT}^{+}, \text{ and } TR_{BT}^{+} \) of operational translation rules and let further \( MF(TGG) \) be the derived TGG model framework.

1. The auxiliary operation \( \text{fAln} \) computing the forward alignment remainder is given by \( \text{fAln}(r,a) = r' \), as specified in the upper part of [Fig. 7.1] The square marked by \( (PB) \) is a pullback [11], meaning that \( D^P \) is the intersection of \( D^S \) and \( G^S \).
2. Let \( r = (s,t); G^S \Rightarrow G^T \) be a correspondence relation, then the result of the auxiliary operation \( \text{fDel} \) is the maximal consistent subgraph \( G^T_k \Rightarrow G^T_l \) of \( r \), given by \( \text{Del}(r) = (a,r',b) \), which is specified in the middle part of [Fig. 7.1].
3. Let \( r = (s,t); G^S \Rightarrow G^T \) be a consistent correspondence relation, \( a = (1,a_2); G^S \Rightarrow G^S \) be a source modification and \( G^S \in \mathcal{VL}_S \). The result of the auxiliary operation \( \text{fAdd} \), for propagating the additions of source modification \( a \), is a consistent model \( G^S \Rightarrow G^T \) extending...
Fig. 7.1 Auxiliary operations fAln, Del and fAdd.

\( G^S \leftrightarrow G^T, \) and is given by fAdd\((r, a) = (r', b), \) according to the lower part of Fig. 7.7.

Remark 7.2 (Auxiliary TGG Operations) Intuitively, operation fAln constructs the new correspondence graph \( D'^t \) from the given \( G^C \) by deleting all correspondence elements in \( G^C \) whose associated elements in \( G^S \) are deleted via update \( a \) and, for this reason, do not occur in \( D'^t \). Operation Del is executed by applying consistency creating rules (cf. Sec. 5) to the given integrated model until no rule is applicable any more. If, at the end, \( G^S \leftrightarrow G^T \) is completely marked, the integrated model is already consistent; otherwise, the result is the largest consistent integrated model included in \( G^S \leftrightarrow G^T \).

Technically, the application of the consistency creating rules corresponds to a maximal triple rule sequence as shown in the right middle part of Fig. 7.1 and discussed in more detail in [23]. Finally, fAdd is executed by applying forward translation rules (cf. Sec. 4 and 5) to \( G^S \leftrightarrow G^T \) until all the elements in \( G^S \) are marked. Intuitively, these TGG steps form a model transformation of \( G^S \) extending \( G^T \). Technically, the application of the forward translation rules corresponds to a source-consistent forward sequence from \( G_0 \) to \( G^T \), as shown in the right lower part of Fig. 7.1. By correctness of model transformations [12], the sequence implies consistency of \( G^S \) as stated above. The constructions for these auxiliary operations are provided in full detail in [24]. Note that the constructions for Del and fAdd yield unique results due to the requirement that the operational translation rules are deterministic (cf. Def. 7.1).

Auxiliary operation Del is based on the execution of consistency creating rules. The computed resulting triple graph \( G_1 \) is required to be consistent \( (G_1 \in VL) \). This result is ensured by the equivalence of maximal triple and complete extended consistency creating sequences according to Remark 7.3 below and shown by Fact 11 in [24].

Remark 7.3 (Equivalence of Maximal Triple and Complete Extended Consistency Creating Sequences) Given a set of non-identic consistency creating rules \( TR_{CC} \) and \( G \in VL(TG) \). Then, the following are equivalent for almost injective matchings.

1. There is a TGT-sequence \( s = (\emptyset \not\rightarrow G_k) \) via TR with injective embedding \( f : G_k \rightarrow G \), such that \( s \) is f-maximal, i.e., any extension of \( s \) via TR is not compatible with \( f \).
2. There is a terminated consistency creating sequence \( s' = (G_0 \not\rightarrow G'_{k + 1}) \) via \( TR_{CC} \) with \( G_0 = Attr^F(G) \), i.e., all translation attributes are set to F.

Moreover, the sequences correspond via \( G_k = H \oplus Attr^T(G_k) \oplus Attr^F(G_k) \).

Example 7.4 (Forward Propagation via Operation fPpg) Figure 7.2 shows the application of the three steps of synchronization operation fPpg to the visual models of our running example. After removing the dangling correspondence node of the alignment in the first step (fAln), the maximal consistent subgraph of the integrated model is computed (Del) by stepwise marking the consistent parts: consistent parts are indicated by gray boxes with checkmarks in the visual notation and by bold face fonts in the graph representation. Note that node “Bill Gates” is part of the target graph in this maximal consistent subgraph, even though it is not in correspondence with any element of the source graph. This is possible, because node “Bill Gates” is now connected to a different department (cf. rule 8:Empty2OtherP in Fig. 3.4). Moreover, attributes Base and Bonus of Melinda Gates in the source component are not marked, because they are inconsistent with attribute Salary according to triple rule 6:DetailedSalary2Salary in Sec. 3 (base + bonus ≠ Salary). In the final step (fAdd), the inconsistent elements in the target model are removed and the remaining new elements of the update are propagated towards the target model by model transformation, such that all elements are finally marked as consistent.

The constructions for the auxiliary operations fAln, Del, and fAdd provide the basis for the propagation operation.
Fig. 7.2 Forward propagation in detail: visual notation (top) and graph representation (bottom)
Remark 7.6 (Construction of \( fPpg \) according to \( \text{Fig. 7.3} \))

Given a not necessarily consistent integrated model \( r: G^S \leftrightarrow G^T \) and source model update \( a: G^S \rightarrow G^{S'} \) with \( G^{S'} \in VL_S \), we compute \( fPpg(r,a) \) as follows. First, \( fAln \) computes the correspondence \( (D^S \leftrightarrow G^T) \), where \( D^S \) is the part of \( G^S \) that is preserved by update \( a \). Then, \( Del \) computes its maximal consistent integrated submodel \( (G^T \leftrightarrow G^T_1) \). Finally, \( fAdd \) composes the embedding \( G^S \rightarrow G^{S'} \) with correspondence \( (G^T_1 \leftrightarrow G^T) \) leading to \( (G^{S'} \leftrightarrow G^{T'}_1) \), which is then extended into the integrated model \( (G^{S'} \leftrightarrow G^{T'}) \) via forward transformation. If \( G^{S'} \notin VL_S \), then the result is given by \( b = (1,1): G^T \rightarrow G^{T'} \) together with the correspondence relation \( r' = (\emptyset, \emptyset) \) and additionally, an error message is provided. \( \text{Fig. 7.4} \) describes this construction algorithmically in pseudo code, leaving out the error handling; marking is explained in \( \text{Sec. 5} \).

Fact 7.7 (Case Study: Termination of Synchronization Operations)

The derived synchronization operations \( fPpg \) and \( bPpg \) for our example TGG terminate.

Proof The TGG does not contain any trivial rule \( tr: L \rightarrow L \). According to \( \text{Def. 7.5} \), the synchronization operations are based on the sets \( TR_{CC}, TR_{FT}^{+}, \) and \( TR_{FT}^{-} \) of operational translation rules. Hence, we can apply \( \text{Lem. 6.7} \) and derive that the synchronization operations are terminating. □

By Fact 7.7 we know that the synchronization operations are terminating. This allows us to use AGG to generate the critical pairs (see \( \text{Fig. 7.5} \)) in order to check that the operations are deterministic and that the derived synchronization framework is correct and complete using \( \text{Thm. 8.1} \) and \( \text{Thm. 8.2} \).

Remark 7.6 (Construction of \( fPpg \) according to \( \text{Fig. 7.3} \))

Given a not necessarily consistent integrated model \( r: G^S \leftrightarrow G^T \) and source model update \( a: G^S \rightarrow G^{S'} \) with \( G^{S'} \in VL_S \), we compute \( fPpg(r,a) \) as follows. First, \( fAln \) computes the correspondence \( (D^S \leftrightarrow G^T) \), where \( D^S \) is the part of \( G^S \) that is preserved by update \( a \). Then, \( Del \) computes its maximal consistent integrated submodel \( (G^T \leftrightarrow G^T_1) \). Finally, \( fAdd \) composes the embedding \( G^S \rightarrow G^{S'} \) with correspondence \( (G^T_1 \leftrightarrow G^T) \) leading to \( (G^{S'} \leftrightarrow G^{T'}) \), which is then extended into the integrated model \( (G^{S'} \leftrightarrow G^{T'}) \) via forward transformation. If \( G^{S'} \notin VL_S \), then the result is given by \( b = (1,1): G^T \rightarrow G^{T'} \) together with the correspondence relation \( r' = (\emptyset, \emptyset) \) and additionally, an error message is provided. \( \text{Fig. 7.4} \) describes this construction algorithmically in pseudo code, leaving out the error handling; marking is explained in \( \text{Sec. 5} \).

Fact 7.7 (Case Study: Termination of Synchronization Operations)

The derived synchronization operations \( fPpg \) and \( bPpg \) for our example TGG terminate.

Proof The TGG does not contain any trivial rule \( tr: L \rightarrow L \). According to \( \text{Def. 7.5} \), the synchronization operations are based on the sets \( TR_{CC}, TR_{FT}^{+}, \) and \( TR_{FT}^{-} \) of operational translation rules. Hence, we can apply \( \text{Lem. 6.7} \) and derive that the synchronization operations are terminating. □

By Fact 7.7 we know that the synchronization operations are terminating. This allows us to use AGG to generate the critical pairs (see \( \text{Fig. 7.5} \)) in order to check that the operations are deterministic and that the derived synchronization framework is correct and complete using \( \text{Thm. 8.1} \) and \( \text{Thm. 8.2} \).

Fact 7.8 (Case Study: Determinism)

The derived sets of operational rules for \( fPpg \) and \( bPpg \) of our example TGG are deterministic and kernel-grounded.

Proof In order to show that the synchronization operations are deterministic, we can apply \( \text{Thm. 8.1} \) by showing that the sets of operational translation rules are kernel-grounded, terminating, and all significant critical pairs are strictly confluent using that they are terminating according to \( \text{Fact 7.7} \).
Concerning the set $TR_{FF}$, we used AGG to derive the dependency table depicted in Fig. 7.5. The source identic rules are the rules with number 6 to 8. There is no dependency (entry > 0) for any pair $(p, q)$ with $p \geq 6$ and $q \leq 5$. Moreover, there are no target identic backward translation rules, because all triple rules are creating on the target component. Therefore, the sets of operational translation rules are kernel-grounded (see Def. 6.5).

By Fact 7.7, we know that the transformation systems based on the operational translation rules are terminating. We analyzed the critical pairs using the critical pair analysis engine of AGG. Concerning the set $TR_{CC}$, we derived the resulting table depicted in Fig. 7.6.

The only generated critical pair is $(p_1, p_1)$ for $p_1 = Person2FirstMarketingP_{CC}$ and it is strictly confluent by applying rule $p_2 = Person2NextMarketingP_{CC}$ to the remaining structure and since $p_2$ does not contain any NAC we automatically have strict confluence.

Concerning the set $TR_{FT}$, we derived the resulting table depicted in Fig. 7.7, where we used the constraint that there are no two departments with name “Marketing”. This is always ensured for the language $VL(TGG)$ due to the NACs of the first two rules. The only significant critical pair is $(p_1, p_1)$ for $p_1 = Person2FirstMarketingP_{FT}$ and it is strictly confluent via one transformation step using rule $p_2 = Person2NextMarketingP_{FT}$, where no NAC is involved.

The set $TR_{FT}$ is not functional, because there is a choice of how to split the salary into base and bonus. We can restrict the choice for the rule “DetailedSalary2Salary” to $base = bonus = 1/2 \cdot salary$ as a policy, which is shown by the additional positive application condition in Fig. 5.6.

We can apply Lem. 6.2 and derive that the policy is conservative. First of all, no other rule depends on this rule, which we verified by the generated dependency table by AGG in Fig. 7.8. Moreover, any match for the original rule implies that there is a match for the restricted rule, because the restricted values are real numbers and, therefore, always possible. We derive the table of generated critical pairs depicted in Fig. 7.9, where the only significant critical pair is again strictly confluent via one transformation step using rule $p_2 = Person2NextMarketingP_{FT}$, where no NAC is involved.

Summing up, the sets of operational translation rules are kernel-grounded and all significant critical pairs are strictly confluent, such that we can apply Thm. 8.1 and derive that the derived sets of operational rules are deterministic.

8 Correctness and Invertibility

In this section, we present our main results that show the correctness, completeness and invertibility of our synchronization framework. According to Def. 5.4 correctness requires that the synchronization operations are deterministic, i.e., they have functional behavior (cf. Sec. 5) and ensure laws (a1) - (b2). Concerning the first requirement, i.e., that the synchronization operations are deterministic, Thm. 8.1 below provides a sufficient condition based on the notion of critical pairs [11]. In order to ensure this condition, Sec. 6 presents
the concept of additional propagation policies that eliminate non-determinism. They can be seen as a kind of application conditions for the rules and are called conservative, if they preserve the completeness result. Lem. 6.2 provides a sufficient static condition for checking this property and we performed the automated analysis of this condition for our example TGG using the tool AGG [37] as described in Sec. 6. Note again that we generally require almost injective matching (cf. Sec. 3).

**Theorem 8.1 (Deterministic Synchronization Operations)**

Let TGG be a triple graph grammar that does not contain an identical rule $tr : L \rightarrow L$. If the significant critical pairs of the sets of operational translation rules are strictly confluent and the systems of rules are terminating, then the sets of operational translation rules are deterministic (see Def. 6.5), which implies that the derived synchronization operations $fPpg$ and $bPpg$ are deterministic as well.

**Proof (Idea)** Operations $fAln$ and $bAln$ are given by pullback construction, which is unique up to isomorphism by definition. Therefore, they are deterministic. Termination of $Del$, $fAdd$, and $bAdd$ is ensured according to Rem. 5.10 because TGG does not contain an identical triple rule and the operational translation rules are given by $TRCC$, $TRF^+$, and $TRF^−$. By Rem. 6.8 we know that functional behavior of the transformation systems is ensured and backtracking is not required, if all significant critical pairs are strictly confluent and the system is terminating. This ensures that operations $Del$, $fAdd$, and $bAdd$ are deterministic. Thus, operations $fPpg$ and $bPpg$ are deterministic. For the full proof see Fact 1 in [24].

A correct synchronization framework has to satisfy laws (a1) – (b2) in Def. 3.4. Intuitively, the propagation operations have to preserve consistent inputs. First of all, if the given integrated model is already consistent and the given update does not change anything, then the resulting integrated model has to be the given one and the resulting update on the opposite domain has to be the identity (laws (a1) and (b1)). Most importantly, given an arbitrary integrated model together with a source update $d^S : G^S \rightarrow G'^S$ with consistent new source model $G'^S \in VL^S$, then the forward propagation via $fPpg$ has to provide a new consistent integrated model $G'^S \leftrightarrow G'^T \in VL$. Completeness of a synchronization framework $Synch(TGG)$ requires that operations $fPpg$ and $bPpg$ can be successfully applied to all consistent source models $G^S \in VL^S$ and target models $G^T \in VL^T$, respectively. This property is of general importance in the context of TGGs and therefore, we explicitly show it together with correctness in Thm. 8.2 below. Both results are ensured, if the sets of operational rules are deterministic as in Thm. 8.1 and additionally, if they are kernel-grounded (cf. Def. 6.5), i.e., the effective forward and backward translation rules do not depend on any source or target identical translation rule, respectively. This second condition is important for laws (a1) – (b2), because it ensures that the computed transformation sequences via auxiliary operations $Del$, $fAdd$, and $bAdd$ can be composed in a consistent way.

**Theorem 8.2 (Correctness and Completeness)** Let $Synch(TGG)$ be a derived TGG synchronization framework, such that the sets of operational translation rules of TGG are kernel-grounded and deterministic (see Def. 6.5). Then $Synch(TGG)$ is correct and complete.

**Proof (Idea)** By Thm. 8.1 the provided constructions of operations $fPpg$ and $bPpg$ based on the operational translation rules have functional behavior, i.e., for each input the computation yields a unique output. Thus, the derived synchronization framework is complete.

In order to show correctness, we have to show laws (a1) and (a2) of Def. 3.4. Precondition $G \in VL$ of law (a1) implies that there is a triple sequence $\varphi G \rightarrow G$ via $TR$ and by Rem. 7.3 there is a corresponding complete consistency creating sequence. Moreover, there is a corresponding forward translation sequence via $TR^F$ by Thm. 1 in [22]. Using the precondition that the operational translation rules are kernel-grounded, we can conclude that all steps via $TR^F$ can be shifted to the end. Thus, no further forward translation rule in $TR^F$ is applicable. The functional behavior of operation $fPpg$ and the given identical source update $d^S = id^G$ ensure the requested result, i.e., we derive target update $d^T = id^G$ and the integrated model $G' = G$. In order to show law (a2), we can use precondition $G'^S \in VL^S$, which implies that there is a source consistent forward sequence $s_F$ starting at $G'^S$ and a corresponding complete forward translation sequence $s^F_T$. Since the operational rules are kernel-grounded we can conclude by Rem. 6.6 that there is a complete forward translation sequence $s^F_T$ via $TR^F_T$. Due to functional behavior of operation $Del$ we derive a consistency creating sequence that corresponds to the first part of $s_F$ and therefore, to a sequence $s^F_T$ via forward translation rules. Since the sets of operational rules are kernel-grounded, we can conclude that the steps via $TR^F_T$ do not depend on $TR^F_T$. This allows us to complete $s^F_T$ using $TR^F_T$, where we can shift the source identical steps via $TR^F_T$ to the end. Thus, we derive a complete forward translation sequence, where we can omit the steps via $TR^F_T$ at the end. Functional behavior of $TR^F_T$ implies that this sequence corresponds to the complete forward translation sequence $s^F_T$ and therefore, to a source consistent forward sequence $s^F_F$, leading to $G'$. Thus, $G' \in VL$ by Thm. 2 in [17]. For the full proof see Lemma 3 in [24].

**Example 8.3 (Correctness and Completeness)** The initially derived set of backward transformation rules for our running example is not completely deterministic because of the non-deterministic choice of base and bonus values for propagating the change of a salary value. Therefore, we defined a conservative policy for the responsible backward triple rule by fixing the propagated values of modified salary values to $\text{bonus} = \text{base} = 0.5 \times \text{salary}$. By Lem. 6.2 in Sec. 6, we provided a sufficient static condition for checking that a policy is conservative. We validated our example and showed that the derived sets of operational rules for $fPpg$ and $bPpg$ are deterministic and kernel-grounded (cf. Fact 7.8 in Sec. 7). For this reason, we can apply Thm. 8.2 and conclude that the derived...
TGG synchronization framework is correct and complete (cf. Fact 8.4 below).

Fact 8.4 (Case Study: Correctness and Completeness) The derived synchronization framework for our example TGG is correct and complete.

Proof By Fact 7.8, we know that the derived synchronization operations of our example TGG are deterministic. This allows us to apply Thm. 8.2 and we derive that the derived synchronization framework is correct and complete. □

Invertibility of a synchronization framework intuitively means that the propagation operations are inverse to each other (cf. Def. 3.4). Weak invertibility requires this property for a restricted set of inputs, namely those where the given update on one domain can be interpreted as result of a propagation of an update from the corresponding opposite domain. In order to ensure invertibility, we require additional properties of the TGG. If the source identical triple rules are empty rules on the source and correspondence components and analogously for the target-identic triple rules, then we say that the TGG is pure. This condition is used to ensure weak invertibility according to Thm. 8.6 below. In the more specific case that all triple rules of a TGG are creating on the source and target components (\( TR = TR^{+} = TR^{-} \)), then the TGG is called tight, because the derived forward and backward rules are strongly related. Effectively, a tight TGG ensures for the operational forward and backward translation rules that each of them changes at least one translation attribute. With other words, for each triple rule \( tr_1 \) there is a derived forward translation rule \( tr_{FT} \in TR^{+} \) and a derived backward translation rule \( tr_{BT} \in TR^{-} \). This additional property ensures invertibility according to Thm. 8.6 below.

Definition 8.5 (Pure and Tight TGG) A TGG is called pure, if \( TR^{+} \subseteq TR_T \) and \( TR^{-} \subseteq TR_R \). It is called tight, if the sets of source and target creating rules \( TR^{+} \) and \( TR^{-} \) coincide with the set of triple rules \( TR \), i.e., \( TR = TR^{+} = TR^{-} \).

Invertibility of the derived synchronization framework means that the propagation operations are inverse to each other, while the notion of weak invertibility requires this property only for a restricted set of inputs (see Def. 3.4). In addition to the conditions for ensuring a correct synchronization framework (Thm. 8.2), the notions of pure and tight TGGs allow us to ensure these properties in Thm. 8.6 below.

Theorem 8.6 (Invertibility and Weak Invertibility) Let \( \text{Synch}(TGG) \) be a derived TGG synchronization framework, such that the sets of operational translation rules of TGG are kernel-grounded and deterministic (see Def. 6.5). TGG is pure and at most one set of operational translation rules was extended by a conservative policy, then \( \text{Synch}(TGG) \) is weakly invertible. If, moreover, TGG is tight and there was no policy applied at all, then \( \text{Synch}(TGG) \) is also invertible.

Proof (Idea) To prove weak invertibility law (c1) in Fig. 3.5, we can first show that the intermediate triple graphs after applying bA1, Del and fA1, Del according to Fig. 7.1 and 7.3 are the same in the last two diagrams of (c1). We compute all three diagrams of (c1) and obtain consistency creating sequences via Del for each diagram using the precondition that the operational rules are deterministic (which subsumes termination). Moreover, we derive that the second and the third diagrams contain the same intermediate triple graph \( G_I \). Afterwards, the auxiliary operations fAdd and bAdd for all three diagrams can be executed. We can use the composition and decomposition result for TGGs and the requirements that the TGG is pure, deterministic and preserves functional behavior. If at most one set of operational translation rules are extended by a conservative policy, the proof shows that backward transformation sequences are not eliminated by the policy. This allows us to obtain the resulting diagrams according to law (c1). The proof for axiom (c2) follows out of the symmetry of the definitions. To prove invertibility (laws (d1) and (d2)), we use the preconditions that no policy is applied and that the TGG is tight, i.e., all rules are source and target creating. This ensures that for each forward translation sequence there is a corresponding backward translation sequence. For the full proof see Thm. 1 in [24], where sets of operational rules are called deterministic, if they are kernel-grounded and deterministic using the notions of this article. □

The sets of operational translation rules of TGG are kernel-grounded and deterministic according to Fact 7.8 in Sec. 7. Moreover, the TGG is pure and we used the conservative policy for the backward direction only. Thus, Thm. 8.6 ensures that \( \text{Synch}(TGG) \) is weakly invertible (see Fact 8.7 below).

Fact 8.7 (Case Study: Weak Invertibility) The derived synchronization framework for our example TGG is weakly invertible.

Proof In order to apply Thm. 8.6 concerning weak invertibility, we have to show that the TGG is pure (cf. Sec. 8) and at most one set of operational rules was restricted by a conservative policy (cf. Def. 6.5). The used policy for the set of backward translation rules is conservative, which we have shown already in Fact 8.4. No further policy is applied and the TGG is pure, because each rule is either creating on the source and target component, or it is creating either on the source or the target component and empty on the other components. Therefore, we can apply Thm. 8.6 and derive weak invertibility. □

An intuitive example for weak invertibility is shown in Ex. 3.5 in Sec. 3, where we also show by counterexample that the derived synchronization framework for our example TGG is not invertible in the general sense. The reason is that information about birth dates is stored in one domain only. The automated validation for our example TGG with 8 rules was performed in 25 seconds on a standard consumer notebook via the analysis engine of the tool AGG [37]. We are confident that the scalability of this approach can be significantly improved with additional optimizations.
Remark 8.8 (Applicability of the Approach) We provided sufficient conditions ensuring correctness and completeness which can be checked statically. In the following, we discuss these restrictions with respect to relevant application scenarios.

1. Determinism: Most importantly, we require that the derived sets of operational rules are deterministic, i.e., the forward and backward propagation operations ensure unique results. In several application domains, this property is already a requirement by the domain experts, i.e., has to be ensured anyhow. For example, unique results are often required for the synchronization between visual models and implementation code, i.e., for code generation and reverse engineering. Existing triple rules can be modified to enforce deterministic based on the discussed critical pair analysis of a TGG using the tool AGG. For example, the designer may insert additional correspondence nodes (trace links) to enforce determinism and avoid conflicts between rules. The condition for determinism does not seem to confine the expressiveness of TGG rules. In a large-scale industrial project, we used a TGG for the fully automated translation of satellite control software, where the used TGG contains more than 200 rules and the derived system of operational rules is deterministic.

As a general recommendation based on the experiences from this project, we can state that a designer of a TGG should divide the rules in small groups, such that there are no cyclic dependencies between the groups.

2. Kernel-grounded sets of operational rules: Intuitively, the restriction to kernel-grounded rules concerns the possibility that one domain may contain information that is not present in the corresponding opposite domain. When translating from one domain to the other, we apply only those rules that are changing at least one translation attribute. Thus, we require that the structures that concern only one domain are handled separately by triple rules that are the identity on the corresponding opposite domain. Then, those sets of rules do not create structures that may be needed by the first group of rules. This means that the restriction to kernel-grounded sets of operational rules mainly restricts the freedom when designing the TGG and usually not the problem and application domain itself.

The result on invertibility requires additional properties. Weak invertibility is ensured, if the TGG is pure and at most one of the sets of operational rules is extended by a conservative policy. While this condition is not very restrictive in the experience of the authors, the stronger condition for invertibility requiring a tight TGG practically means that all information in one domain is also reflected in the corresponding opposite domain. This result is consistent with Diskin et al.’s analysis of strong invertibility.

In the case that the specified TGG does not ensure deterministic synchronization operations, there are still two options for synchronization that ensure correctness and completeness. On the one hand, the triple rules can be modified in a suitable way, such that the TGG can be verified to be deterministic. For this purpose, the critical pair analysis engine of the tool AGG can be used to analyze conflicts between the generated operational translation rules. Moreover, backtracking can be reduced or even eliminated by generating additional application conditions for the operational translation rules using the automatic generation of filter NACs. On the other hand, the TGG can be used directly, leading to non-deterministic synchronization operations, which may provide several possible synchronization results.

9 Related Work

Triple graph grammars have been successfully applied in multiple case studies for bidirectional model transformation, model integration and synchronization, and in the implementation of QVT. Moreover, several formal results are available concerning correctness, completeness, terminations, functional behavior, and optimization with respect to the efficiency of their execution. The presented constructions for performing model transformations and model synchronizations are inspired by Schür et al. and Giese et al., respectively. The constructions formalize the main ideas of model synchronizations based on TGGs in order to show correctness and completeness of the approach based on the results known for TGG model transformations.

Bidirectional transformation frameworks originate from the lens framework proposed by Foster et al. Lenses consider the asymmetric synchronization: one model is a view of the other, and define a state-based framework for asymmetric synchronization. “State-based” means that the synchronizer takes the states of models before and after update as input, and produces new states of models as output. Inspired by the lens framework, several researchers propose state-based framework for symmetric synchronization. As a more general case, symmetric synchronization allows neither of the model to be a view of the other. However, as Diskin et al. point out, state-based bidirectional transformations actually mix two different operations: delta (correspondence relations between models or between different versions of a model) discovery and delta propagation, leading to several semantic problems. To fix these problems, several researchers propose delta-based frameworks, where deltas are taken as input and output. Typical delta-based frameworks include delta lens for the asymmetric cases, and symmetric delta lens and edit lens for the symmetric cases.

The model synchronization framework used in this paper is a simplified version of the symmetric delta lens (sd-lens) framework proposed by Diskin et al. The difference between this paper and sd-lenses is that we do not consider the weak undoability laws (fUndo) and (bUndo) defined in the sd-lens framework. In addition, Diskin et al. also refine an sd-lens as an alignment framework and a consistency maintainer. Our implementation is consistent with this refinement.
as well. The alignment framework corresponds to fAln and bAln operations. The consistency maintainer is implemented by Del, fAdd, and bAdd operations, which first mark the consistent parts of the integrated model, then propagate the changes, and finally delete the remaining inconsistent parts. As a result, this paper also serves as a proof of concept for the theory of symmetric delta lenses.

The BiG system proposed by Hidaka et al. [26] is a bidirectional graph synchronization system. Different from our work based on symmetric TGG specification, the BiG system is based on an unidirectional graph transformation language, UnQL [4], and thus is asymmetric by nature. Accordingly, the BiG system adopts an asymmetric synchronization framework (a variant of the basic lens framework [13]), while our work adopts a simplified version of the symmetric delta lens [9]. In an asymmetric framework, one model has to be a view of the other, and it is not possible to synchronize two models each containing information not presented in the other.

Giese et al. introduced incremental synchronization techniques based on TGGs in order to preserve consistent structures of the given models by revoking previously performed forward propagation steps and their dependent ones [15]. This idea is generalized by the auxiliary operation Del in the present framework, which ensures the preservation of maximal consistent substructures and extends the application of synchronization to TGGs that are not tight or contain rules with negative application conditions. Giese et al. [14] and Greenyer et al. [20] proposed to extend the preservation of substructures by allowing for the reuse of any partial substructure of a rule causing, however, non-deterministic behavior. However, a partial reuse can cause unintended results. Consider, e.g., the deletion of a person A in the source domain and the addition of a new person with the same name, then the old birth date of person A could be reused.

In order to improve efficiency, Giese et al. [15] proposed to avoid the computation of already consistent substructures by encoding the matches and dependencies of rule applications within the correspondences. In the present framework, operation Del can be extended conservatively by storing the matches and dependency information separately, such that the provided correctness and completeness results can be preserved as presented in Sec. 8.

Becker et al. presented a generally non-deterministic synchronization approach based on TGGs [3] using the PROGRES approach [34] with the focus to integration, i.e., construction of missing correspondence links. The algorithm requires user interaction at each rule application, where some integration rules are in conflict for partial matches. For general TGGs, such integrations may require backtracking to achieve a resulting model that is fully integrated. In principle, it might be possible to adapt this algorithm in order to apply the main results in this article on correctness and completeness, since the actual steps are performed via the operational rules of a TGG.

10 Conclusion

Based on our formal framework for correctness, completeness, termination and functional behavior of model transformations using triple graph grammars (TGGs) [12, 22], we presented a formal TGG framework for model synchronization inspired by [15, 14, 33, 35]. The main results (Thms. 8.2 and 8.6) show correctness, completeness and (weak) invertibility, provided that the derived synchronization operations are deterministic. Based on general results for TGGs in [22], Thm. 8.1 and Sec. 6 provide sufficient static conditions for checking that the operations are deterministic.

However, if the operations are not yet deterministic, we may be able to define a conservative policy in order to ensure determinism (see Ex. 8.5). Note that our notion of correctness in Thm. 3.3 requires that the synchronization operations are deterministic. But if we drop this requirement for correctness we are optimistic that our theory can be extended to handle also applications based on TGGs with nondeterministic model transformations. In fact, the theory of TGGs in general is not restricted to the deterministic case.

In future work, the Henshin tool [1] based on AGG [37] will be extended in order to implement the synchronization algorithm for forward propagation in Fig. 7.3. The implementation will also support concurrent model synchronization with conflict resolution based on our approach in [21], where we extended the synchronization framework of this article to the concurrent case and we plan to apply these techniques within an industrial research project [32]. Furthermore, we will study model synchronization based on non-deterministic forward and backward propagation operations in more detail. Finally, the relationship with lenses [36] and delta-based bidirectional transformations [2] will be studied in more detail, especially in respect of the composition of lenses leading to the composition of synchronization operations. It is also interesting to investigate the potential of TGG’s to provide a common implementation framework for a family of algebraic models for different synchronization modes described in [8].
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