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Modeling and Analysis of Electric

Motors: State-of-the-Art Review
Berker Bilgin , Senior Member, IEEE, Jianbin Liang , Mladen V. Terzic , Member, IEEE,

Jianning Dong , Member, IEEE, Romina Rodriguez , Student Member, IEEE,

Elizabeth Trickett, and Ali Emadi , Fellow, IEEE

Abstract— This paper presents a comprehensive state-of-the-
art review of the modeling and analysis methods for the mul-
tidisciplinary design of electric motors for various applications
including vehicular power and propulsion systems and electrified
powertrains. It covers the important aspects of different engi-
neering domains, such as dynamic modeling, loss calculations,
demagnetization analysis, thermal modeling, acoustic noise and
vibration analysis, and mechanical stress modeling. This paper
intends to guide the electric motor designers through examples
and results on how to apply different analysis techniques on
electric motors.

Index Terms— Acoustic noise and vibration, copper losses, core
losses, demagnetization analysis, dynamic modeling, electric and
hybrid electric vehicles, electric motors, electrified powertrains,
mechanical modeling, propulsion systems, spin analysis, thermal
modeling.

I. INTRODUCTION

E
LECTRIC motors designed for traction applications

have stringent operational requirements. Traction motors

require a wide speed range and high efficiency with high-

power density and mechanical robustness. They need to deliver

high torque at low speeds and high power at cruising speeds.

Due to the extreme loading conditions, traction motors are

designed with strict thermal requirements. To satisfy all these

requirements, modeling and analysis from multiple engineer-

ing domains must be applied when designing an electric

motor [1], [2]. Therefore, this paper presents the modeling and

analysis methods for the multidisciplinary design of electric

motors.

The main purpose of electric motors is to convert electrical

input power to mechanical output power. Hence, a dynamic

model is needed that represents the relationship between the

electrical input and the electromagnetic torque. Various types

of motors could be considered for traction applications. Due to
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their high power density and high efficiency, permanent mag-

net synchronous motors (PMSMs) are widely used in traction

applications [3]–[5]. Tesla is using a three-phase induction

motor (IM) with copper rotor bars in its Model S electric

vehicle [1]. The switched reluctance motor (SRM) is a low-

cost and robust alternative for traction applications and it does

not have coils or permanent magnets (PMs) on the rotor [6].

The dynamic model of an electric motor is dependent on the

type of motor and, as it is discussed in Section II, it needs to

incorporate the nonlinear flux linkage characteristics.

The electric current and the magnetic flux generate losses

in the windings and in the magnetic cores. These are the

copper and core losses, respectively, and they are the most

dominant loss components that affect the motor efficiency [7].

Section III presents the modeling techniques of core and

copper losses in electric motors. This section also addresses

the important aspects that affect the loss estimation.

In PM motors, demagnetization analysis is an integral

part of the design process to define the performance of a

traction motor at a certain operating temperature [8]. The

motor geometry and design parameters have to be adjusted

to prevent irreversible demagnetization of PMs; otherwise,

it would cause a significant reduction in output torque.

As detailed in Section IV, demagnetization analysis considers

the magnetization characteristics of a PM, motor geometry,

operating temperature, and also the negative field from the

stator windings.

Traction motors are expected to perform robustly under

extreme temperature conditions. Besides, PMs that are com-

monly used in traction motors are highly sensitive to tem-

perature. Therefore, thermal management is a crucial aspect

in electric motor design, but thermal modeling can be a

complex issue. Many parameters, such as material properties,

heat transfer coefficients, geometry restrictions, and boundary

conditions play important roles in developing an accurate

model [9]. Section V presents the thermal modeling in electric

motors, and provides an example case, which shows how to

select the convective heat transfer coefficient when modeling

the thermal resistance in the airgap.

Acoustic noise and vibration can be a significant issue in

high-torque-density electric traction motors [10]. Numerical

methods are generally used for the modeling of acoustic

noise and vibration analysis. Section VI presents the important

aspects of selecting the element type and element size of the
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meshing and contacts for these analyses as they affect the

accuracy and computation cost. This section also discusses

how to model the relationship among the electrical parameters,

motor geometry, airgap forces, and the acoustic noise and

vibration.

Finally, to ensure reliable operation, the components of an

electric motor drive (EMD) system, such as shafts, bearings,

and couplings need to be analyzed from a mechanical per-

spective. In PM motors, spin analysis needs to be conducted to

ensure that the mechanical stress on the bridges at high speeds

is lower than the yield strength of the lamination material [9].

Different numerical analysis methods are utilized for the spin

analysis, rotor dynamics analysis, static stress analysis, and

fatigue analysis, and they are discussed in Section VII.

II. DYNAMIC MODELING AND ANALYSIS

There are many different aspects of dynamics in electric

motors. The spatial harmonics brought by slotting, the varia-

tion of saturation, and cross-coupling caused by different cur-

rent pairs, skin effect, switching, and control strategy of power

electronics converters will affect the electromagnetic behavior

of the systems. The varying losses and cooling conditions at

different operating points will change the thermal dynamics of

the system. Torque, rotating speed, and electromagnetic forces

will affect the mechanical response. Therefore, the dynamics

in an EMD should be modeled in a coupled way, or decoupled

with reasonable assumptions. This section focuses on the

electromagnetic dynamic modeling of electric motors.

A traditional way to describe the electromagnetic dynamics

of any electrical motor is using a set of homogeneous linear

differential equations including voltage equations, flux linkage

equations, and torque equations. Those equations using con-

stant motor parameters are not able to consider the nonlinearity

brought either by saturation, skin effect, or spatial harmonics.

Nowadays, the most straightforward way to account for

electromagnetic nonlinearity mentioned above is to use

the circuit-coupled time-stepping finite element analysis

(FEA) [11]. However, once switching or cosimulation with

other systems is involved, the numerical method becomes

time-consuming. Various measures are proposed to consider

nonlinearity in dynamic modeling of different types of motors

without repeating transient FEA.

A. Switched Reluctance Motors

The differential equations describing the electromagnetic

dynamics of the m-phase SRM are

ui = Rsii +
dψi (ii , θ)

dt
, i =1, 2, · · · , m Ti (θ, ii ) =

∂W ′
j

∂θ
(1)

where ui is the voltage applied to phase i , Rs is the phase

resistance, ii is the phase current, ψi is the phase flux linkage,

θ is the rotor electrical angular position, and Wi
′ is the

coenergy.

The SRM requires magnetic nonlinearity to use the coen-

ergy sufficiently so that the torque/mass ratio is maxi-

mized. As a consequence, nonlinear modeling is prevailing

Fig. 1. Dynamic model of SRM based on current-flux linkage LUTs.

in SRM design. Due to the phase-decoupling nature of SRM,

phase flux lookup table (LUT) can be obtained from static

FEA simulations at different rotor positions with different

phase current excitation. Similarly, the torque LUT can also be

generated. For ease of numerical integration, the flux linkage

LUT is often inverted to obtain the current LUT as a function

of flux linkage and rotor position [12], [13]. Fig. 1 shows the

dynamic model built based on the LUTs. pr in Fig. 1 is the

radial force distribution as a function of stator position θs and

rotor position θ , which can be used for modeling of mechanical

dynamics, especially vibration and acoustic noise.

The other approach for SRM dynamic modeling is to use

incremental inductance models by expanding (1) as

ui = Rs ii +
∂ψi

∂ii

dii

dt
+

∂ψi

∂θ

dθ

dt

= Rs ii +l(θ, ii )
dii

dt
+iω

∂L(i, θ)

∂θ
, i =1, 2, · · · , m (2)

where l and L are the phase incremental inductance and phase

self-inductance, respectively and ω is the rotor angular speed.

The incremental inductance-based modeling requires at least

one additional LUT and has one differentiator involved, which

affects the accuracy of the model. Despite the disadvantages,

this approach is widely used for control purposes [14].

Apart from modeling based on FEA generated LUTs, there

are analytically based and reluctance network-based modeling

approaches [15]–[17]. They use analytical expressions or net-

works to derive ψi , as a function of ii and θ , or vice versa.

Those methods are not as accurate as LUT-based modeling.

However, they totally or partially eliminate finite element

simulations and are suitable for design optimization due to

shorter calculation time and ease of parameterization.

B. Synchronous Motors

Synchronous reluctance motor (SynRM) and PMSM are

widely used in modern electrical drives because of their high-

power density and dynamic performance. Unlike SRMs, phase

windings of synchronous motors are coupled with each other.

To simplify the model, their electromagnetic dynamics are

often described in the αβ and dq reference system as follows:

uαβ = Rs iαβ +
dψ

αβ

dt
; ψdq = ψ

αβ
ejθ

T =
3

2
p(ψd iq − ψq id) +

∂W ′
j

∂θ
(3)

where uαβ , iαβ , and ψαβ are the voltage vector, current vector,

and flux linkage vector in the αβ reference frame, respectively;

ψdq is the flux linkage in the dq reference frame, which is

determined by id and iq together; and p is the number of pole

pairs. W j
′ is the magnetic coenergy [18].

Authorized licensed use limited to: TU Delft Library. Downloaded on September 09,2021 at 13:58:35 UTC from IEEE Xplore.  Restrictions apply. 



604 IEEE TRANSACTIONS ON TRANSPORTATION ELECTRIFICATION, VOL. 5, NO. 3, SEPTEMBER 2019

Fig. 2. Dynamic model of the three-phase synchronous motor based on
current-flux linkage LUTs.

Nonlinearity in synchronous motors is caused by the rotor

position and saturation-dependence of the parameters, as well

as cross-coupling between d- and q-axis. Nonlinearity can be

modeled using current-flux linkage LUTs as that for SRM.

However, the dimension of the LUTs is higher [19]

idq = idq(ψd , ψq , θ). (4)

To improve the accuracy of the interpolation, the rotor depen-

dence of LUT is often considered in spatial harmonics. For a

healthy three-phase synchronous motor, the spatial harmonics

have the order of multipliers of 6 [13], [18]

idq =
∑

v=0,±6,±12...

idq,v(ψdq). (5)

A block diagram of the dynamic model based on (5) is shown

in Fig. 2.

Apparently, to make the LUTs, FEA has to be repeated

on a grid of dq current pairs and rotor positions (usually

60 points per electrical cycle give accurate enough results),

then the flux linkage-current LUTs should be inverted, and

fast Fourier transformation (FFT) has to be applied to obtain

the LUTs in the frequency domain [13]. The procedure needs

automatic parametric analysis and can be time-consuming if it

is not done properly, because of the high number of repeating

FEA calculations. A simplified approach is proposed in [20],

which neglects harmonics higher than ±12th and uses only

five field solutions. It removes the necessity of FFT and can

reduce the computation time by 80%.

Similar to that of SRM, there are also variable inductance

based dynamic modeling approaches for synchronous motors.

If the cross-coupling effect is considered, the flux linkage

equation becomes

ψdq = Ldq idq + ψm

=

(

Ldd Ldq

Lqd Lqq

) (

id

iq

)

+

(

ψm

0

)

(6)

where ψm is the flux linkage from the PM in case of PM

synchronous motor (PMSM), Ldq and Lqd are the mutual

inductances in the dq reference frame. Obviously, to consider

the cross-coupling, at least one matrix has to be constructed

compared to the current-flux linkage approach. To ideally

Fig. 3. Dynamic model of three-phase induction motor.

Fig. 4. Rotor dynamic models considering skin effect.

decouple the PM generated flux linkage from the current

related components, the saturation level of the magnetic mate-

rial in each element of the FEA model at each operation point

should be frozen, as presented in [21] and [22].

C. Induction Motors

Similar to synchronous motors, dynamics of squirrel-cage

IM is often described in the dq reference frame aligned to

the rotor flux, assuming all flux linkage is concentrated in the

stator [23]

usαβ = Rs i sαβ +
dψ sαβ

dt
; ψ

sαβ
= ψ

Rαβ
+ Lσ s i sαβ

0 = −RR i Rdq +
dψ Rdq

dt
; ψ Rdq = L M (i sdq − i Rdq)

ψ Rdq = ψ
Rαβ

ejθ
; i Rdq = i

Rαβ ejθ

T =
3

2
p(ψ

Rα
iRβ − ψ

Rβ
iRα) (7)

where subscript s and R represent stator and rotor quantity,

respectively; L M and Lσ S are the magnetizing inductance and

leakage inductance, respectively; θ is the electrical angular

position of the rotor flux. Based on the above equations, the

dynamic model of three-phase IM is shown in Fig. 3.

The dynamic model of IM is more complicated compared

to the other two motors discussed above, because of the

additional rotor circuit. Moreover, IM also relies on eddy

current to operate, which makes the model parameters both

current- and frequency-dependent. To consider the frequency

dependence, skin effect in the rotor circuit should be con-

sidered. It is often modeled by parallel L–R branches with

lumped impedances [23], [24], as shown in Fig. 4.

The lumped parameters can be fitted from measurements or

FEA models. To consider the saturation inside IM, an offline

current-flux linkage LUT or a function can also be used

to replace the inductance (as in the synchronous motor).

However, the magnetizing current (isdq-iRdq) should be used
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as the state variable [25], which makes it more challenging to

obtain accurate results from FEA or experiments. Reluctance

network-based model can also be used to reduce the calcula-

tion effort [26].

III. LOSS MODELING AND ANALYSIS

An important aspect of electrical motor design and analysis

is the prediction of the losses for a wide range of speed

and load. The most dominant loss components that determine

the efficiency of an electric motor are the iron losses in the

magnetic core and the copper losses in the stator windings,

which are focused in this section.

A. Iron Loss Modeling

Different models have been developed for the iron losses,

both from the engineering and physics perspectives. These

models generally require compromise among the details of loss

characteristics of the magnetic material, accuracy, simplicity,

and computation time. All these methods can be divided into

three groups, according to the calculation approach [27], [28].

The first group, which is also historically the oldest approach,

is based on the Steinmetz equation

pFe = CS E f α Bβ
m (8)

where Bm is the peak value, f is the frequency of the flux

density in the lamination sheet, and CS E , α, and β are the core

loss coefficients determined by fitting the loss model to the

measurement data. Even though Steinmetz based models are

easy to implement and require a small amount of information

on the magnetic material properties, their accuracy is low.

The second group of methods considers the separation of

iron loss based on frequency, alternating and/or rotating flux

density, and harmonic analysis. The first model of this group

is an extension of (8), where the iron losses are separated

into static hysteresis losses physt, and dynamic eddy current

losses pec [28]:

pFe = ph + pe = Ch f Bn
m + Ce f 2 B2

m (9)

where Ch and Ce are hysteresis and eddy current loss coef-

ficients, and n is the hysteresis loss exponent, which has a

typical value of two. For higher accuracy, it is calculated as a

function of the peak flux density [29]. Excess loss component

was added to (9), which is modeled as [30]

pex = Cex f 1.5 B1.5
m . (10)

Equations (9) and (10) are usually referred to as the Bertotti

formula. The physical description and function of the excess

loss factor Cex can be found in [31]. The expressions in (9)

and (10) are usually exploited by commercial FEA software

packages due to the ease of implementation and moderate

accuracy. For a nonsinusoidal magnetic field, these expressions

can be applied to each harmonic component separately and

then the total loss is obtained by superposition of separate

harmonic contributions. The time-domain expression of (9)

and (10) is used directly in time stepping FEA, while the

Fig. 5. Minor hysteresis loops due to the local extremums in the magnetic
induction waveforms.

frequency domain expression is applied in the FEA post-

processing calculations after the magnetic flux harmonics

components are obtained [27].

Another approach to consider the nonsinusoidal field is to

modify the hysteresis term in (9) to take into account the minor

hysteresis loops that appear due to the local extremums in the

magnetic induction waveform (see Fig. 5) while keeping the

excess loss term as in (10). This model in the time-domain

can be expressed as [32]

pFe =
Ce

π2

γ

T

∫ T

0

∫

iron

(

d B

dt

)2

dvdt +
Chγ

T

∫

iron

Bα
m

×

(

1 +

l
∑

i=1

β

Bm

(�Bi)

)

dv

+
Cexγ

T

∫ T

0

∫

iron

∣

∣

∣

∣

d B

dt

∣

∣

∣

∣

1.5

dvdt (11)

where T is the period, B and Bm are the instantaneous and

maximum flux densities in the considered period, �Bi is the

local amplitude of the flux density that causes minor hysteresis

loss, and l is the number of the minor hysteresis loops. This

approach, with slight modifications, is successfully applied in

a SRM, which exhibits extremely nonsinusoidal magnetic field

variation [33]. A modified version of (9) and (10) with variable

coefficients can also be used to account for additional losses

in pulsewidth modulation (PWM) inverter fed motors [34].

In [35], the authors have proposed a modification to (11)

with variable coefficients (induction, frequency, and temper-

ature dependence) for the calculation of iron losses in PWM

inverter fed motor drives. The proposed modification provides

important modeling capabilities, since PWM switching causes

many minor hysteresis loops.

Finally, iron loss models in the third group are based on the

mathematical representation of the hysteresis loops [28], [36].

These models can be used if the complete hysteresis loop is

obtained from the measurements, which makes these models

unpractical and more complex for implementation. Therefore,

they are seldom used in electric motor design, even though

they tend to provide high accuracy in iron loss calculation.
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B. Effect of Manufacturing on Iron Loss Estimation

The prediction of the iron loss strongly depends on the

manufacturing process, namely lamination cutting/punching,

stacking, and welding. The effect of these manufacturing

processes on each of the iron loss components, as well as

on the saturation magnetization and the coercive field strength

are summarized in [37].

The lamination cutting procedures generate additional loss

due to the decrease in magnetic permeability and, hence,

increase in loss density. Several modified iron loss models

have been developed to account for these additional losses.

The first approach, which is still widely used in the industry,

is to include a region of uniformly degraded material along

the edge of the lamination [38], [39]. The B–H curve of the

degraded material region is usually determined by fitting the

iron loss measurement results to the calculated values to obtain

the smallest deviation.

The second approach is to introduce the continuous

function of cut-edge distance for presenting the magnetic

degradation [40], [41]. This model suffers from the difficulty

of reproducing the measurement results from a proposed loss

model due to a nonlinear relationship of cut-edge distance with

the permeability and core-loss density. Besides, the solution of

this model in FEA is time-consuming. To solve these issues,

a new model is presented in [42], which includes the cut-edge

effect in the hysteresis coefficient.

It is worth noting that despite the variety of models, there

is no strictly defined (standardized) procedure in literature for

the core loss estimation. Electric motor designers still have to

rely on their engineering expertise and knowledge to select the

proper model in each specific design case.

C. Copper Loss Modeling

Losses in the windings are traditionally divided into two

main components: dc and ac losses. AC losses are caused

by skin-effect, proximity effect, circulating currents (uneven

distribution of the total current between parallel strands caused

by the field of nearby conductors), and slot effect (tendency

of the current to localize in the conductors, which are near the

slot opening, caused by the leakage flux of all conductors in

the slot). Besides, PWM switching frequency can also affect

the proximity component of ac copper losses. This has been

verified mostly by measurements and FEA in [43] and [44],

respectively. There are basically three main approaches for

the modeling of copper losses: analytical method, FEA, and

hybrid method, which combines the first two methods.

For form-wound winding (rectangular conductors placed

regularly into the slot), the computation of ac losses can be

modeled analytically by calculating the resistance factor

K R =
Rac

Rdc
=

Pac

Pdc
(12)

where Rac and Rdc are the resistances, and Pac and Pdc

are losses due to ac and dc currents, respectively. The way

to calculate K R is to first determine the current density

distribution J in the conductors, which can be expressed as a

function of reduced conductor height, ξ . For a single conductor

in the slot, it is defined as [45]

ξ = hc

√

1

2
ωµ0σc

bc

b
(13)

where hc is the conductor height, ω is the angular frequency

of the current, µ0 is the permeability of vacuum, σc is

conductivity of the conductor, and bc and b are width of the

conductor and the slot, respectively. The current distribution

is then used to calculate Pac, which is then applied in (12)

to calculate Kr as a function of ξ . There are many equations

which define ξ as a function of conductor distribution and

connections in the slot [46]–[48]. Circuit method can also

be used for analytical calculation of ac winding losses [45].

There are also other methods developed for different winding

types [49]–[51]. However, they often require some assump-

tions and simplifications, which might limit their applicability

to some specific cases [52].

For more complicated winding arrangements and slot

geometries, FEA-based numerical computation is usually

employed, which can offer general applicability and higher

accuracy. However, the FEA approach requires more compu-

tational resources and time, especially if the exact winding

is modeled with all conductors and separate strands. This

increases the number of mesh elements and, hence, the compu-

tational time. One widely used FEA approach is squared-field

derivative method (SFD). It is based on the postprocessing

of the field results and it assumes that magnetic induction

is homogenous in the cross section area of the wire. This

method does not require deep access to FEA solver and it

can usually offer good enough accuracy, which might be

critical when skin depth is small and there are large circulating

currents [53].

Recent improvements in the SFD method have been intro-

duced where slot leakage field is obtained through magnetosta-

tic simulations (coils are modeled as bulk conductive regions

with homogenous current density) and then are applied as

an external field in the analytical model [54]. The external

field is combined with the field produced by other nearby

conductors to calculate the current distribution in each strand.

The model has been shown to provide good accuracy and high

computational speed.

Another FEA-based method is the homogenization

principle [55]. The fine winding structure is modeled as a

region with complex reluctivity where the imaginary part

represents the losses. Hence, ac copper losses are calculated

similar to iron losses by integrating the surface of the B–H

curve. This method is a postprocessing calculation and it can

be applied either in frequency or time-domain.

In order to overcome the long computation time and high

computation power for FEA analysis, macroelement approach

has been applied where the slots of the motor are modeled by

their impulse response functions. This method considers all

loss components with the same accuracy as the standard FEA,

but with speedups of 70–100 times [56].

IV. DEMAGNETIZATION ANALYSIS

Demagnetization analysis is an important and necessary

process in PM motor design. Irreversible demagnetization of
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Fig. 6. Demagnetization characteristics of permanent magnet. (a) Rare earth
magnet [58]. (b) Ferrite magnet [59].

the PMs can cause a significant decrease in output torque and,

hence, reduced reliability. High operating temperature is one

of the factors that can lead to demagnetization of rare earth

magnets.

As shown in Fig. 6(a), the magnetic field strength at the

knee-point in rare earth magnets decreases dramatically at ele-

vated temperature. If the reverse field applied during the motor

operation is high enough so that the magnet operates below the

knee point, the magnet would be irreversibly demagnetized.

Electric motors with ferrite magnets are also vulnerable to

irreversible demagnetization due to the low coercive force of

the ferrite magnets [57]. The demagnetization characteristics

of ferrite magnets are different from that of rare earth magnets.

As shown in Fig. 6(b), the magnetic field strength at the

knee points of ferrite magnets become smaller at lower tem-

peratures. Therefore, the demagnetization analysis for ferrite

magnets should be conducted at low temperatures.

Demagnetization can be simulated in FEA. Fig. 7 shows

the flowchart of the demagnetization analysis of PMs in

electric motors. After applying current to the coils, the reverse

magnetic field is generated and applied on the magnets.

The magnet residual flux can be simulated based on the

temperature-dependent demagnetization characteristics of the

magnets. Then, the demagnetization ratio can be calculated as

shown in the following equation [60]:

Demagnetization ratio(%) = 100 ×

(

1 −
B2

B1

)

. (14)

Fig. 7. Flowchart of demagnetization analysis [61].

Fig. 8. Magnet demagnetization ratio in an IPM motor. (a) Temperature set
to 80 ◦C. (b) Temperature set to 150 ◦C. (c) Back to 80 ◦C.

In (14), B1 is the magnet residual flux density before current

loading and B2 is the magnet residual flux density after the

loading at the set temperature. Fig. 6 shows an example of

the demagnetization analysis. Before the current loading at

the set temperature, the operating point of the magnet is at B1.

When the current loading is applied, the operating point of the

magnet passes the knee point at B3. When the current loading

is removed, the operating point of the magnet moves along

the recoil line to B2.

Fig. 8 shows the demagnetization analysis of an interior

permanent magnet motor (IPM) with rare earth magnets.

Different thermal conditions are applied to the IPM in three

different stages. First, the temperature of the magnet is set at

80 ◦C and the demagnetization ratio of the magnet is shown

in Fig. 8(a). Then, the temperature of the magnet is increased

to 150 ◦C. Demagnetization can be observed in a large area

of the magnet shown in Fig. 8(b). Finally, the temperature of

the magnet reduced back to 80 ◦C. Compared with Fig. 8(a)

at the same temperature, demagnetization still appears at

the magnets shown in Fig. 8(c). This is because irreversible

demagnetization occurred when the temperature was increased

to 150 ◦C.

The effect of irreversible demagnetization on average torque

can also be observed in the torque waveform of the motor,

as shown in Fig. 9. Due to irreversible demagnetization,

the average torque in stage 3 cannot recover when the tem-

perature of the magnet decreases from 150 ◦C to 80 ◦C.
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Fig. 9. Decrease of average torque caused by irreversible demagnetization
of magnets at high temperature.

V. THERMAL MODELING AND ANALYSIS

A. Overview of Thermal Modeling

Thermal management is a crucial aspect of electric motor

design. With thermal modeling, the goal is to calculate the

temperature distribution of a motor to evaluate whether the

thermal management strategy is sufficient in maintaining com-

ponents below their critical temperatures, such as coil temper-

ature. Developing an accurate thermal model requires accurate

simulation of the losses as well as the thermal management

strategy. Determining the heat transfer coefficients, material

properties, geometry simplifications, and boundary conditions

are vital in thermal modeling, and valid heat transfer assump-

tions must be made in the thermal analysis [62].

Various thermal management techniques exist for electric

machines depending on their cooling needs [63]. Common

cooling strategies include air-cooling (external and internal

fans [64], [65]), liquid-cooling (direct cooling of windings or

cooling jacket [66], [67]), oil-cooled systems [68], or some

combination of these methods [69]. Modeling each of these

complex cooling systems along with the motor geometry

and losses requires employing FEA and computational fluid

dynamics (CFD) tools. Typically, a combination of FEA, CFD,

and lumped parameter thermal network (LPTN) are used to

develop high fidelity models of electric machines.

Thermal response of an electric motor may be described

by using the thermal circuit analogy, where the temperature

difference (�T ) is analogous to voltage, heat transfer rate,

q is analogous to current, and thermal resistance (Rthermal)

is analogous to electrical resistance. Hence, the steady-state

equation for the heat transfer rate [W] is

q =
�T

Rthermal
(15)

For a lumped system, the thermal time constant τthermal is

defined by the component’s thermal capacitance, ρcV , and

the thermal resistance as

τthermal = RthermalCthermal =
1

h A
ρcV (16)

For transient simulations, the temperature can rise quickly if

the component’s thermal energy storage is small: i.e., low-

density ρ, low specific heat c, small volume V , large convec-

tive heat transfer coefficient h or large surface area A. When

an RC thermal network is used to describe a complex system

Fig. 10. Electric motor design methodology using thermal analysis.

like a motor, it is often described as an LPTN. The nodes of an

LPTN simplify the spatial temperature distribution of the real

geometry and several components are lumped into single node

The accuracy of LPTN models relies on the node placement,

number of nodes, and the calculated values of RthermalCthermal

for each node [70].

CFD is useful for modeling convective heat transfer in

complex fluid flow, such as the airflow around end-windings

and FEA, is useful for modeling heat conduction in non-

standard rotor/stator geometry. While FEA/CFD can be more

accurate, they also rely on correct input parameters to deliver

accurate results. For example, the contact resistance between

the winding and insulation needs to be modeled with an

effective thermal conductivity to capture an accurate temper-

ature distribution [71]. Also, setting up a mesh with good

quality for a motor geometry requires expertise and solving

FEA/CFD models is computationally expensive compared to

LPTN models [72]. Therefore, LPTN models can be devel-

oped by extracting results from FEA/CFD (e.g., effective

thermal resistance of the cooling jacket) to perform compu-

tationally expensive simulations, such as drive cycle analysis,

where the losses are changing temporally and spatially [73].

For further illustration, Fig. 10 shows a simple methodology

of the thermal analysis for electric motor design.

Although LPTN models are computationally faster than

numerical models, much effort must be invested in obtaining

accurate RC values [74]. Determining these thermal resis-

tances is typically difficult since convective thermal resistances

have complex dependencies on many different factors such

as motor topology, manufacturing conditions (i.e., contact

resistance between parts), speed, and temperature. A good

starting point is to derive convective heat transfer coefficients

from either numerical or experimental correlations found in

the literature. Therefore, Section V-B provides a steady-state

thermal modeling example to obtain the convective heat trans-

fer coefficient across the mechanical air gap of a motor using

correlations. Steady-state for motor thermal model means that
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Fig. 11. (a) Nodal placement on the motor. (b) Part of the thermal resistances
in the motor, Rδ is the convective thermal resistance being calculated.

the motor has remained at an operating point long enough for

all changing parameters and temperatures to stabilize.

B. Example Case–Steady-State Airgap Thermal Modeling

The motor shown in Fig. 11, an inset-magnet PMSM, four-

pole rotor totally enclosed motor, will be used as an example.

In order to determine the temperature distribution of the motor,

one parameter that must be retrieved is the convective heat

transfer coefficient.

Heat transfer between the motor and its environment takes

place through three physical processes or modes: conduction,

convection (forced or natural), and radiation. Within the motor,

understanding the temperature of a component requires the

evaluation on how these modes are participating in heat trans-

fer between that component and its immediate environment.

For instance, a coil may be in conductive contact with a

slot liner, which is, in turn, in contact with the stator tooth.

With the spinning of the rotor, the coil would also experience

some form of forced convection. Radial heat transfer due to

convection in the airgap is considered here as an example.

Thermal conduction and radiation are briefly addressed at the

end of this section.

The nodes shown in Fig. 11 represent part of the thermal

network for the motor; the complete thermal model may be

seen in [75]. Tmagnet and Ttooth are only two nodes of the

many used to represent the motor in the LPTN model. Nodal

placement was made based on estimated hot spots from prior

experience. As shown in Fig. 11, Tmagnet is placed at the

center of the PMs and represents the temperature of all the

magnets in the motor (they are all “lumped” into a single

node). Ttooth is placed at the center of the stator tooth and

there are four thermal resistances between the nodes shown

above. Rtooth is the thermal resistance of all the stator teeth,

Rδ is the convective thermal resistance of the air gap, Rrs

is the retaining sleeve thermal resistance, and Rpm is the

thermal resistance of the PMs. The following paragraphs

have described how to solve for Rδ , while the other thermal

resistances of the model are further described in [58].

Calculating the convective heat transfer through the airgap

of an electric motor or any other form of thermal management

TABLE I

PARAMETERS AFFECTING HEAT TRANSFER TO ROTOR SURFACES [82]

strategy, such as spray cooling, can be a cumbersome process

since it is dependent on complex fluid flow through the

motor. For a given electric motor, its unique geometry of the

rotor and stator can cause airflow that is far from the lam-

inar flow. Determining the temperature and velocity profiles

of the fluid requires solving the Navier–Stokes and energy

equations, which do not have analytical solutions for most

complex geometries. Therefore, either numerical methods are

used, such as CFD modeling [76], to solve for the convec-

tive heat transfer or experiments may be carried out [77].

From these numerical simulations or experimental measure-

ments, correlations are derived representing certain geometries

and flow conditions. These correlations, typically presented

in the form of nondimensional numbers, may be applied

to model other motors with similar geometries and flow

patterns.

Many researchers have experimentally investigated the heat

transfer and flow phenomena in Taylor–Couette flow (fluid

confined between two concentric rotating cylinders) and more

recently Taylor–Couette–Poiseuille flow (includes axial flow

between rotating cylinders) [78]. If a motor is totally enclosed,

Taylor–Couette flow correlations may be used and if a motor is

open and axially-cooled, then Taylor–Couette–Poiseuille may

be employed [79]–[81] to model the heat transfer in the air

gap. Deciding whether an experimental correlation applies to

a certain motor is determined by comparing certain factors

such as motor geometry and tested speed range. Many factors

can impact the heat transfer across the airgap by influencing

the fluid flow experienced, as shown in Table I.

The heat transfer correlations are reported by the Nusselt

number, Nu, which is a nondimensional number defined as

Nu =
h D

k
(17)

where k is the thermal conductivity of the fluid and h is

the heat transfer coefficient, which is the parameter being

solved in this example. D is the characteristic length and

it is usually determined based on the correlation definition.
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Particular attention needs to be paid on how the Nusselt

number is defined. For example, D may be defined as Dh

(hydraulic diameter) of the airgap or 2δ (twice the airgap

length, δ) in a certain correlation. The Nusselt correlations

are usually presented as a function of Taylor number, T a,

and Reynolds number, Re. The Taylor number is used as

a relative measure of fluid momentum to viscosity between

rotating cylinders [62]. The Reynolds number determines the

transition between laminar and turbulent flow in axial flow and

captures the rotor speed and motor size.

At the given motor speed, the Taylor number and Reynolds

number (axial flow condition) must be calculated to assess

if the selected experimental correlation is valid. If the

Taylor number and Reynolds number are in the same ranges

reported in the setup of the experimental correlation, then the

correlation can be used.

Since the motor configuration shown in Fig. 11 is enclosed,

Taylor–Couette heat transfer correlations may be investigated.

The heat transfer correlations from [86] will be used to solve

for the thermal resistance Rδ , shown in Fig. 11, for a motor

speed of 6000 RPM. The thermal model created in [75], which

is used as an example here, was experimentally validated. The

rotor has a diameter of 107.1 mm and the mechanical gap

is 0.3 mm. The Taylor number is defined as [86]

T a =
ω2rmδ3

ν2
(18)

where ω is the rotational speed in rad/s, v is the kinematic

viscosity of the fluid (in this case, air), and rm is the mean

radius of the annulus. Evaluating the Taylor number for an

air temperature of 50 °C, the kinematic viscosity is 1.785 ×

10−5 m/s and, thus, substituting all the values into (18),

it results in 1.7905 × 103 for Ta. It should be noted that the

thermal network should be solved to estimate the temperature

of all the nodes, and then temperature-dependent properties

such as v should be updated. This process is repeated until

the solution stops changing, thus the solution procedure is

iterative.

The correlations given in [86] are a function of Taylor

number and a geometrical factor, Fg . From the experiments

conducted in [86], two correlations are reported as a function

of the modified Taylor number, which is defined as Tam =

T a/Fg for the flow in the air gap that is laminar with vortexes

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

Nu = 0.128

(

T a

Fg

).367

, 1700 <
T a

Fg

< 10000,

Nu = .409

(

T a

Fg

).241

, 10000 <
T a

Fg

< 107.

(19)

Calculating Fg , and plugging this into Ta/Fg evaluates to

1.782 × 103, thus the value falls in the range of the first cor-

relation of (19). Now, the convective heat transfer coefficient

may be solved for by rearranging (17) as

h =
Nuk

2δ
=

.128
(

T a
Fg

).367
k

2δ
(20)

and the thermal resistance, Rδ, shown in Fig. 11, is determined

in cylindrical coordinates as

Rδ =
1

h2πr L
(21)

where L is the axial length of the rotor and r is the rotor radius.

The correlations presented here are valid for a totally enclosed

motor, but correlations which are valid for open axially cooled

motors are found in [77].

C. Other Thermal Resistance Values

For conduction, components might not be in good contact

with each other, creating an effective thermal resistance at

an interface, referred to as contact resistance. While it is

difficult to know the exact interfacial conditions between

the two components, smooth surfaces and pressure applied

to the components tend to reduce the contact resistance.

When creating an LPTN, the interface can be approximately

represented as a circuit in which the two components are

at their ideal thermal conductivity (k-values), and their ther-

mal resistances are connected in parallel circuits [87], [88].

In [89], the challenges in determining the contact resistance

between the windings and laminations due to manufacturing

differences have been investigated and it was highlighted that

these parameters must be extracted experimentally.

Radiation can be a concern at high temperatures through

gaps for example, between the end windings and end plate,

the mechanical air gap or off-the-motor housing. Only com-

ponent faces, which have a view of one another, participate

in heat transfer. Unfortunately, motor components have many

faces. Several methods exist to solve these systems: FEA

suites have multi-surface solvers that calculate the number of

surfaces from CAD models, as well as analytical methods like

the radiation network method (note: this is different than an

LPTN) and the direct or matrix method [90].

VI. MODELING AND ANALYSIS OF VIBRATION

AND ACOUSTIC NOISE

Both analytical and numerical methods can be used to

analyze the vibration behavior and acoustic noise in electric

machines. The analytical method can provide a faster and

more computationally-efficient way. The numerical method

is usually more precise because the structural details can be

considered in the modeling [91]. Before presenting the details

of acoustic noise modeling and analysis, some important mod-

eling aspects, such as the meshing and the contacts between

parts for the numerical method, will be discussed.

A. Element Size and Element Type

When using numerical methods for the modeling of acoustic

noise and vibration analysis, the element type and element size

are important for accuracy and computation cost. For example,

compared with a hexahedron element, tetrahedron element is

easier to fit and mesh complex geometries. Mesh quality is also

easier to achieve with tetrahedron element. Besides, hexahe-

dron can also be problematic when meshing the transitions

from the small element size used for a complicated part to
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Fig. 12. Meshing for the acoustic noise and vibration analysis.

the larger element elsewhere in the geometry [92]. However,

hexahedron is more economic in computation cost compared

to the tetrahedron.

In acoustic noise and vibration modeling of an electric

motor, the analysis of the noise radiation and emission takes

place in three stages: excitation of the stator-frame structure

through electromagnetic forces, structure-borne noise trans-

mission, and acoustic noise emission [93]. The simulation of

acoustic noise in these stages depends on the meshing of the

structure, the near field, and the far-field (see Fig. 12). The near

field is where the nature of the sound wave depends on the

vibration of the structure. The far-field is where the nature of

the sound wave depends on the propagation medium (e.g., air).

Tetrahedron element is generally preferred for the meshing of

electric motors if the geometry is complex [92]. On the other

hand, sensitivity analysis needs to be conducted to make sure

that the element size in the meshing of the structure, near

field, and far-field are small and fine enough. The near field

is often modeled as the internal space of a sphere. In order

to ensure the accuracy of the simulation at the expense of a

low computation cost, the sphere for the near field should be

at least one wavelength thick, which is measured from the

surface of the housing.

B. Contacts Between Parts

In the numerical modeling of acoustic noise and vibration,

the contacts between different parts affect the stiffness of the

vibrating structure and, thus the natural frequencies. When

the stator and the inner housing of a traction motor are

connected by a press fit, as shown in Fig. 13, the contact

between the stator and the inner housing can be modeled as a

bonded contact, for a small amplitude of vibration. The contact

between the inner housing and the outer housing can also be

defined as a bonded contact since the two housings are welded

together. However, it is not recommended to model the entire

interface between the end cover and the inner housing as a

bonded contact. Since the end cover and the inner housing are

connected by screws, only the screw region in the interface

should be defined as a bonded contact [94]–[96].

C. Modeling of Vibration and Acoustic Noise

The acoustic noise radiated from electric motors can

be divided into several categories: electromagnetic noise,

mechanical noise, aerodynamic noise, and combined electrical

Fig. 13. Typical contacts between parts in an electric motor for the numerical
acoustic noise and vibration analysis [91].

Fig. 14. Typical procedures for acoustic noise and vibration modeling.

and mechanical noise [13], [93]. Electromagnetic noise sig-

nificantly contributes to the total acoustic noise of an electric

motor. Therefore, this section focuses on the modeling for

the prediction of the electromagnetic noise by using either

analytical or numerical method. The flowchart in Fig. 14 shows

the modeling process for the prediction of acoustic noise.

In the analytical method for the acoustic simulation, the

radial force density needs to be extracted from the 2-D

electromagnetic FEA or generated by the dynamic motor

model. In the numerical method, 3-D nodal forces need

to be generated. 3-D nodal forces are usually produced by

extending the 2-D electromagnetic nodal forces along the axial

direction of the motor. This is based on the assumption that

the distribution of nodal forces along the axial direction is

uniform [97], [98]. FFT can be applied to the 2-D electromag-

netic force density to get the dominant harmonic components.

Analyzing the dominant harmonics of the radial force density

is important for acoustic noise analysis and noise reduction.

It helps to develop a deep understanding of the dominant
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Fig. 15. Contacts between rotor laminations in the spin analysis. (a) Stacked
rotor laminations. (b) Single rotor lamination.

harmonics and the dominant vibration modes in an electric

motor.

The natural frequency and the modal damping ratio for

each vibration mode can be obtained through analytical

methods [99], FEA [100], and modal tests [101], including

hammer impulse test and shaker test. Taking the 3-D nodal

force, mode shapes, and the modal damping ratio, the vibration

behavior and the acoustics of electric motors can be simu-

lated in commercial FEA software. In the analytical method,

the vibration, which is simulated by taking the radial force

density, natural frequency, and modal damping ratio as inputs,

need to be converted into acoustic noise by taking the radiation

ratio into account [102]. The radiation ratio is defined as the

radiated sound power divided by the surface vibrations of

electric motors. The simulation of vibration and acoustics

at one speed point can be in the time domain or frequency

domain. Repeating the process from the generation of electro-

magnetic force to the simulation of acoustics, the sound power

level (SPL) waterfall diagram in motor’s operating speed range

can be generated.

VII. MECHANICAL STRESS MODELING AND ANALYSIS

Besides the core electromagnetic analysis, electrical motors

have to be analyzed regarding the mechanical properties of

their rotating components. Some mechanical parameters of the

rotor also determine the electromagnetic properties of the

motor (e.g., small ribs in IPM, which hold the magnets in

place). Therefore, mechanical analysis usually has to be con-

ducted in parallel with electromagnetic analysis. Most com-

mon mechanical analysis include spin, static stress, dynamic

stress, and rotor-dynamic analysis [103].

A. Spin Analysis

The spin analysis is performed to check the magnitude and

the distribution of centrifugal forces in the rotor, its effect

on the stress in different rotor parts, and the mechanical

integrity of the complete rotor structure at the maximum

rotational speed. Analytical methods can be used to calculate

the centrifugal stress for some simple structures. For more

complicated structures, FEA is preferred to analyze the stress

and elongation with higher accuracy. The focus in this section

is to present the details of spin analysis for an IPM machine

using FEA.

Spin analysis conducted in 3-D usually provides better

accuracy as compared to 2-D spin analysis. In an electric

motor, rotor laminations are stacked to construct the rotor

core, as shown in Fig. 15(a). The rotor laminations can be

Fig. 16. Meshing of the rotor for the spin analysis.

welded or bonded together. However, to simulate the worst

case in terms of mechanical stress, a single piece of lamination

should be taken for the 3-D spin analysis [77]. This is because

the mechanical stress in a single lamination model is much

higher than that in a complete rotor core model when the

core is modeled as an entire piece of steel. In some cases,

the axial support to a single lamination from the other lamina-

tions might not be strong enough due to manufacturing error

(e.g., some laminations can be partially separated from the

core). Therefore, it is the worst case to consider a single piece

of lamination in the spin analysis. As shown in Fig. 15(b),

the contact between laminations can be modeled by applying

frictionless support on the top surface and the bottom surface

of the lamination. It should be noted that the element size

of the meshing should be smaller than the thickness of the

laminations.

When using numerical methods for spin analysis, the ele-

ment type and element size are important for accuracy and

computation cost. Hexahedron elements can be used for the

mesh when the motor has simple rotor and magnet geometries.

In high-stress regions, the element size should be small while

the larger element size can be applied to the other regions.

Fig. 16 shows an example where the rotor and the magnets

are meshed for spin analysis. The finer mesh is generated on

the thin bridge and the flux barriers on the rotor because high

stress is expected to appear in these regions [103]–[105].

The contacts between parts in the 3-D FEA spin analysis are

also important for the accuracy of the simulation. The model-

ing of the contacts should be as close to the actual nonlinear

behavior of the contacts in the structure. The type of contact

affects how the nodes are connected at the interface of different

parts. As shown in Fig. 17, the contact between the epoxy

and the rotor lamination, and the contact between the epoxy

and magnets should be modeled as a bonded contact. This is

because epoxy is used for bonding the parts. On the other hand,

the contacts between the rotor core and the magnets should

be modeled as a frictional contact. The friction coefficient can

be specified based on the material properties of the magnet

and the rotor lamination. To reduce the computation cost and

increase the accuracy of the simulation, a one-pole model
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Fig. 17. Contacts between parts and boundary condition in the spin analysis.

Fig. 18. Stress comparison for spin analysis with different contacts.
(a) Bonded contact between magnets and rotor. (b) Frictional contact between
magnets and rotor.

with symmetry boundary conditions (see Fig.17) and with fine

meshing is generally used for the spin analysis [103]–[105].

In order to show how improper contacts affect the maximum

stress of the rotor, Fig. 18 compares the stress distribution of

a spinning rotor when the contacts between the rotor and the

magnets are modeled as bonded and frictional contacts. The

stress shown in Fig. 18(a), where the magnets and the rotor are

modeled with a bonded contact, is much smaller than the stress

shown in Fig. 18(b), where the contact between the magnets

and the rotor is a frictional contact. Therefore, if bonded con-

tact is used between the rotor and the magnets, the maximum

mechanical stress of the rotor may be underestimated, and the

rotor might fail in the actual operation.

After running 3-D FEA simulations for the spin analysis,

motor designers can evaluate the strength of the rotor structure

by comparing the maximum von Mises stress of the rotor

structure and the yield strength of the rotor material. The

maximum von Mises stress, σm , should be less than the yield

strength of the material, σy , divided by the factor of safety

(FOS > 1). It might be hard to determine FOS for different

applications. In that case, the spin analysis can be conducted

10%–20% higher than the maximum motor operating speed

and at the highest operating temperature. The mechanical

integrity of the rotor can be confirmed if the maximum von

Mises stress in this condition is smaller than the yield strength

of the rotor lamination material.

B. Rotor Dynamic Analysis

Rotor dynamics studies the lateral and torsional vibrations

of all rotating components, such as the rotor with the shaft,

bearings, and seals [103]. The most important parameters for

the calculation of rotor dynamics are material properties of

different components and the contact between them. Besides,

the stiffness of the bearings needs to be calculated properly

which is related to many parameters such as the bearing type,

lubrication condition, operation speed, and mounting of the

bearing into the housing [106].

Rotor dynamics analysis is directed toward the determina-

tion of the critical speed which corresponds to the resonance

frequency of the rotor structure. At such speed, the excitation

frequency becomes equal to the natural vibrational frequency

of the rotor. The rotor is designed so that the operational

speeds are below or in between critical speeds [107].

Due to the complexity of rotor structures in electric motors

and the need for high accuracy, FEA software is usually

employed for the determination of eigenfrequencies (torsional

vibrational modes) and their change with rotational speed.

It is worth mentioning that the change in eigenfrequencies

with rotational speed is due to their dependence to gyroscopic

matrix speed in the motion equation of rotor dynamics [108].

To visualize this change and the position of the critical speeds

at different eigenfrequencies, Campbell diagram is widely

used [109], [110].

C. Static Stress Analysis

The shaft of an electric motor is exposed to high static stress

due to the torsion, bending, and axial loading. The static stress

analysis is performed on the shaft to assess whether the static

stress in the stress–concentration areas (e.g., keyways, notches,

holes, shoulder fillets, and splines) is below the maximum

allowed the stress of the materials [111].

Static stress analysis is usually conducted using FEA soft-

ware packages. In [103], an example of the static stress

analysis for a traction motor shaft was presented where the

shaft was connected to the rotor through keyways and to the

load through gears. The tangential loads on the keyway have

been modeled from the torque. The tangential, radial, and axial

gear loads were applied on the gear teeth model.

D. Fatigue Analysis

Even if the shaft and its key components are safe under the

static load, the failure might still occur due to the repeating

or fluctuating nature of the applied stress [112]. This is called

fatigue failure and it appears after a certain number of stress

cycles. Fatigue of the structure defines the service life of a

component and it depends on material properties, manufactur-

ing process, operating environment, and the design.
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Several methods have been developed to estimate the life

of the system under different loading conditions of the motor:

1) the stress-life (SN); 2) the strain-life (EN); and 3) the linear-

elastic fracture mechanics (LEFM). In all of these methods,

the life in number of cycles to failure is predicted for the

specific level of loading. According to the value of N , fatigue

life can be low-cycle failure (1 < N < 103) or high-cycle

failure (N > 103) [113], [114].

A case study to model the fatigue life of a traction motor

rotor has been presented in [103] using the SN method for the

complete reversed loading. There are also many specialized

FEA packages available for fatigue analysis [114]–[116].

VIII. CONCLUSION

This paper presents the important aspects of modeling

and analysis techniques in different engineering domains for

electric motors. This paper is structured to guide the electric

motor designers to conduct multidisciplinary analysis, which

is crucial to satisfy the performance, efficiency, reliability, and

cost requirements in electric motors. The methods and tech-

niques for dynamic modeling, loss calculations, demagnetiza-

tion analysis, thermal modeling, acoustic noise and vibration

analysis, and mechanical stress modeling in electric motors

have been presented with examples and illustrations.

Commercial software tools can link some of these mod-

eling techniques and provide a comprehensive multiphysics

analysis workflow. This enables simulating the different design

alternatives and investigates tradeoffs in each multidisciplinary

domain. The techniques presented in this paper can also

be used to develop analytically enhanced multidisciplinary

analysis tools for various electric motors, including vehicular

power and propulsion systems. The analytical models can be

combined with FEA models to improve the modeling accuracy

and reduce the simulation time. This enables the design and

analysis of electric motor in multiple engineering disciplines

to satisfy the stringent operational requirements.
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