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Abstract

Next generation wireless networks integrate wireless technologies to sup-
port massive data requirements and seamless connectivity. Since interference
has been the main limiting factor ever since wireless communication evolved,
characterizing interference field accurately is an important step toward the de-
sign and deployment of wireless networks. Stochastic geometry has emerged
as an important tool for the analysis of wireless networks. Initially popular for
the modeling of ad hoc and wireless sensor networks, stochastic geometry has
recently been adopted for the analysis of cellular and heterogeneous cellular
networks as well. In this dissertation, we develop tractable analytical frame-
works for the modeling and analysis of interference management techniques
in wireless networks by using tools from stochastic geometry.

In the context of random spatial models, this dissertation first presents
mathematical preliminaries and fundamental tools for the network modeling
based on stochastic geometry approaches. We provide an overview on point
process models and different approaches used for the analysis of the network.
In this work, we focus on the characterization of interference in a Poisson
hole process (PHP) model. Interference field in wireless networks is often
modeled by a homogeneous Poisson point process (PPP). While it is realistic
in modeling the inherent node irregularity and provides meaningful first-order
results, PPP falls short in modeling the effect of interference management
techniques, which typically introduce some form of spatial interaction among
active transmitters. In some applications, such as cognitive radio and device-
to-device networks, this interaction may result in the formation of holes that
are areas with low interference field strength in an otherwise homogeneous
interference field. The resulting interference field can be accurately modeled
as a PHP. Despite the importance of PHP in many applications, the exact
characterization of interference experienced by a typical node in a PHP is not
known.

In this dissertation, we first derive several tight upper and lower bounds on
the Laplace transform of this interference. Numerical comparisons reveal that
the new bounds outperform all known bounds and approximations, and are
remarkably tight in all operational regimes of interest. The key in deriving
these tight and yet simple bounds is to capture the local neighborhood infor-
mation around the typical node accurately while simplifying the far field to
attain tractability. Ideas for tightening these bounds further by incorporating
the effect of overlaps in the holes are also discussed. These results immedi-
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Abstract V

ately lead to an accurate characterization of the coverage probability of the
typical node in a PHP under Rayleigh fading.

Second, we develop our proposed approach to study the coverage in a
PHP-based heterogeneous cellular network model with dependence. Actual
cellular networks reveal spatial separation among base station (BS) deploy-
ments belonging to different tiers. While PPP is highly desired for signal-to-
interference-plus-noise ratio (SINR) characterization in heterogeneous cellular
networks (HCNs) due to its analytical tractability and accuracy, ignoring the
spatial correlation of the BSs from different tiers appears unrealistic. We pro-
pose a new approach for the analysis of a two-tier HCN when the small cell
BSs form a PHP. This model which is recently used for the modeling and
analysis of HCNs guarantees a minimum distance between BSs of different
tiers while induces spatial correlations among them. We develop the analyti-
cal framework that is proposed to capture holes in an ad-hoc network by an
equivalent non-homogeneous PPP for the analysis of a HCN. We provide a
framework which focuses on a closed access HCN that can be extended to
open access strategy.

Our third contribution is to focus on the characterization of asymmetric
interference field. The asymmetric exclusion zones can be formed by inter-
ference management techniques in wireless communication networks. One of
the realistic scenarios in this context appears when an exclusion zone is estab-
lished to protect the communication of the typical user located at an arbitrary
location inside the cell, this is unlike most existing works which assume that
the symmetric exclusion zones protect the typical user located at the center
of the cell. We propose an approach to capture this asymmetric interference
field by an equivalent nonhomogeneous PPP. This transformation is also ap-
plied for a finite network which is more complicated in modeling aggregate
interference field, and is more challenging in evaluating the performance of
the system. A general framework is provided by the approach to facilitate the
analysis and characterize the network performance accurately.
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Chapter 1

Introduction

In the last decade, the demand for wireless communication services has

increased tremendously. The communication services comprise various types

of applications like HD movie player, video conferencing and online games.

This demand is especially strong for mobile communications to provide most

of the new services continuously when users change their locations. Hence,

the increasing trend leads to the deployment of wireless networks to sat-

isfy throughput requirements of users. Meeting the demand for high data

rates with traditional cellular network architectures is a crucial challenging

issue. Heterogeneous networks (HetNets) are hierarchical architectures that

are evolving in wireless networks [1–4]. They can be constructed by a combi-

nation of overlaid networks which have various technology requirements such

as spectrum resource allocation, coverage area and power consumption.

Higher network throughput can be achieved by increasing spectrum us-

1
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age, spectrum efficiency and spectrum reuse. There is a restriction in the

amount of accessible spectrum due to its limited resources. The improvement

of networks by applying techniques like channel coding, multiple antennas

and interference management is required to increase the spectral efficiency.

The spatial reuse which is the basis of small-cell operation combined with two

other methods achieves significantly higher network capacity [5, 6]. The Het-

Net deployment targets the improvement of overall capacity as well as efficient

coverage extension, and green radio solution. Hence, the HetNet planning can

lead to more spatial reuse and alternatively would enhance usage of spectrum

resources [7].

Small cell deployments have emerged as effective solutions in recent hetero-

geneous networks to increase capacity, enhance coverage and offload overlay

network traffic [2]. These small and low power base stations which form

tiered structures are either deployed by users arbitrarily (e.g. femtocells), or

installed by operators (e.g. picocells). The two-tiered networks are deployed

as the subset of hierarchical network architecture. This network consists of

macrocell base stations as higher layer of networks that are underlaid with

low-power small base stations such as femto access points. Two-tiered net-

works can decrease power consumption and also they have the potential of

increasing spectrum efficiency and quality of service due to shorter distances

between nodes [2]. Small cells reuse spectrum aggressively to enhance spectral

efficiency in HetNets. However, one of the most critical issues in spectrum
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sharing schemes is the potential interference between adjacent small cells as

well as the interference between small cells and macrocells with common sub-

carriers. These undesired effects are called co-tier interference and cross-tier

interference respectively which mitigate the overall system capacity. Hence,

modeling and overcoming interference is one of the critical challenges in tiered

networks. Stochastic geometry has been proposed as a powerful tool for the

modeling and analysis of interference distributions while it captures spatial

randomness of small cells in tiered HetNets [8, 9].

Using radio spectrum efficiently as a scarce and valuable resource can be

achievable by employing different spectrum access policies. They aim to in-

crease spectrum efficiency which consequently leads to capacity improvement

of wireless networks. It is notable that among different schemes, networks

can gain higher capacity through spectrum reuse and adding more nodes into

the system. Since small cells are often distributed randomly, the implemen-

tation of centralized spectrum access has some challenges due to the lack of

information. Therefore, distributed spectrum access methods that can be

organized in each cell are more appropriate in these networks [10]. These

spectrum access approaches can be categorized as either cooperative or non-

cooperative ones. In non-cooperative approaches, base stations (BSs) have

selfish behaviour such that they optimize their own throughput at the expense

of imposing more interference to adjacent cells. In cooperative approaches,

BSs collect some information about their neighborhood for maximizing their



4

own throughput while keeping the level of interference to adjacent cells below

a certain threshold. Cooperation between different tiers of HetNet can lead

to more spectrum sharing advantages [11].

The infrastructure of backhaul that connects different types of BSs and

nodes has impact on the the performance gain of communication networks [12].

This structure can be based on two models: wired backhaul and wireless

backhaul. There are various types of technologies (fiber-optic, microwave,

etc.) in each of these groups with their own advantages and disadvantages. In

dense networks, exchanging information between BSs either in the same tier

or between different tiers increases signaling overhead. IP based backhaul is

more common in small cells but has some drawbacks like capacity limitation

and delay transmission. In 3GPP Long Term Evolution (LTE), X2 interfaces

that connect macro BSs play the role of backhaul in the networks. They can

transmit scheduling information and interference information too [13].

Self organizing networks allow autonomous configuration and optimization

of the networks whereby they can adapt themselves dynamically to varying

situations. The self organization techniques enable networks for managing co-

tier and cross-tier interference without requiring X2 interface. For instance,

busy tone signaling is applied for mitigating interference in time division du-

plexing networks in [14]. Further, cognitive capability which enables small

cells to collect some information about their environment can be used to avoid

harmful interference to adjacent cells [15]. In general, a cognitive user can take
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advantage of three dimensions i.e. time, frequency and space as long as there

is no harmful interference from secondary network to primary network. This

condition happens when either there is no primary user transmission or the

transmission occurs at a different frequency band or in far distance. In order

to control interference, cognitive enabled small cells and users can sense op-

erating environment of themselves (e.g. by sensing control channels of macro

tier). Cognitive capability or exchanging some beacon signals such as busy

tone enables small cells to configure self organized network.

Network simulation can study various actual scenarios at any desired depth

of detail, but it has some drawbacks too. Separate simulations are required

for different scenarios and for each choice of design parameters. By increas-

ing the tiers of the network, the number of network parameters that should

be combined rises exponentially which leads to more complexity. Extending

the results obtained from known scenarios to new ones is not possible in all

cases of interest due to variety of network deployments. Stochastic geometry

approaches are able to develop tractable frameworks for the modeling and

analysis of wireless networks.
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1.1 Interference Management Techniques in

Wireless Networks

Motivated by the importance of interference management in wireless net-

works, a large body of research has focused on this field. Main types of studies

are classified into two groups [16]: statistical approaches and instantaneous

approaches. In instantaneous approach, optimization of objective functions

which are modeled by using available instantaneous information of the system

is desirable. These objective functions can cover a large variety of resource al-

location (e.g., channel allocation, power allocation) problems [17–22]. In this

work, our focus is on the statistical approach which is based on some statistical

information like distributions of transmitter and receiver nodes and channel

gains. Further, it has higher stability compared to instantaneous approach

with fast varying parameters.

There are some studies on ad hoc networks in which stochastic geome-

try approaches are applied [23–28]. In [29], interference cancellation scheme

is applied for an ad hoc network by considering either closest or strongest

interfering node. Then, spectrum sharing transmission capacity in two differ-

ent coexisting systems is obtained. In [30], a cognitive network is considered

which in secondary cognitive transmitters are not allowed to be active within

the circular regions around primary receivers. Active cognitive transmitters

form a doubly Poisson point process that has similar properties to Poisson
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cluster process. Then, some bounds are derived for the outage probability of

this system in the bipolar ad hoc network. In [31], the hard core point process

which can capture stronger correlation between nodes is used for modeling a

non-cellular network. A lower bound is derived for the outage probability of a

random carrier-sensing multiple-access (CSMA) network by considering dom-

inant interfering nodes. In [32], the effect of mobility on the interference and

outage statistics in a random network is evaluated by considering different

mobility models. Further, the temporal correlation of interference and outage

due to mobility is obtained in this work.

There are some related works with common themes of stochastic geometry

and interference cancellation and mitigation in HetNet. In [33], the network

model consists of only one macro base station, one macro user and cogni-

tive small cells. A coordination mechanism is applied to manage cross-tier

interference. Then, the outage probability and average channel capacity of

the network are obtained by considering shifted log-normal approximations.

In [34], cognitive femtocell BSs use CSMA protocol to prevent reusing any used

channel in macro and femto spectrum sensing region. The performance gain of

outage probability corresponding to this system is wasted due to the existence

of some unavailable channels in the spectrum sensing process. In [35], some

ALOHA schemes based on sensing information at small cells are applied to

mitigate co-tier and cross-tier interference. In [36], stochastic geometry mod-

els enable the analysis of a multi-tier network with flexible cell association.
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Here, users are biased to BSs which have highest averaged received power.

The average number of users associated to each tier is obtained through per-

tier association probability. Then, the outage probability, the average ergodic

rate, and the average user throughput are obtained. The later metric measures

the quality of service (QoS) that the network can provide after biasing.

In [37], cognitive enabled small cells adapt their transmission by decoding

macro BS information to achieve higher spectrum efficiency. The information

includes location, rate and transmit power of the macro BS. Two strategies

are proposed to mitigate interference from small cells to macrocell. The first

strategy is based on forming a region around macro user with constant radius

wherein small cells shut-down their transmission. The second one is through

controlling the transmission power of small cells. To further enhance through-

put, downlink interference alignment is also applied. In this work, random

distribution of small cells is not considered and network analysis is performed

over a grid-based model.

In [38], two types of small cell users are considered which operate under

open access or closed access policy. This type of access policy is recognized

as the hybrid-access policy. Small cells are distributed according to the PPP

and also Neyman Scott cluster process. The SINR distribution of a two-tier

network is derived in a multi-carrier multi-channel system. There are some

non-occupied sub-channels in this system that differentiates it from common

analysis due to not considering full network load. In [39], interfering nodes
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which are distributed outside a fixed size cell according to PPP is approx-

imated by gamma distribution. This work is one of the pioneer efforts on

multi-antenna HetNet. In [40, 41] cognitive radio technique is applied for

the spectrum sharing in a two-tier network. Cognitive enabled small cells

which work in the TDD mode on both uplink and downlink FDD bands of

macrocell can control interference by sensing control channels corresponding

to macrocell. They access the FDD bands of macrocell opportunistically to

operate in the uplink and downlink mode. The effect of cross-tier interfer-

ence on macrocell is controlled by the self configuration approach. This work

provides a general framework for the analysis of the interference distribution

in simultaneous uplink and downlink transmission but without applying any

interference management technique.

In [42], uplink transmission in a single tier network is considered which

in one BS is located in each Voronoi cell of the user. Channel inversion

power control is considered in this analysis. This work is extended to a multi-

user uplink cellular system in [43] based on conditional thinning. In [44], a

new analysis has been conducted on uplink scenario for multi-tier networks.

Here the Voronoi cell is established around BSs and truncated power control

is employed by users to keep average received power equal to the threshold

which further control the level of interference.

Coordinated Multi-Point transmission (CoMP) for LTE is one of the tech-

niques which is used in new HetNet deployment and can further contribute
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to interference management. In [45], two cooperative BSs serve a typical user

while the signal is split to a common part sent by cooperating pairs and a

private part that chooses no cooperation. Here, cooperation is achieved by

certain exchange of information between two neighboring nodes. This ap-

proach is based on conferencing over backhaul link. The decision to cooperate

or not depends on the ratio of the distances between the first and second

neighboring nodes to user.

1.2 Related Works and Motivation

PHP-based models have already been adopted for the analysis of networks

in which holes (also called exclusion zones) are created around nodes (e.g.,

BSs, devices, sensors, and etc.) that need to be protected from excessive

interference. In some applications such as cognitive radio, heterogeneous cel-

lular and device to device networks, the PHP turns out to be a reasonable

model for network modeling and performance analysis. For instance, the main

objective of cognitive radio networks is to improve spectrum utilization by al-

lowing unlicensed secondary users to use licensed spectrum as long as they

do not cause excessive interference to the licensed primary users. One way to

ensure this is by creating exclusion zones (holes) around primary users, where

secondary transmitters are not allowed to transmit within exclusion zones.

Hence, the cognitive radio network can be modeled by a PHP, as already
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done in [30]. Similarly, heterogeneous cellular networks usually exhibit spa-

tial separation amongst base stations (BSs) of different types. For instance,

operators will usually not deploy a picocell in close proximity to a macrocell,

and hence there is spatial separation between the locations of pico and macro

BSs. This spatial separation can also be modeled by a PHP, where the macro

BSs are assumed to be located at the center of holes, as done in [46–48]. On

similar lines, to protect cellular network from excessive D2D interference, no

D2D transmissions are allowed in vicinity of cellular receiver, and hence PHP

is a good candidate for the analysis of the resulting setup, as done in [16,49].

Further, PHP is also used to study cognitive D2D communication in cellular

network when transmitters are powered by harvesting energy from the ambi-

ent interference in [50]. Finally, in [51], a Poisson Cluster Process (PCP) and

a PHP are merged to develop a new spatial model for integrated D2D and

cellular networks. In particular, a modified Thomas cluster process is used

to model device locations where instead of modeling the cluster centers as a

homogeneous PPP, they are modeled as a PHP.

In summary, while there are numerous applications of PHP in current wire-

less networks, we are somewhat short handed when it comes to the analytical

tools to handle the analysis of such scenarios formally. This work provides a

comprehensive framework to facilitate this analysis. The contribution there-

fore is not necessarily targeted to a particular application. It is to develop

mathematical tools for the analysis of wireless networks modeled as a PHP.
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Wireless networks can also establish exclusion zones to protect the commu-

nication of the user at any arbitrary location inside the cell. This model

is applicable for different network setups like IEEE 802.22 Digital TV [52]-

[54], IEEE 802.11 network which considers carrier sense multiple access with

collision avoidance [55], networks which in CSMA protocol leads to Matérn

hard core process [56]- [57], device-to device communication in cellular net-

works [49]- [50]. This realistic model is unlike most existing works in which the

symmetric exclusion zones protect the typical user located at the center of the

cell [58]- [60]. In this work, we provide a new tractable analytical framework

for the modeling and analysis of this system.

1.3 Contributions and Outcomes

The main contributions of this dissertation are summarized next.

New approach to the analysis of the PHP. Unlike existing approaches that ap-

proximate the PHP with either a PPP or a PCP (such as Thomas or Matérn

cluster processes), we develop a new approach that is amenable to shot-noise

analysis and leads to tight provable bounds on the Laplace transform of in-

terference experienced by a typical node of the PHP. A lower bound is first

derived by overestimating interference by ignoring all the holes except the

closest one. We provide an equivalent interpretation of this result in which

the closest hole is dissolved in such a way that it results in a tractable non-
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homogeneous PPP. The resulting bound is shown to be remarkably tight.

Extending this approach to multiple holes, we derive an upper bound on the

Laplace transform of interference by carving out each hole separately without

accounting for the overlaps between them. This leads to the removal of some

points from the baseline PPP multiple times, thus underestimating the inter-

ference power experienced by the typical node. This bound is also shown to

be remarkably tight across a variety of scenarios, including the ones in which

the holes exhibit significant overlaps [61, 62].

Approaches to incorporate the effect of overlaps in the holes. In the first set of

bounds discussed above, we carefully circumvented the need for incorporat-

ing the effect of overlaps between holes. While these simple and easy-to-use

bounds are tight, we also provide ideas for incorporating the overlaps between

holes, which tighten these bounds even further. In the first part, we generalize

the lower bound discussed above by considering two closest holes in the inter-

ference field while incorporating the exact effect of overlap between them. In

the second part, instead of trying to incorporate the exact effect of overlaps,

we propose a new procedure for bounding the overlap area, which allows us

to derive a provable lower bound on the Laplace transform while considering

multiple holes in the interference field. In the third and final part, we propose

a new approach that allows to incorporate the mean effect of overlaps in the

holes [61].

New insights. Our results concretely demonstrate that for accurate analysis
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of interference in the PHP, it is very important to preserve the local neigh-

borhood around the typical node. For instance, we show that considering

even a single hole in the interference field results in a tighter characterization

of interference power at the typical node of the PHP compared to seemingly

more refined prior approach of first-order statistic approximation in which the

PHP is approximated by a PPP with the matching density. This is because

by considering a single hole, the local neighborhood around the typical node

is accurately captured, whereas it is distorted in the other approach due to

independent thinning involved in the density matching of a PPP. Numerical

results also reveal that our first set of bounds derived without incorporat-

ing the effect of overlaps, while being seemingly simple, are so tight that the

additional complication in the expressions resulting from more sophisticated

analysis of overlaps is not commensurate with the gains [61].

The second contribution is to consider a two-tier closed-access PHP-based

HCN model, where the locations of the macro BSs are modeled by a PPP

and those of small cell BSs by a PHP. This naturally captures the inter-tier

spatial separation. To enable the downlink analysis of this model, we first

derive a bound on the distance of a typical user to the closest point of a

PHP using general approach of preserving the local neighborhood proposed by

the approach in chapter 3. Numerical comparisons show that the bound is

remarkably tight across wide range of system parameters. This gives us the

serving distance distribution when a typical user connects to the small cell
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tier. We then derive several new bounds and approximations for the coverage

probability for the closed access case where the typical user is authorized to

connect to one of the two tiers (either macro or small cells) [63].

Our third contribution is to provide a new tractable analytical framework

for the modeling and analysis of the systems in which asymmetric exclusion

zones are established. The proposed approach is based on the transformation

from asymmetric interference field with homogeneous PPP into the symmetric

one with the non-homogeneous PPP. We also apply this transformation for a

finite network. We derive accurate expressions for the outage probability of

the system using stochastic geometry. The proposed approach is applicable

in diverse deployment scenarios in wireless networks which encompass the ex-

clusion zones and asymmetric interference field. Simulations verify that the

proposed model provides an accurate way to characterize the outage proba-

bility of the system.

1.4 Organization of the Thesis

The layout of this thesis is as follows. In chapter 2, we present mathe-

matical preliminaries and fundamental tools for network modeling based on

stochastic geometry approaches. First, we provide an overview on point pro-

cess models. Second, we discuss on different approaches for the network per-

formance analysis. Third, we present some basic concepts for stochastic ge-
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ometry modeling. In chapter 3, we focus on the analysis of the Poisson hole

process-based model which has been adapted as a reasonable model for the

performance analysis of some applications in current wireless networks. First,

we study previous bounds and approximations for the PHP-based models.

Further, we obtain the results corresponding to the interference distribution

of PHP which is approximated by Poisson cluster processes (PCP). We de-

velop a new approach for the analysis of the PHP-based models and derive

some new bounds and approximations. Then, we develop new approaches

to incorporate the effect of overlaps in the holes. We compare our proposed

bounds and the new approximation with the prior approaches. In chapter

4, we study a Heterogeneous cellular network (HCN) which is modeled by a

PHP. First, we derive a new bound for the serving distance distribution in the

presence of holes. Then, we propose a new approach for the analysis of the

PHP-based HCN and derive new bounds and approximations for the coverage

probability of a typical user in this system. In chapter 5, we focus on the

analysis of the asymmetric exclusion zone. We develop a novel approach for

the modeling and analysis of this system and derive the coverage probability

of the typical user which is arbitrary distribute inside the cell. We consider

two cases which the first one is the asymmetric exclusion zone in infinite net-

work and the second one in finite network. In chapter 6, the conclusion and

future direction are presented.
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Overview of Network Modeling

A practical mathematical model can assess many important characteristics

of wireless networks like channel access probability, coverage probability and

average throughput. Stochastic models can display interactions between users

and different transmitters of the network. In real deployments, nodes are usu-

ally distributed randomly especially in unplanned networks. One appropriate

realization of a random point process for the locations of nodes is homogeneous

Poisson point process (PPP) [55]. In this realization, nodes are distributed

independently and uniformly which leads to the analytical tractable model

since the derivation of closed form expressions compared to other types of

point processes is much easier.

Until recently, the mathematical performance of the networks were eval-

uated based on simplified models such as Wyner model and deterministic

grid-based models which fail to capture the characteristics of the current de-

17
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ployment trends in wireless networks. For interference characterization, these

models lead to either inaccurate or intractable results due to unrealistic as-

sumptions [64]. Moreover, grid based model can not capture the random de-

ployment of nodes especially in K tier networks. In these networks, stochastic

geometry has the potential of capturing randomness of nodes in the network

and leads to analytically tractable models. A rich mathematical tool is pro-

vided by stochastic geometry which can average over many network realiza-

tions to characterize network performance parameters such as SINR, outage

probability and rate coverage.

Spatial models can develop simple frameworks for optimizing network pa-

rameters. They provide neat analytical results and insightful spatial aver-

ages of key performance metrics. However, they have several limitations and

shortcomings. In realistic scenarios, the locations of the nodes are not inde-

pendent. In addition, temporal correlations among the nodes arises due to

mobility. Different classes of point processes can display various factors such

as network topology and interactions between the nodes. The main problem

about some of these models is that they are often not analytically tractable.

Further, stochastic geometry provides spatial averages of the network perfor-

mance metrics while may ignore the effect of the design parameters on the

uncertainties caused by random deployments.
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2.1 Point Process Models

A point process is a kind of random process taking values in the n−dimensional

Euclidean space R
n which can capture the network properties. In stochastic

geometry, points play fundamental roles and spatial patterns are studied as

a system of points. The various random point patterns result from various

kinds of interaction between their points. The patterns can be clustered or

more regular than a PPP. They also may have a minimum inter-point dis-

tance. In this section, some types of point process models are introduced.

Before studying different types of point processes, we first give some basic

definitions [65].

Simple Point Process . Let N be a set of all sequences of points φ ⊂ R
n

which is locally finite, i.e., the bounded set B ⊂ R
n contains finite number

of points. Further, a point process is called simple if its points are not co-

located, i.e., xi 6= xj ∀i 6= j. A simple point process is a random variable

taking values in the space N .

Campbell’s theorem . Let f : Rn → [0,∞] be a measurable function

over a point process Φ and Λ(B) is the intensity of the point process. Then

E

[
∑

x∈Φ
f(x)

]

=

∫

Rn

f(x)Λ(dx).

For the stationary point process with density λ, the right side is equal to

λ
∫

Rn f(x)dx.
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Probability generating functional (PGFL). Let f : Rn → [0,∞] be

a measurable function over a point process Φ and Λ(B) is the intensity of the

point process. Then,

E

[
∏

x∈Φ
f(x)

]

= exp

(

−
∫

Rn

(1− f(x)) Λ(dx)

)

.

2.1.1 Poisson Point Processes

In the case of the homogeneous Poisson point process, intensity measure

Λ is proportional to Lebesgue measure. Lebesgue measure is equal to length

measure in R
1, area measure in R

2 and volume measure in R
3. A point process

is a PPP if the number of nodes in a bounded set B, is a Poisson random

variable and there is no interaction between points, i.e., they are independent.

Moreover, PPP provides a parent model for the definition of different types

of point process models.

In a stationary Poisson point process Φ, the number of points in the

bounded set B ⊂ R
n with intensity measure Λ(B) =

∫

B
λ(x)dx λ(x) is as

follows [65]

P(Φ(B) = n) = exp
(
− Λ(B)

)Λ(B)n

n!
, for n = 0, 1, 2, ...

The number of points in B1, B2, ..., Bk when they form k disjoint bounded

sets, are independent random variables.
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2.1.2 Hard-core Processes

Hard core point process (HCPP) is a point process which in the points

have a certain minimum distance, i.e., they are forbidden to be closer than

this predefined separating distance.

Matérn hard-core processes . Two models are introduced as theMatérn

hard-core processes of type I and II [66]. Matérn hard-core process of type I is

obtained by removing all the points located within certain distance D from a

uniform PPP with density λb. In Matérn hard-core process of type II, an inde-

pendent random variable m(x), called a mark, uniformly distributed on [0, 1]

is associated to each point of uniform PPP, Φb, independently. This point

process that has a smaller mark is obtained by removing all points located in

the neighborhood with radius D [67].

Φ , {x ∈ Φb : m(x) < m(y) ∀y ∈ b(x, D) ∩ Φb \ {x}} (2.1)

where Φb, C = b(x, D) and m(x), respectively denote a uniform PPP with

density λb, a ball of radiusD centered at x and a mark which is an independent

random variable uniformly distributed on [0, 1].

The density of the hard-core process of type I is λ = λb exp(−λbπD
2).

Conditioned on the point x having a mark t ∈ [0, 1], the probability that x is

selected equals exp(−tλbπD
2) wherein tλb is the density of points with marks

smaller than t. To determine the density of the hard-core process of type II,
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by averaging over t,

p =

∫ 1

0

exp(−tλbπD
2) =

1− exp(−λbπD
2)

λbπD2

So the final density of the process equals λ = λbp.

2.1.3 Cluster Processes

The Poisson cluster process is constructed by taking a parent point process

in which each point is replaced by a cluster of points. The daughter points

of the cluster are independent and identically distributed around each parent

point. The Poisson cluster process is the superposition of all clusters. We

further discuss about this process in chapter 3.

2.1.4 Cox Processes

A general Poisson point process which in the intensity measure itself is

a random variable is doubly stochastic Poisson process or Cox process [66].

The Cox process behaves like an inhomogeneous Poisson process. Poisson hole

process is defined as a subset of Cox process model. Since forming holes leads

to node concentration in some areas, there is a similarity between Poisson

hole process behaviour and Poisson cluster process.
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2.2 Network Performance Analysis

In this section, some basic definitions and mathematical preliminaries for

stochastic geometry modeling, analysis and design of wireless networks are

introduced. Network modeling affects interference statistics as well as the

SINR statistics subsequently. The SINR experienced by the test receiver is

defined as

SINR =
Pthr

−α

W +
∑

y∈I Pth|y|−α

where W is the noise power and I is the set of active transmitters that trans-

mit on the same channel. Interference is one of the key network param-

eters. Further, network characteristics like user association and spectrum

access methods have significant impact on the interference statistics. Aggre-

gate interference of the network is a stochastic parameter which depends on

the distribution of interfering nodes and channel gains of the network. In-

terference can be characterized by either its PDF or its CDF. However, in

some cases like general path-loss exponents or large scale networks, the PDF

cannot be expressed in closed-form. Hence, interference can be characterized

by using Laplace transform (LT) of PDF (equivalently its characteristic func-

tion or moment generating function (MGF)). Obtaining exact expressions for

the network performance metrics depends on the type of point process mod-

els and only approximate expressions are achievable in some cases. Different
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techniques are utilized to quantify network performance by using LT for the

interference [68].

One of the most popular techniques for the derivation of the PDF of aggre-

gate interference is based on considering Rayleigh fading on the desired link

between transmitter and receiver. This assumption often leads to accurate

expressions for the CDF of SINR. Laplace transform of interference is a com-

mon technique for obtaining the CDF of interference which itself is useful in

evaluating transmission capacity, success probability and achievable data rate.

This technique works well under the assumption of Rayleigh fading channel

gains but it is not an efficient technique for general fading models.

The second technique for evaluating interference statistics is achievable by

bounding the interference. One approach is based on considering the n closest

interfering nodes. Another one is derived by considering the effect of dominant

interfering nodes located in the region around the typical node with received

power above a threshold. Both of these approaches leads to the lower bounds

for the outage probability which in some conditions (higher values of path-

loss exponent) are tight bounds. An upper bound for the outage probability

can be evaluated by Chernoff, Markov and Chebyshev bounds. However, the

lower bound derived by the first types of approaches often leads to the tighter

results [69].

Approximating the interference distribution by one of the known PDFs like

gamma, log-normal, shifted log-normal distributions is another popular tech-
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nique for quantifying aggregate interference [70]. This approach works better

in the environments with lower path-loss exponent. In summary, applying

one of the common proposed techniques for obtaining aggregate interference

characteristics depends on the type of network, point process models, fading

channel and even the value of path-loss exponent.

2.3 Stochastic Geometry Modeling for Tiered

Networks

Current cellular networks are becoming unplanned, decentralized and het-

erogeneous. In these networks, cells are smaller with more random distribution

as well as more chaotic behavior. Modeling the cellular network with HCPP is

more realistic because of satisfying the minimum distance constraint between

nodes. However, in terms of analytical tractability, this model compared to

the PPP is more complicated. In heterogeneous networks, the locations of the

BSs in different tiers of the network can be modeled by independent homo-

geneous PPPs which form the Voronoi tessellation. This concept is described

in below definitions.

Definition 1 Voronoi cell. The Voronoi cell V (x) of a point x from a general

point process Φ ⊂ R
n is formed by all the points of Rn which are closer to x
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Figure 2.1: Two Independent Voronoi Tessellations (The filled squares with
the solid Voronoi represent the macro tier)

than to any other points of the point process [67].

V (x) , {y ∈ R
n : ‖x− y‖ 6 ‖z− y‖ ∀z ∈ Φ \ {x}}

Definition 2 Voronoi tessellation. The superposition of all these Voronoi

cells, V (x)s, forms Voronoi tessellation. The locations which are equidistant

from two points of the PPP form boundaries of the tessellation while their

intersections are equidistant from three points of the PPP.

In figure 2.1, two independent Voronoi tessellations are depicted. Here, filled

squares with the solid Voronoi represent a macro cell while hollow circles with

dashed Voronoi represent a small cell. A two tier-network can be modeled by

the superposition of the two tessellations such that the coverage of each tier

forms a Voronoi tessellation.

The mathematical tools provided in this chapter are applied for modeling
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and analysis of interference management techniques in the next sections.



Chapter 3

Poisson Hole Process: Theory

and Applications to Wireless

Networks

3.1 Introduction

The received signal-to-interference-plus-noise ratio (SINR) is known to be

a strong indicator of the performance and reliability of a wireless link. Sev-

eral key performance metrics of interest, such as outage probability, ergodic

capacity, and outage capacity, are strongly dictated by the received SINR. By

definition, the SINR distribution depends upon the joint distribution of the

received powers from the serving node and the interfering nodes, which ulti-

28
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mately depend on the network topology. Therefore, accurate modeling of the

network topology becomes a key step towards meaningful performance anal-

ysis of wireless networks. Owing to its tractability and realism in modeling

irregular node locations, stochastic geometry has emerged as an important

tool for the realistic analysis of wireless networks [24,67,71,72]. Initially pop-

ular for the modeling of wireless ad hoc and sensor networks, e.g. see [69,70],

it has recently been adopted for the analysis of cellular and heterogeneous

cellular networks as well [9, 73, 74]. Irrespective of the nature of the wireless

network, the interference field is almost always modeled by a homogeneous

PPP to maintain tractability. While this leads to remarkably simple results

for key performance metrics, such as coverage and rate, it is not quite suitable

for modeling the effect of interference management techniques, which often in-

troduce some form of spatial interaction among transmitters. In this chapter,

we focus on spatial separation, where holes (also called exclusion zones) are

created around nodes/networks that need to be protected from excessive in-

terference [53]. In particular, we assume that the baseline interference field

is a PPP from which holes of a given radius are carved out. When the loca-

tions of the holes also form an independent PPP, the resulting point process

is usually termed as the PHP, which is the main focus of this chapter.
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3.1.1 Related Work and Applications

We first discuss a few of possibly numerous instances in wireless networks

where the PHP as a stochastic process is a more appropriate model for node

locations. In particular, we discuss how the PHP has been used to model cog-

nitive radio networks, heterogeneous cellular networks, and device-to-device

(D2D) networks. In cognitive radio networks, unlicensed secondary users are

allowed to use licensed spectrum as long as they do not affect the performance

of the licensed primary users. This can be achieved by creating exclusion

zones (holes) around primary users, where secondary transmissions are not

allowed. This spatial separation was elegantly modeled by using the PHP

in [30]. In particular, the locations of both primary and secondary users were

first modeled by independent PPPs. Assuming secondary transmissions were

not allowed within a given distance from the primary users, the locations of

active secondary users were then modeled by the PHP.

The PHP has also been used recently to model inter-tier dependence in the

base station locations in a heterogeneous cellular network in [46–48]. Modeling

the macrocell locations by a PPP, it was assumed that the small cells are

deployed farther than a minimum distance from the macrocells, i.e., outside

exclusion zones of a given radius. In such a case, small cells form the PHP.

This model introduces repulsion between the locations of macro and small

cells, which is desirable due to several reasons, such as interference mitigation

at macrocells due to small cell transmissions, and the higher advantage of
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deploying small cells towards the cell edges of macrocells, especially in the

coverage-centric deployments.

Similarly, for underlay D2D communication in cellular networks, inhibition

zones may be created around cellular links where no D2D transmissions are

allowed, thus saving cellular links from excessive D2D interference. The active

D2D transmitters outside the holes form the PHP [16,49]. In this regard, cog-

nitive D2D communication in cellular network when transmitters are powered

by harvesting energy from the ambient interference is studied in [50]. In [51],

a Poisson Cluster Process (PCP) and a PHP are merged to develop a new

spatial model for integrated D2D and cellular networks. In particular, a mod-

ified Thomas cluster process is used to model device locations where instead

of modeling the cluster centers as a homogeneous PPP, they are modeled as

the PHP to account for the inhibition zones around cellular links.

Despite the importance of the PHP in modeling wireless networks, the ex-

act characterization of interference experienced by a typical receiver in the

PHP is a challenging problem. There are two main directions taken in the

literature for the analysis of wireless networks modeled by PHPs. The first ap-

proach, termed first-order statistic approximation, approximates the PHP by

a homogeneous PPP with the same density [67]. The second approach ignores

the holes altogether to approximate the PHP by its baseline PPP. This over-

estimates the interference and the accuracy of the approximation is a function

of system parameters [16, 30, 49, 50]. Besides, the PHP is sometimes approxi-
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mated with a PCP by matching the first and second order statistics [30,46,47].

The resulting expressions for performance metrics are usually more compli-

cated in this case compared to the above two. While all these approaches are

reasonable, they are typically not accurate beyond a specific range of system

parameters. In this chapter, we take a fresh look at this problem and de-

rive tight upper and lower bounds for the Laplace transform of interference

experienced by the typical node in the PHP.

3.2 Network Model

3.2.1 System Model

We consider a wireless network that is modeled by the PHP in R
2. The

PHP can be formally defined in terms of two independent homogeneous PPPs

Φ1 and Φ2, where Φ2 represents the baseline PPP from which the holes are

carved out and Φ1 represents the locations of the holes. Let the densities of

Φ1 and Φ2 be λ1 and λ2, respectively, with λ2 > λ1. Denoting the radius of

each hole by D, the region covered by the holes can be expressed as

ΞD ,
⋃

y∈Φ1

b(y, D), b(y, D) ≡ {z ∈ R
2 : ‖z− y‖ < D}. (3.1)
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The points of Φ2 lying outside ΞD, form the PHP, which can be formally

expressed as

Ψ = {x ∈ Φ2 : x /∈ ΞD} = Φ2 \ ΞD. (3.2)

It should be noted that the PHP Ψ has also been known as a Hole-1 process

in the literature [75].

We characterize the interference experienced by a randomly chosen node

x ∈ Ψ due to the transmission of the other nodes of Ψ. For a given ΞD

(i.e., given Φ1), by Slivnyak’s theorem we can treat this randomly chosen

observation point (node) x as an additional point of the PPP of density λ2

defined on R
2 \ ΞD [67]. Now by stationarity of the PHP, we can translate Ψ

such that this random observation point coincides with the origin. We call this

point the typical node of PHP. Note that by construction, this typical node

is located outside the holes, which means there are no points of Φ1 within a

disk of radius D around the origin. In other words, this means that the above

choice of the observation point conditions on the Boolean model ΞD that does

not cover the origin. We consider simple ad hoc setup which in transmitter

is located at the fixed distance r0 from its receiver. It should be noted that

we could have considered more sophisticated models for the serving link of

interest but we chose to consider this simple setup because our emphasis is on

characterizing interference in the PHP. For the wireless channel between points
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Table 3.1: Notation and Network Parameters

Symbol Description
Φ1;λ1 Independent PPP modeling the locations of hole centers; density of Φ1

Φ2;λ2 Independent PPP from which the holes are carved out; density of Φ2

Ψ PHP formed by carving out holes with centers Φ1 from Φ2

D Radius of each hole carved out from Φ2

Pc, γ Coverage probability (in terms of SIR); SIR threshold
LI(s) Laplace transform of I, defined as E

[
esI
]

C = b(y, D) Ball of radius D centered at y
hx Fading gain; hx ∼ exp(1) for Rayleigh fading
α Path-loss exponent for all the wireless links
P ; r0 Transmit power; serving distance for the link of interest

x and y, we consider a standard power law path-loss l(x−y) = ‖x−y‖−α with

path-loss exponent α > 2. All the wireless links are assumed to experience

independent Rayleigh fading. All the transmitters are assumed to transmit at

a fixed power P . The received power at the typical node from its transmitter

of interest is therefore Pr = Phr−α0 , where h ∼ exp(1) models Rayleigh fading.

Similarly, the interference power experienced by the typical receiver located

at the origin is

I =
∑

x∈Ψ
Phx‖x‖−α, (3.3)

where hx ∼ exp(1) models Rayleigh fading gain for the link from interferer

x ∈ Ψ to the typical receiver. For this setup, we define coverage probability

next.

3.2.2 SIR and Coverage Probability

Using the received power over the link of interest and the interference power

defined in the previous subsection, the signal to interference ratio (SIR) can
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be expressed as

SIR(r0) =
Phr0

−α
∑

x∈Ψ Phx‖x‖−α
. (3.4)

Denote the minimum SIR required for successful decoding and demodulation

at the typical receiver by γ. A useful metric of interest in wireless networks is

the SIR coverage probability Pc, which is the probability that the SIR at the

receiver exceeds the threshold γ. Mathematically,

Pc = P{SIR(r0) > γ } = P

{

h >
γrα0
P

I

}
(a)
= E

[

exp

(

−γrα0
P

I

)]
(b)
= LI

(
γrα0
P

)

,

(3.5)

where (a) follows from the fact that h ∼ exp(1), and (b) from the definition

of Laplace transform of interference power LI(s) = E[exp(−sI)]. Note that

for this setup, it is sufficient to focus on the Laplace transform of interference

in order to study coverage probability. In general, accurate characterization

of LI(s) is the first step in the analysis of more general classes of wireless

networks, including cellular networks [73]. Therefore, we will focus on LI(s) in

the technical sections of this chapter with the understanding that the coverage

probability can be easily derived for our setup using (3.5). We begin our

technical discussion by summarizing two key prior approaches used in the

literature for characterizing LI(s) in the PHP. For the ease of reference, the

notation used in this chapter is summarized in Table 3.1.
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3.3 Key Prior Approaches

In this section, we summarize two popular approaches that have been used

in the literature to derive the Laplace transform of interference in the PHP.

At the end of the section, we also provide insights into the strengths and

weaknesses of each approach.

3.3.1 Lower Bound by Ignoring Holes: Approximating

Ψ by Φ2

The first approach is to ignore the effect of holes and approximate the

interference field Ψ by the baseline PPP Φ2 of density λ2. By construction,

this approach overestimates the interference power and hence leads to the

lower bound on the Laplace transform of interference [30]. This well-known

result is stated below for completeness.

Lemma 1 (Lower bound) Ignoring the impact of holes (approximating Ψ

by Φ2), the Laplace transform of aggregate interference I =
∑

x∈Ψ Phx‖x‖−α

is lower bounded by:

LI(s) ≥ exp

[

−πλ2
(sP )2/α

sinc(2/α)

]

. (3.6)

Proof: See Appendix A.1.

The tightness of the above bound will be demonstrated in the Numerical
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Results section.

3.3.2 Approximating the PHP by a PPP with the Same

Density

The second approach to the derivation of the Laplace transform of PHP is

the first-order statistic approximation [67]. In this approach, the baseline PPP

Φ2 is independently thinned such that the resulting density of the PPP is the

same as that of the PHP Ψ, which we denote by λPHP. The first step in this

approach is therefore to derive λPHP in terms of the given system parameters,

which was done in [67]. For completeness, we discuss its proof briefly below.

To derive λPHP, we first need to derive an expression for the average number

of points of the PHP Ψ lying in a given set B ⊂ R
2, which by definition is

E

[
∑

x∈Φ2∩B

∏

y∈Φ1

(1− 1b(x,D)(y))

]

(a)
= EΦ2

[
∑

x∈Φ2∩B
EΦ1

[
∏

y∈Φ1

(1− 1b(x,D)(y))

]]

(b)
= EΦ2

[
∑

x∈Φ2∩B
exp

(

−λ1

∫

R2

1b(x,D)(y)dy

)]

(c)
= |B|λ2 exp(−λ1πD

2),

where (a) is due to the independence of point processes Φ1 and Φ2, (b) follows

from the probability generating functional (PGFL) of a PPP, and (c) fol-

lows from the Campbell theorem [71] in which |B| denotes the 2-dimensional

Lebesgue measure of B. From the above expression, we can readily infer that

λPHP = λ2 exp(−λ1πD
2). Now to derive the Laplace transform of interference
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in this case, we just need to replace λ2 in the result of Lemma 1 with λPHP.

The result is stated below for completeness.

Lemma 2 (Approximation) The Laplace transform of interference power

which can be denoted by I =
∑

x∈Ψ Phx‖x‖−α when PHP Ψ is approximated

by a PPP with density λPHP is

LI(s) ≃ exp

[

−πλPHP
(sP )2/α

sinc(2/α)

]

. (3.7)

Remark 1 Both the approaches discussed above approximate Ψ with a homo-

geneous PPP: the first one with density λ2 (the baseline PPP), and the second

one with density λPHP < λ2 (the density of the PHP Ψ). While the second

approach is a seemingly more refined approach, a careful thought reveals that

in order to match the density of the PPP with that of the PHP, the baseline

PPP has to be independently thinned, which disturbs the local neighborhood

of points around the typical node, thus resulting in a loose bound. On the

other hand, approximating Ψ simply by the baseline PPP Φ2 preserves the lo-

cal neighborhood resulting in a relatively tighter approximation. More insights

will be provided in the numerical results section.

3.3.3 Approximating the PHP by a PCP

There is one more fitting-based approach in which the PHP is approximated

by a PCP (such as Thomas or Matérn Cluster Processes) by matching the first
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and second order statistics [30,47]. The Laplace transform of interference and

other performance metrics are then studied using the fitted PCP. As is done

in the literature, e.g., [30], we focus on fitting the Thomas cluster process

(TCP) in which the number of nodes in each cluster is Poisson distributed

with mean m̄. The cluster centers (parent points) are drawn from a PPP with

density λT and cluster members are independent and identically distributed

(i.i.d.) according to a Gaussian distribution with variance σ2 in R
2 around

each cluster center.

The first-order statistic can be used to match the density of the PHP (λPHP)

with that of a PCP as follows:

λ2 exp(−λ1πD
2) = λTm̄, (3.8)

where m̄ denotes the mean number of points in each cluster. The second-order

statistic for a motion invariant point process on R
2 can be obtained through

pair correlation function [70]. For the TCP, the pair correlation function is

gT(r) = 1 +
1

4πλTσ2
exp(− r2

4σ2
). (3.9)

where r denotes the distance between two points of the point process. Since

there is no closed-form expression for the pair correlation function of the

PHP, we need to obtain it by simulation. Then, we will be able to estimate

the parameters of the TCP, σ and λT by using this result [30]. To this end,
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a curve-fitting method like nonlinear least-squares fit (e.g., nlinfit function in

Matlab) is used. Substituting λT back in equation (3.8), we get m̄.

We perform analysis for a typical node, which is a randomly chosen node

in a randomly chosen cluster, termed as representative cluster. The total in-

terference experienced by the typical node can be written as the sum of two

independent terms: intra- and inter-cluster interference caused by the inter-

fering nodes inside the representative cluster, and by the interfering nodes

outside the representative cluster. We now characterize the Laplace trans-

form of intra- and inter-cluster interference powers at the typical node in

the following Lemmas [76, 77]. The proofs follow on the same lines as that

of [77, Lemmas 2 and 4] and are hence skipped.

Lemma 3 (Laplace transform of intra-cluster interference) For a typ-

ical node located at distance ν0 from its cluster center, the Laplace transform

of intra-cluster distribution is given by

LIintra(s|ν0) = exp

(

−m̄

∫ ∞

0

sw−α

1 + sw−αfW (w|ν0)dw
)

,

where w and fW (w|ν0) = w
σ2 exp

(

−w2+ν20
2σ2

)

I0
(
wν0
σ2

)
denote the distance from

the intra-cluster interferers to the typical node and its PDF, and I0(.) is the

modified Bessel function of the first kind with order zero.

Lemma 4 (Laplace transform of inter-cluster interference) Laplace trans-
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form of the inter-cluster interference distribution is given by

LIinter(s) = exp

(

−2πλT

∫ ∞

0

(

1−exp
(

−m̄

∫ ∞

0

su−α

1 + su−αfU(u|ν)du
))

vdv

)

,

where u and fU(u|ν) = u
σ2 exp

(

−u2+ν2

2σ2

)

I0
(
uν
σ2

)
denote distance from the

inter-cluster interferers to the typical node and its PDF.

Now, using the Laplace transforms of intra- and inter-cluster interference in

Lemmas (3) and (4), the Laplace transform of interference for a typical node

is derived in the next Theorem.

Theorem 1 (Approximation using PCP) The Laplace transform of in-

terference experienced by a typical node in a TCP is

LI(s) ≃
∫ ∞

0

LIinter(s)LIintra(s|ν0)fV0(ν0)

where fV0(ν0) =
ν0
σ2 exp

(

− ν20
2σ2

)

denotes the PDF of distance between the clus-

ter center and the typical node which is a Rayleigh distributed random variable.

Proof: As shown in (3.5), the coverage probability for our setup is

the Laplace transform of interference evaluated at s =
γrα0
P
. The result follows

from the fact that intra- and inter-cluster interference powers are independent.

Then, the resulting approximation from coverage probability is given by de-

conditioning over V0 which denotes the distance from typical node to the

cluster center.
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Figure 3.1: Illustration of the interference field with a single hole.

The tightness of the above approximation will be demonstrated in the Nu-

merical Results section. In particular, we will show that this approach works

better than the two prior approaches. That being said, it should be noted that

the higher-order statistics of the PHP and the fitted-PCP may be different,

which means that the accuracy of this approximation is a function of system

parameters. Furthermore, the resulting expressions for the Laplace transform

of interference in the fitted-TCP are complex than the bounds obtained us-

ing the proposed approach in the next section. We now discuss the proposed

approaches next.

3.4 Proposed Approaches to Laplace Trans-

form of Interference in the PHP

We now introduce our proposed approach to characterize the Laplace trans-

form of interference in the PHP. In the first intermediate step, we model the
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locations of interferers by a homogeneous PPP Φ2 of density λ2 from which

only one hole C of radius D is carved out at a deterministic location. Let the

location of the center of this hole be y ∈ R and hence its distance from the

origin be ‖y‖. The resulting setup is illustrated in Fig. 3.1. Here, solid red

dots represent the locations of interferers.

Note that the interference field in this case is non-isotropic due to the fixed

location of the hole. The Laplace transform of the interference power at the

origin from the nodes of Φ2 outside C is characterized next. This intermediate

result will be used later in this chapter to derive upper and lower bounds on

the Laplace transform of interference experienced by a typical node in the

PHP.

Lemma 5 Let I =
∑

x∈Φ2∩bc(y,D) Phx‖x‖−α, the Laplace transform of inter-

ference conditioned on ‖y‖ is

LI|‖y‖(s) = exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

exp

(
∫ ‖y‖+D

‖y‖−D

2πλ(r)

1 + rα

Ps

rdr

)

(3.10)

where λ(r) = λ2
π
arccos

(
r2+‖y‖2−D2

2‖y‖r

)

, b(y, D) denotes the hole centered at y

with radius D.

Proof: See Appendix A.2.

Remark 2 (Dissolving the hole) The above result has an interesting in-

terpretation that will be useful in visualizing the proposed results. Note that
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since received power is a radially symmetric function, it solely depends upon

the distance of the transmitter to the origin. In other words, if we consider

interfering nodes located in a thin strip of radius ‖y‖ − D ≤ r ≤ ‖y‖ + D

and vanishingly small width dr, the angular distribution of these nodes does

not affect the interference observed at the typical node. Therefore, we can, in

principle, “dissolve the hole” as long as the number of points lying in this thin

strip is not changed.

Please refer to Fig. 1 for an illustration of this strip. Taking a closer look

at the interference originating from this strip, we note that the only thing that

matters is the number of points distributed in the part of the strip which is

outside the hole. The area of this region is 2rdr(π − θ(r)), where the an-

gle θ(r) = arccos
(
r2+‖y‖2−D2

2‖y‖r

)

is defined in Fig. 1. Therefore, the number

of interfering points lying within this strip is Poisson distributed with mean

λ22rdr(π − θ(r)). Since the exact locations of these points within the strip

does not matter, we can dissolve the hole and redistribute the points uniformly

inside the whole strip of area 2πrdr. This means, the PPP with a hole can be

equivalently modeled as a non-homogeneous PPP with density λ2(1− θ(r)/π),

where the λ2θ(r)/π term (defined as λ(r) in Lemma 5) captures the effect of

hole.

Using this intermediate result and the above insights, we now derive tight

bounds on the Laplace transform of interference experienced by a typical node

in the PHP.
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3.4.1 Lower Bound on the Laplace Transform of Inter-

ference in the PHP

Before going into the technical details, note that due to path-loss, the

effect of holes that are close to the typical node will be much more significant

compared to the holes that are farther away. Therefore, to derive an easy-to-

use lower bound on the Laplace transform of interference, we consider only

one hole; the one that is closest to the typical node; and ignore the other

holes. Denoting the location of the closest hole by y1, the interference field in

this case is (Φ2 ∩bc(y1, D)) ⊃ Ψ, which clearly overestimates the interference

of the PHP and hence leads to a lower bound on the Laplace transform. Note

that in Lemma 5, we have already derived the conditional Laplace transform

for the case when there is one hole and its distance to the origin is known.

To derive a lower bound, we simply need to assume this hole to be the closest

point of Φ1 to the origin and decondition the result of Lemma 5 with respect

to the distribution of V1 = ‖y1‖. To this end, we first derive the probability

density function (PDF) of V1 next.

Lemma 6 The PDF of the distance V1 = ‖y1‖ between the typical node at

the origin and the closest point of Φ1 is given by

fV1(v1) = 2πλ1v1 exp(−πλ1(v
2
1 −D2)), v1 ≥ D. (3.11)

Proof: The typical node of the PHP lies outside the holes by construction.
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v1

D

D

Figure 3.2: Illustration showing that the closest point of Φ1 is at least a
distance D away from the typical node of the PHP Ψ.

Therefore, as illustrated in Fig. 3.2, the minimum distance between the typical

node and the closest hole (closest point of Φ1) is D. The white dot and solid

red dots represent the typical node of the PHP and points of Φ1, respectively

as shown in Fig. 3.2. Using this fact along with the properties of a PPP, the

distribution of V1 can be derived as follows:

P(V1 > v1) = P(Number of points of Φ1 in the set {b(0, v1) \ b(0, D)} = 0)

= exp(−πλ1(v
2
1 −D2)), v1 ≥ D.

The result now follows by differentiating the above expression.

Deconditioning the result of Lemma 5 with respect to the distribution of the

distance to the closest hole derived above, the proposed lower bound is derived

below.

Theorem 2 (New Lower Bound 1) Let I =
∑

x∈ψ Phx‖x‖−α, the Laplace
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transform of interference is lower bounded by

LI(s)

≥ exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

×
∫ ∞

D

exp (f(v1)) 2πλ1v1 exp(−πλ1(v
2
1 −D2))dv1,

(3.12)

where f(v1) =
∫ v1+D

v1−D arccos
(
r2+v21−D2

2v1r

)
2λ2

1+ rα

Ps

rdr.

Proof: See Appendix A.3.

Remark 3 Since the PHP is approximated by Φ2 ∩ bc(y1, D) in the above

result, the resulting lower bound presented in Theorem 2 is by construction

tighter than the known lower bound presented in Lemma 1 where the inter-

ference field was approximated by simply Φ2. On the same lines as discussed

for Lemma 1 in Remark 1, the above approach captures the local neighbor-

hood of the typical node accurately, thus leading to a remarkably tight lower

bound in Theorem 2. This will be demonstrated later in this chapter and in

the numerical results section.

3.4.2 Upper Bound for the Laplace Transform of Inter-

ference in the PHP

To derive an upper bound on the Laplace transform, we extend the above

approach to all the holes. To maintain tractability, each hole is carved out
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individually/separately from the baseline PPP Φ2 using the above approach.

Note that since the centers of the holes follow a PPP Φ1, there will obviously

be overlaps among holes. Therefore, when we remove points of Φ2 correspond-

ing to each hole individually (without accounting for the overlaps), we may

remove certain points multiple times thus underestimating the interference

field, which results in an upper bound on the Laplace transform of interfer-

ence. In the next section, we present several ways to incorporate the effect of

overlaps but they are either too complex and hence less tractable or too sim-

ple and hence less accurate. Fortunately, the bounds derived in this chapter

without incorporating the effect of overlaps are remarkably tight and can be

considered proxies for the exact Laplace transform.

Theorem 3 (New Upper Bound) The Laplace transform of interference

experienced by a typical node in the PHP is upper bounded by

LI(s) ≤ exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

× exp

(

−2πλ1

(∫ ∞

D

(1− exp (f(v))) vdv

))

(3.13)

where f(v) =
∫ v+D

v−D arccos
(
r2+v2−D2

2vr

)
2λ2

1+ rα

Ps

rdr.

Proof: See Appendix A.4.

For the same reason as the tightness of lower bound of Theorem 2 discussed in

Remark 3, the above upper bound is also remarkably tight for a wide variety

of scenarios. More details on the tightness are provided in the next subsection



Chapter 3: Poisson Hole Process: Theory and Applications to

Wireless Networks 49

y2

φ

y1

v2

v1

w

C1

C2

D

Figure 3.3: Illustration of the setup used in Theorem 4 where only two holes
closest to the typical node are considered.

and in the numerical results section.

One way to compare the tightness of the proposed upper and lower bounds

is to evaluate their ratio. For instance, if the ratio is close to one, we can infer

that both upper and lower bounds are close to the actual simulation values.

This ratio will be shown to be close to one across wide range of parameters in

the numerical results section. Next, we explore a few ways to incorporate the

effect of overlaps in the holes that was ignored in the results derived in this

section.

3.5 Incorporating the Impact of Overlaps in

the Proposed Approaches

The key lower and upper bounds reported in Theorems 2 and 3 in the

previous section carefully circumvented the need for considering the overlaps

in the holes explicitly. This was to maintain tractability. However, it is quite
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natural to wonder how much tractability is really lost if we try to incorporate

the effect of the overlaps in the holes accurately. In this section, we address

this question by deriving three results for the Laplace transform of interference

that incorporate the effect of holes. In the first result, we generalize the lower

bound derived in Theorem 2 by considering two nearest holes instead of a

single hole. The overlap among the two holes is explicitly incorporated in

the analysis. The setup is presented in Fig. 3.3, where C1 = b(y1, D) and

C2 = b(y2, D) denote the first and the second closest holes to the typical

receiver, respectively. The angle between y1 and y2 is denoted by φ. The

interference field in this case is modeled by (Φ2 ∩ {C1 ∪ C2}c) ⊃ Ψ, which

overestimates the interference power and hence leads to a lower bound on the

Laplace transform of interference. Before going into the main result, we first

need to evaluate the joint PDF of the distances between the first and second

closest holes to the origin, which are denoted by random variables V1 and V2,

respectively. Using the same arguments as in Lemma 6, the joint PDF can be

derived as [78]

fV1V2(v1, v2) = fV2(v2|v1)fV1(v1) = (2πλ1)
2v1v2 exp(−πλ1(v

2
2 −D2)). (3.14)

Using this distribution, the Laplace transform of interference for this case is

derived next.

Theorem 4 (New Lower Bound 2) The Laplace transform of interference
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y1

y2

y3

Figure 3.4: Illustration of the setup used in Theorem 5 where k holes closest
to the typical node are considered.

experienced by a typical node of the PHP Ψ is lower bounded by

LI(s) ≥ exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

×
(

1

2π

∫ ∞

D

∫ ∞

v1

∫ π

−π
exp

(∫ v1+D

v1−D

2πλc1(r)

1 + rα

sP

rdr

)

× exp

(∫ v2+D

v2−D

2πλc2(r)

1 + rα

sP

rdr

)

exp (−λ2B(v1, v2, φ))× fV1V2(v1, v2)dφdv2dv1

)

(3.15)

where λci(r) = λ2
π
arccos

(
r2+vi

2−D2

2vir

)

, for i = 1, 2 and B(v1, v2, φ) is given

by (A.9).

Proof: The key idea behind this proof is to consider (Φ2 ∩ {b(y1, D) ∪

b(y2, D)}c) ⊃ Ψ as the interference field, which clearly overestimates the

interference and hence leads to the lower bound. Complete proof is provided

in Appendix A.5.

As evident from the above result, incorporating the effect of overlap, even

among two holes, results in a significantly more complex expression compared
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to the bounds presented in Theorems 2 and 3. This shows that incorporating

the exact effect of overlaps does indeed lead to a significant loss in tractability.

Therefore, instead of trying to incorporate the exact effect of overlaps, we now

propose a new procedure for bounding the overlap area, which allows us to de-

rive a lower bound on the Laplace transform while considering multiple holes

in the interference field. This tightens the result of Theorem 2, where only one

hole was considered. In particular, we consider k closest holes from the typical

receiver, as shown in Fig. 3.4. In order to claim the result as a bound, we

bound the union of k-closest holes, i.e., ∪ki=1Ci = ∪ki=1b(yi, D), with Ωo =

C1 ∪ki=2 {b(yi, D)
⋂

bc(0,max (‖yi−1‖+D, ‖yi‖ −D)}, where Ωo ⊂ ∪ki=1Ci.

The set Ωo carefully avoids the overlapping part and hence does not result in

over-removal of the points from the baseline point process Φ2. The contribu-

tion of ith hole in Ωo is

d(yi, D) =
{

b(yi, D)
⋂

bc(0,max (‖yi−1‖+D, ‖yi‖ −D)
}

. (3.16)

In Fig. 3.4, the set d(yi, D) corresponds to the unshaded part of a hole that

does not overlap with the other holes. Clearly, this approach results in the

removal of fewer points from the baseline process Φ2 compared to the PHP,

which leads to a lower bound on the Laplace transform of interference in the

PHP. This lower bound is presented in the next theorem.

Theorem 5 (New Lower Bound 3) The Laplace transform of interference
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is bounded by

LI(s) ≥

exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

×
(∫ ∫

...

∫

D<v1<v2<...<vk<∞
exp

(∫ v1+D

v1−D

2πλc1(r)

1 + rα

sP

rdr

)

× exp

(∫ v2+D

max(v2−D,v1+D)

2πλc2(r)

1 + rα

sP

rdr

)

... exp

(
∫ vk+D

max(vk−D,vk−1+D)

2πλck(r)

1 + rα

sP

rdr

)

× fV1V2..Vk(v1, v2, .., vk)dv1dv2...dvk

)

(3.17)

where λci(r) =
λ2
π
arccos

(
r2+vi

2−D2

2vir

)

for i = 1, 2, ..., k, and joint density func-

tion of distances of V1, V2, ..., Vk is fV1V2..Vk(v1, v2, .., vk) = (2πλ1)
kv1v2 ... vk

× exp(−πλ1(v
2
k −D2)).

Proof: See Appendix A.6.

In the numerical results section, we will show that considering k = 2, i.e.,

only the two closest holes from the typical node, results in a remarkably tight

bound. Note that for k = 2, the expression is also fairly tractable. For brevity,

that expression is not stated separately.

Now, in Theorems 4 and 5, we have tried to handle the overlaps in such a

way that the resulting expressions: (i) can be claimed as lower bounds to the

Laplace transform, and (ii) tighten the lower bound provided by Theorem 2.

One last question that we address before concluding this section is whether it

is possible to handle the effect of overlaps in the average sense. For this, we

revisit the upper bound of Theorem 3, which was derived by carving out holes
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from the baseline process Φ2 individually without caring about the overlaps

between them. This led to the possible removal of some points multiple times,

thereby leading to an underestimation of interference. We compensate this

over-removal, by rescaling the second term of Theorem 3, which is the one

that captures the effect of removing points from Φ2. The rescaling term is

derived by estimating the average pairwise overlap area between circles. More

details of the approach are provided in the proof in Appendix A.7. Note that

the resulting expression in this case is the same as that of Theorem 3, except

a scaling factor of 1 − min(λ1πD
2

2
, 1
2
) that appears in the second term. The

key downside to this approach compared to Theorem 3 is that it results in an

approximation unlike Theorem 3, where the result was shown to be a bound.

Proposition 1 (New Approximation) The Laplace transform of interfer-

ence at a typical node in the PHP can be approximated as

LI(s) ≃ exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

× exp

[

−2πλ1

∫ ∞

D

(

1− exp

(

f(v)

(

1−min

(
λ1πD

2

2
,
1

2

))))

vdv

]

(3.18)

where f(v) =
∫ v+D

v−D arccos
(
r2+v2−D2

2vr

)
2λ2

1+ rα

Ps

rdr.

Proof: See Appendix A.7.

Comparison of this result with the bounds derived in this section shows that
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handling overlaps in the average sense may not work particularly well, espe-

cially when the overlaps are significant. This is because such results do not

capture the local neighborhood of the typical node as carefully as the bounds

derived in this section. We now move on the numerical results section, where

more such insights about the relative accuracy of bounds and approximations

are presented.

3.6 Numerical Results and Discussion

There are three main system parameters that determine the interference

experienced by the typical node in the PHP: density λ1 of the holes, density

λ2 of the baseline PPP, and the radii D of the holes. Based on the rela-

tive values of these parameters, we identify four main network configurations,

which are illustrated in Fig. 3.5. We define the possible configurations as

LD-SH: configuration with low density of holes and small holes; HD-SH: con-

figuration with high density of holes and small holes; LD-LH: configuration

with low density of holes and large holes; HD-LH: configuration with high

density of holes and large holes. Clearly, the configuration where the holes

are small and sparse (LD-SH case) is more benign than the configuration in

which the holes are small and dense (HD-SH). Similarly, the configuration

where holes are large and sparse (LD-LH case) is more benign than the con-

figuration where the holes are both large and dense (HD-LH case). Therefore,
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(a) (b)

(c) (d)

Figure 3.5: The PHP network model (a) First configuration: LD-SH, (b)
Second configuration: HD-SH, (c) Third configuration: LD-LH, (d) Fourth
configuration: HD-LH.

the result that works well in the HD-SH configuration is expected to work in

the LD-SH configuration as well. The same is true for LD-LH and HD-LH

cases. Simulations are performed over circular region with radius 40m and

results are averaged over 5× 104 iterations. Unless otherwise specified, we set
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Figure 3.6: Ratio of the proposed upper and lower bounds derived in Theo-
rems 3 and 2, respectively.

the network parameters as follows: λ2 = 1, α = 4, P = 1, r0 = 0.1, γ = 10

dB. This choice of the simulation setup, especially density λ2 and radius of

the simulation region, ensures that the border effects due to the finite sim-

ulation area are minimized. We compare our proposed bounds and the new

approximation with the first-order statistic approximation given by Lemma 2,

and the PPP-based bound given by Lemma 1 where Ψ is approximated by

Φ2. Before going into more details comparisons, we demonstrate the tightness

of the lower and upper bounds derived in Theorems 2 and 3 by plotting their

ratio in Fig. 3.6. This result shows that the ratio in all cases of interest is

close to one, which demonstrates the tightness of both the bounds. Note that,

as expected, the ratio is comparatively higher when the holes are large and

dense (HD-LH case). This is because in this case, increasing γ results in a
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Figure 3.7: Comparison of g-functions of the Poisson hole process and the
Thomas cluster process in LD-SH case (λ1 = 0.05 and D = 0.6).
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Figure 3.8: Comparison of g-functions of the Poisson hole process and the
Thomas cluster process in HD-SH case (λ1 = 0.2 and D = 0.6).

relatively loose upper bound.

We now compare the proposed bounds and approximations with the nu-
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Figure 3.9: Comparison of g-functions of the Poisson hole process and the
Thomas cluster process in LD-LH case (λ1 = 0.05 and D = 1.5).
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Figure 3.10: Comparison of g-functions of the Poisson hole process and the
Thomas cluster process in HD-LH case (λ1 = 0.2 and D = 1.5).

merical results and the known approaches in terms of coverage probability.

For the comparison of the PHP model with the PCP model, as discussed in
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section 3.3.3, the parameters of the TCP can be determined by using curve-

fitting and matching the first and second order statistics. We now plot the

g-functions of the PHP and TCP obtained by simulation in Figs. 3.7- 3.10.

Recall that the g-function is the pair correlation function, as discussed in sec-

tion 3.3.3. The results show that the second order density of PHP can be ap-

proximated fairly accurately by a TCP. We have shown the Laplace transform

results given by the TCP approximation in Figs. 3.13-3.16 which are denoted

by the legend Prior approximation 2: Theorem 1. This approximation works

well compared to the prior lower bound based on ignoring the effect of the

holes, and prior approximation, which is based on matching the PPP density

to that of a PHP. However, this approach has a few shortcomings. First, it is a

curve-fitting based approach in which we need to determine fitting parameters

for the PCP for each configuration of the PHP. In other words, since there is

no closed form mathematical expression for the pair correlation function of the

PHP, the second order estimation of the PCP is obtained by simulating the

pair correlation function of the PHP and then by using curve-fitting methods,

which make this approach more complicated. Second, the resulting Laplace

transform expressions are also more complex compared to the ones obtained

by our proposed approach for the analysis of PHP. In general, the proposed

bounds are also more accurate than the PCP based approximations.

As demonstrated in (3.5), the coverage probability for our setup is simply

the Laplace transform of interference evaluated at s =
γrα0
P
. Note that when we
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Figure 3.11: Analytical and simulation results for the coverage probability as
a function of the density λ1 (D = 1).
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Figure 3.12: Analytical and simulation results for the coverage probability as
a function of the hole radius D (λ1 = 0.1).

substitute s =
γrα0
P

in any of the Laplace transform expressions derived in this

chapter, we notice that the resulting expression is independent of P . This is

expected, because the SIR(r0) expression given by (5.2) is indeed independent
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Figure 3.13: Analytical and simulation results for the coverage probability in
LD-SH case (λ1 = 0.05 and D = 0.6).
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Figure 3.14: Analytical and simulation results for the coverage probability in
HD-SH case (λ1 = 0.2 and D = 0.6).

of P . In Fig. 3.11, we plot the coverage probability of a typical receiver as a

function of hole density λ1 assuming all other parameters are fixed (we assume

D = 1). Small values of λ1 result in LD-SH configuration, whereas high values
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Figure 3.15: Analytical and simulation results for the coverage probability in
LD-LH case (λ1 = 0.05 and D = 1.5).
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Figure 3.16: Analytical and simulation results for the coverage probability in
HD-LH case (λ1 = 0.2 and D = 1.5).

result in the HD-SH configuration. In Fig. 3.12, we conduct the same study

but instead of varying λ1, we now vary the hole radius D while fixing λ1 = 0.1.

The low values of D result in HD-SH configuration, whereas the high values
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Figure 3.17: Analytical and simulation results for the coverage probabilities of
the PHP nodes as a function of λ2/λ1 under configuration LD-SH (λ1 = 0.05
and D = 0.6).

result in HD-LH configuration. Comparison of the proposed results with the

simulations reveals that all the bounds and approximations proposed in this

chapter are surprisingly tight, even for the extreme configuration like HD-

LH, where the overlaps are significant. The lower bounds work even better.

We also notice that the prior results (given by Lemmas 1 and 2) deviate

significantly when the overlaps in the holes are significant. In particular,

the approximation given by Lemma 2 becomes very loose. As discussed in

Remark 1, this is because its derivation involved independent thinning of the

interference field, which distorts the local neighborhood of the typical receiver.

We now plot the analytical and simulation results for the coverage prob-

ability of the typical receiver as a function of the SIR threshold in the four

possible configurations in Figs. 3.13–3.16. Fig. 3.13 shows the results for
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Figure 3.18: Analytical and simulation results for the coverage probabilities
of the PHP nodes as a function of λ2/λ1 under configuration HD-SH (λ1 = 0.2
and D = 0.6).

LD-SH case with small holes of radius D = 0.6 and low density of λ1 = 0.05,

while results for the HD-SH case are shown in Fig. 3.14 with parameters

D = 0.6 and λ1 = 0.2. Further, Fig. 3.15 shows results for the LD-LH case

with large holes of radius D = 1.5 and low density of λ1 = 0.05, while the

results for the HD-LH case with parameters D = 1.5 and λ1 = 0.2 are shown

in Fig. 3.16. The plots again confirm the accuracy of our results and show

that the first-order statistic approximation given by Lemma 2 is rather loose

while our proposed bounds lead to tight upper and lower bounds in all cases.

Interestingly, all the proposed results work so well that they are nearly in-

distinguishable in all configurations except the most extreme one of HD-LH

(Fig. 3.16). In this configuration, we first notice that both the lower bounds

given by Theorems 2 and 5 work equally well, which means considering even a
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Figure 3.19: Analytical and simulation results for the coverage probabilities of
the PHP nodes as a function of λ2/λ1 under configuration LD-LH (λ1 = 0.05
and D = 1.5).
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Figure 3.20: Analytical and simulation results for the coverage probabilities of
the PHP nodes as a function of λ2/λ1 under configuration HD-LH (λ1 = 0.2
and D = 1.5).
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single hole in the interference field accurately is good enough for the accurate

characterization of interference. As expected, we also notice that the approxi-

mation derived by handling the overlaps in the average sense in Proposition 1

does not work better than the proposed bounds in the extreme configuration

of HD-LH (Fig. 3.16). This is because any average-based arguments do not

necessarily capture the local neighborhood of the typical node as well as the

bounds do.

For completeness, we also plot the analytical and simulation results for the

coverage probability of the typical receiver in the PHP as a function of λ2/λ1

in the four configurations in Figs. 3.17– 3.20. In Figs. 3.17 and 3.18, design

parameters are set in order to simulate LD-SH and HD-SH cases, respectively.

In particular, we assume D = 0.6 and λ1 = {0.05, 0.2}. Figs. 3.19 and 3.20

depict results for the LD-LH and HD-LH cases. Here we consider D = 1.5

and λ1 = {0.05, 0.2}. As was the case in the above results, our proposed lower

and upper bounds provide a remarkably accurate characterization of coverage

probability. This is because the local neighborhood of the typical node is

carefully preserved while deriving these bounds. On the other hand, the prior

results, in particular the first-order statistic approximation, leads to a fairly

loose result.



Chapter 4

Serving Distance and Coverage

in a PHP-Based Heterogeneous

Cellular Network

4.1 Introduction

Stochastic geometry has emerged as a powerful tool for the modeling and

analysis of HCNs [73, 74]. The most popular approach is to model the BS

locations of an HCN as a superposition of independent PPPs. While this

lends tractability to the analysis of key performance metrics, the independent

PPP-based model does not capture inherent spatial separation that exists

amongst the locations of the BSs belonging to different tiers. In order to

68
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capture this inter-tier separation in a two-tier HCN, [46, 47] have proposed

a new model in which the macro BS locations are modeled by a PPP and

the small cell BS locations are modeled around them using a PHP. The PHP

model essentially places an exclusion zone of a given radius around each macro

BS where small cells cannot lie.

The presence of holes in the interference field makes it difficult to ana-

lyze PHP-based models. This has led to several approximations, including

approximating a PHP by its baseline PPP, approximating it by a PPP with

the same density as the PHP, and approximating it by a Poisson Cluster

Process [30, 46–48, 75]. In context of the HCN analysis, this means that the

resulting approximate expressions for key metrics, such as coverage probabil-

ity, are accurate only for a limited range of system parameters. Furthermore,

the serving distance distribution in the presence of holes is not easy to char-

acterize. As a result, prior works on the analysis of PHP-based HCNs either

assumed the serving distances to be fixed or used curve-fitting to fit their

distributions to a Weibull distribution [47].

In chapter 3, we developed new tractable tools for the shot-noise analysis

of an interference field modeled as a PHP by carefully preserving the local-

neighborhood around the receiver location in order to maintain accuracy while

approximating the far-field to lend tractability [61]. Using the same general

methodology, we develop new tools for the analysis of PHP-based HCNs in

this chapter.
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Figure 4.1: Illustration of the PHP-based two-tier HCN system model.

4.2 System model

We consider a two-tier HCN consisting of macrocells and small cells. The

macro BS locations are modeled as a homogenous PPP {x1} ≡ Φ1 with density

λ1 BSs per meter2. As proposed in [46,47], we capture the spatial separation

among the small cell and macro BSs by modeling the small cell locations as

a PHP, which can be defined formally as:

Φ2 = {x2 ∈ Ω : x2 /∈ ΞD} = Ω \ ΞD, (4.1)

where Ω is a baseline PPP of density λ2 and ΞD ,
⋃

x1∈Φ1
b(x1, D) with

b(x1, D) being a ball of radius D centered at x1. In other words, Φ2 is

generated by carving out holes of fixed radius D centered around the points
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of Φ1 from Ω. This means the minimum separation between a macro and

small cell is D. This setup is illustrated in Fig. 4.1.

For simplicity of exposition, we consider macro and small cell users sepa-

rately. We assume that each macro user is served by its closest macrocell and

each small cell user is served by its closest small cell. While this case may

appear to be restrictive, its analysis entails significant complexity due to the

presence of holes in Φ2. The tools developed in this chapter to handle this

complexity also provide first few concrete steps towards the analysis of open

access case, which is significantly more complex due to the consideration of

cell selection jointly across the two tiers.

The user locations are modeled by an independent stationary point process.

The downlink analysis is performed at a typical user located at the origin

under two cases: (i) it is served by its closest small cell, and (ii) it is served

by its closest macrocell. Denoting the distance from the typical user to its

closest BS from the kth tier by ‖x∗
k‖ = Zk and transmit power of the kth tier

BSs by Pk, the received power at the typical user is: Pr,k = Pkhx∗
k
Zk

−α, where

hx∗
k
∼ exp(1) models Rayleigh fading and α > 2 is path-loss exponent. The

signal to interference ratio (SIR) at the typical user served by a BS of the kth

tier is:

SIR(‖x∗
k‖)=

Pkhx∗
k
‖x∗

k‖−α
∑2

j=1

∑

xj∈Φj\{x∗
k} Pjhx‖xj‖−α

,
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where k ∈ {1, 2}. The thermal noise is assumed to be negligible compared to

the interference and is hence ignored.

4.3 Coverage Probability

This is the main technical section of this chapter where we first derive the

distribution of the distance from the typical user to its closest macro and

small cell BSs (denoted by Z1 and Z2). Using these distributions, we will

derive expressions for the coverage probability of the typical user in the two

cases.

4.3.1 Distributions of serving distances Z1 and Z2

Recall that Z1 denotes the distance of the typical user (placed at the origin)

to its closest macrocell (closest point of Φ1). The distribution of Z1 is well-

known and can be derived using the null probability of a PPP [78]. For this

case, it comes out to be

fZ1(z1) = 2πλ1z1 exp(−πλ1z1
2), z1 > 0. (4.2)

Also recall that Z2 denotes the distance of the typical user to its closest small

cell. Its distribution is much more complex to characterize. In order to curtail

the complexity, we consider only the closest hole to the typical user in this
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derivation and ignore all other holes. In other words, for the derivation of this

distance distribution, PHP Φ2 is approximated by Ω with only one (closest)

hole carved out. This approach clearly underestimates Z2 and the resulting

random variable is denoted by Ẑ2.

The analytical result corresponding to distribution of distance Ẑ2 is given

by Lemma 7 which its accuracy is investigated in Fig. 4.2. The proof is

provided in Appendix B.1.

Lemma 7 The probability density function (PDF) of distance Ẑ2 is given by

fẐ2|Z1≤D(ẑ2) =






(2πλ2ẑ2 − λ2
dAins(ẑ2,Z1)

dẑ2
) exp(−λ2(πẑ2

2 − Ains(ẑ2, Z1))) D − Z1 < ẑ2 ≤ Z1 +D

2πλ2ẑ2 exp(−πλ2(ẑ2
2 −D2)) ẑ2 > Z1 +D

(4.3)

and

fẐ2|Z1>D
(ẑ2) =







2πλ2ẑ2 exp(−πλ2ẑ2
2) ẑ2 ≤ Z1 −D

(2πλ2ẑ2 − λ2
dAins(ẑ2,Z1)

dẑ2
) exp(−λ2(πẑ2

2 − Ains(ẑ2, Z1))) Z1 −D < ẑ2 ≤ Z1 +D

2πλ2ẑ2 exp(−πλ2(ẑ2
2 −D2)) ẑ2 > Z1 +D

(4.4)

where ẑ2 and Z1 denote the distance from the typical user to its serving
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small cell BS and its distance to the closest macro BS, respectively. Fur-

ther Ains(ẑ2, Z1) = B(D, ẑ2, Z1) + B(ẑ2, D, Z1) − 0.5A(D, ẑ2, Z1) denotes the

area of intersection between two circles b(0, ẑ2) and b(Z1, D). Other functions

appearing in the above expression are as follows:

A(κ, ζ, η) =
√

(κ2 − (η − ζ)2) ((ζ + η)2 − κ2), B(κ, ζ, η) = κ2 arccos
(
κ2−ζ2+η2

2κη

)

and C(κ, ζ, η) = κ2−ζ2+η2
2κ2η

.

Using these results, we now focus on the derivation of coverage probability

in the two cases:

(i) typical user served by the macro tier (Pc1), and (ii) typical user served

by the small cell tier (Pc2).

Coverage probability Pck is defined as the probability that the instanta-

neous SIR of a typical user when it is served by the kth tier BS (denoted by

SIR(Zk)) is greater than a target SIR γ. It is mathematically defined as

Pck = EZk
[P{SIR(zk) ≥ γ |Zk}] =

∫

zk>0

P{SIR(zk) ≥ γ}fZk
(zk)dzk. (4.5)

Key challenge in the derivation of Pck is the presence of holes (exclusion zones)

in the PHP Φ2. Recently, we developed new tools to handle these exclusion

zones in an ad hoc network modeled by a PHP in [61]. We extend these

tools to derive remarkably right bounds and approximations for the coverage

probability Pck. More details are provided next.
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4.3.2 Coverage probability when the typical user is served

by its closest macro cell

In this case, the set of BSs contributing to interference are macro BSs from

Φ1 \x∗
1 and small BSs from Φ2. We first derive the coverage probability of the

typical user by considering only the closest hole to the typical user. Thereby,

the interference field of small cell BSs is overestimated by Ω∩bc(x∗
1, D). This

provides a lower bound on the coverage probability, which is derived next.

Theorem 6 Considering only the closest hole in the interference field of small

cells, the coverage probability of a typical user when it connects to its closest

macro BS is

Pc1 ≥
∫ D

0

G(1)
1 (s)G(1)

2 (s, z1)G(1)
3 (s, z1)fZ1(z1)dz1 (4.6)

+

∫ ∞

D

Ĝ(1)
1 (s)G(1)

2 (s, z1)G(1)
3 (s, z1)fZ1(z1)dz1,

where s = γz1α

P1
, G(1)

1 (s) = exp

(
∫∞
D−z1

−2πλ2rdr

1+ rα

sP2

)

, Ĝ(1)
1 (s) = exp

(

−πλ2
(sP2)2/α

sinc(2/α)

)

,

G(1)
2 (s, z1) = exp

(
∫ z1+D

|z1−D| arccos
(
r2+z21−D2

2z1r

)
2λ2

1+ rα

P2s

rdr

)

, G(1)
3 (s, z1) = exp

(

−

2πλ1

∫∞
z1

(

1− 1
1+sP1v−α

)

vdv
)

.

Proof: See Appendix B.2.

The tightness of this bound will be demonstrated in the numerical results

section (see Fig. 4.3).

We now extend the above approach to incorporate all the holes in the
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interference field. In order to maintain tractability, we ignore the effect of

overlaps among the holes such that each hole is assumed to be carved out

individually from the baseline PPP instead of carving out the union of the

holes. Some of the points of the baseline PPP located inside the holes may

be virtually removed multiple times by using this approach, thus leading to

underestimation of the interference power experienced by the typical user

from small cell BSs. This leads to an upper bound on the coverage probability.

Please refer to [61] for more details where we proposed this bounding technique

for the analysis of ad hoc networks.

Theorem 7 The coverage probability of a typical user which is served by its

closest macro BS is upper bounded by

Pc1 ≤
∫ D

0

G(1)
1 (s)G(1)

2 (s, z1)G(1)
4 (s, z1)fZ1(z1)dz1

+

∫ ∞

D

Ĝ(1)
1 (s)G(1)

2 (s, z1)G(1)
4 (s, z1)fZ1(z1)dz1 (4.7)

where s = γz1α

P1
, G(1)

1 (s) = exp

(
∫∞
D−z1

−2πλ2rdr

1+ rα

sP2

)

, Ĝ(1)
1 (s) = exp

(

−πλ2
(sP2)2/α

sinc(2/α)

)

,

G(1)
2 (s, z1) = exp (f(s, z1)), f(s, z1) =

∫ z1+D

|z1−D| arccos
(
r2+z21−D2

2z1r

)
2λ2

1+ rα

P2s

rdr, ζ(s, v)

= 1
1+sP1v−α , G(1)

4 (s, z1) = exp
(

− 2πλ1

∫∞
z1

(

1− exp
(
f(s, v)

)
ζ(s, v)

)

vdv
)

.

Proof: See Appendix B.3.
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4.3.3 Coverage probability when the typical user is served

by its closest small cell

In this case, the set of interfering BSs constitutes macro BSs from Φ1 and

small cell BSs from Φ2 \x∗
2 where x

∗
2 denotes the serving small cell BS. As was

the case in Theorem 6, we again consider only the effect of the closest hole to

the typical user, thus overestimating the interference field. For the distribution

of serving distance Z2, we use its approximation derived in Lemma 7. The

resulting approximation for the coverage probability is provided next.

Theorem 8 Considering only the closest hole in the interference field, the

coverage probability of the typical user which connects to its closest small cell

BS is approximated by

Pc2≃
∫ D

0

∫ ∞

D−z1
G(2)
1 (s, ẑ2)G(2)

2 (s, z1, ẑ2)G(2)
3 (s, z1)G(2)

4 (s, z1)fẐ2|Z1≤D(ẑ2)fZ1(z1)dẑ2dz1+

∫ ∞

D

∫ ∞

0

G(2)
1 (s, ẑ2)G(2)

2 (s, z1, ẑ2)G(2)
3 (s, z1)G(2)

4 (s, z1)fẐ2|Z1>D
(ẑ2)fZ1(z1)dẑ2dz1

(4.8)

where s = γẑ2
α

P2
, G(2)

1 (s, ẑ2) = exp

(
∫∞
ẑ2

−2πλ2rdr

1+ rα

sP2

)

, G(2)
2 (s, z1, ẑ2) = exp (g(s, z1, ẑ2))

which in g(s, z1, ẑ2) = exp

(
∫ max(ẑ2,z1+D)

max(ẑ2,|z1−D|)arccos
(
r2+z21−D2

2z1r

)
2λ2

1+ rα

sP2

rdr

)

, G(2)
3 (s, z1)

= ζ(s, z1) =
1

1+sP1z
−α
1

, G(2)
4 (s, z1) = exp

(

−2πλ1

∫∞
z1
(1− ζ(s, v)) vdv

)

.

Proof: See Appendix B.4.
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The tightness of this approximation will be demonstrated in the numerical

results section (see Fig. 4.3).

On the same lines as Theorem 7, we now provide another approximation for

the coverage probability where we underestimate the interference power from

the small cells by carving out holes in a PHP individually without considering

overlaps amongst them. The resulting approximation is provided next.

Theorem 9 The coverage probability of a typical user which is served by its

closest small cell BS is approximated by

Pc2≃
∫ D

0

∫ ∞

D−z1
G(2)
1 (s, ẑ2)G(2)

2 (s, z1, ẑ2)G(2)
3 (s, z1)G(2)

5 (s, z1, ẑ2)fẐ2|Z1≤D(ẑ2)fZ1(z1)dẑ2dz1+

∫ ∞

D

∫ ∞

0

G(2)
1 (s, ẑ2)G(2)

2 (s, z1, ẑ2)G(2)
3 (s, z1)G(2)

5 (s, z1, ẑ2)fẐ2|Z1>D
(ẑ2)fZ1(z1)dẑ2dz1

(4.9)

where s = γẑ2
α

P2
, G(2)

1 (s, ẑ2) = exp

(
∫∞
ẑ2

−2πλ2rdr

1+ rα

sP2

)

, G(2)
2 (s, z1, ẑ2) = exp (g(s, z1, ẑ2))

which in g(s, z1, ẑ2) = exp

(
∫ max(ẑ2,z1+D)

max(ẑ2,|z1−D|)arccos
(
r2+z21−D2

2z1r

)
2λ2

1+ rα

sP2

rdr

)

, G(2)
3 (s, z1)

= ζ(s, z1) =
1

1+sP1z
−α
1

, G(2)
5 (s, z1) = exp

(

−2πλ1

∫∞
z1

(
1− exp

(
g(s, v)

)
ζ(s, v)

)
vdv
)

.

Proof: See Appendix B.5
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Figure 4.2: Distribution of the distance from the typical user to its closest
small cell BS in a PHP.
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Figure 4.3: Comparison of macro and small cell coverage probability results.

4.4 Numerical Results and Discussion

In this section, we validate our results by comparing them against results

obtained from Monte Carlo simulations. The parameter settings are based
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Figure 4.4: Comparison of PPP macro and small cell and PHP-based HCN
coverage probability results.

on 3GPP specifications [47] and [79]. We consider two setups such that in

both cases, λ1 = 1 BS/km2, α = 4. In setup 1, λ2 = 50λ1, P1 = 103P2 and

D = 50 m, while in the setup 2, λ2 = 25λ1, P1 = 102P2 and D = 200 m. As

illustrated in Fig. 4.2, the distribution of the distance Ẑ2 derived in Lemma 7

which underestimated the true serving distance Z2 is surprisingly tight for all

configurations (even when the density of small cells is low and the radius of

exclusion zone D is large). Fig. 4.3 presents the coverage probability of typical

user under two cases: (i) served by macrocell, and (ii) served by small cell,

as a function of the SIR threshold. Here, we plot the four analytical results

given by Theorems 6, 7,8 and 9, and compare them with results obtained from

simulations. We note that all the analytical results are surprisingly tight. As

expected, the coverage probability of the users served by the small cells in this
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setup is higher (due to lower serving distance). Fig 4.4 shows a comparison

between the PPP as a popular previous approach and simulation results. This

approach leads to a lower bound for the coverage probability of the typical

user in a two-tier HCN.



Chapter 5

Modeling and Analysis of

Asymmetric Exclusion Zones

5.1 Introduction

Next generation communication networks are expected to integrate het-

erogeneous wireless technologies to support massive data requirements and

seamless connectivity. The performance of wireless systems can be expressed

as a function of SINR which is a useful quantification including the inter-

ference term. The accurate characterization of the interference or SINRs in

arbitrary distributed node deployments is a challenging problem [70]. Stochas-

tic geometry as a robust tool can develop a mathematical framework for the

modeling and analysis of key performance metrics of the wireless network [65].

Furthermore, applying proper interference management techniques is neces-

82
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sary in deploying heterogeneous cellular networks especially for the scenarios

in which different systems coexisting in the same spectrum. Applying some

of these techniques can establish exclusion zones which protect the commu-

nication of the system by inhibiting other concurrent transmissions within

the zone. The common approach to evaluate the performance of the system

is to assume symmetric interference field which often leads to the analyti-

cal tractable model. On the other hand, spatial PPP is a very common and

analytically convenient model for the node distributions in large wireless net-

works. Key system performance metrics like coverage probability and average

rate can be derived by averaging over the network realizations. In chapter 3

and 4, we focused on the modeling and analysis of interference management

techniques, which introduce some form of spatial interaction among active

transmitters. The resulting interference field has been modeled as a PHP.

In many realistic networks, asymmetric interference can be formed by es-

tablishing exclusion zones which in the user is distributed arbitrary in the

typical cell. This scenario is applicable in various applications like IEEE

802.22 Digital TV [52]- [54] and device-to-device (D2D) communication in

cellular networks [50]- [49]. Moreover, using CSMA protocols in these net-

works leads to the Matérn hard core process which can be evaluated under

the same model [56]- [57]. Owing to the more complicated analysis of asym-

metric interference field, most of the existing literatures often consider the

typical user at the origin [59]. The outage probability of an arbitrary located
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typical user surrounded by a circular exclusion zone conditioned on the lo-

cations of the interfering nodes and the fading parameter is derived in [60].

Although unconditional outage probability is obtained by taking the spatial

distribution of the nodes, the analytical results are just presented for the

special case of the typical user located at the center of the network region.

This configuration which includes a circular exclusion zone around the typical

transmitter is addressed in [80] by using the well known existing method, i.e.,

moment generating functions of interference. Although under specific design

parameters, a closed form expression is derived, for general realizations the

proposed approach leads to intractable analytical results.

The contributions of this section are summarized as follows. First, we

propose a novel tractable framework for the modeling and analysis of the

asymmetric interference field with our main focus on the exclusion zone for

protecting the communication of an arbitrary located user. This approach

works based on a transformation from asymmetric interference field in PPP

into the symmetric non-homogeneous PPP. Then, as a result of applying this

transformation, the Laplace transform of interference field is derived. We

provide accurate tractable expressions for the outage probability of the typical

user. Then we present closed-form expressions for the analysis by using the

second order of Taylor series expansion. We also derive the expressions by the

analysis of the scenario in which interfering nodes are distributed at random

inside a given finite region. Then, we study the accuracy of the proposed
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approach by means of simulation.

5.2 Network Model

5.2.1 System Model

We consider a wireless network composed of primary and secondary sys-

tems. They operate at the same frequency channel. Secondary transmitters

have perfect knowledge of primary network. Hence, the location of primary

users and other corresponding network design parameters are available at

secondary transmitters. Secondary transmitters are spatially distributed ac-

cording to the homogeneous PPP Φc of density λc. We assume that each

transmitter communicates with a user located at fixed distance rc from corre-

sponding transmitter in a random orientation. We consider a single primary

transmitter located at xp communicating with the primary user within a cir-

cular region of radius D. There is an exclusion zone around the primary cell,

within which secondary transmitters are inactive. In this system, the typ-

ical user can be located at an arbitrary location inside the exclusion zone.

This modeling leads to an asymmetric interference field which is analytically

intractable problem. Interference management techniques can define exclu-

sion zone of radius D around the primary cell. In other words, an interfering

node outside the exclusion zone can contribute to the aggregate interference

power at the typical user. Let rp be the distance of primary user inside the
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primary cell with radius D from corresponding transmitter located at the

center, ‖xp‖ = rp. First, we use the proposed model for the analysis of the

distribution of aggregate interference in infinite network. Then, we apply

this method to capture the distribution of aggregate interference in a finite

network. Although, finite network is a more realistic assumption in network

deployments, no analytical tractable model exists for modeling and analysis

of its performance metric.

5.2.2 SIR and Coverage Probability

Assume constant transmit power Pp for the transmitting node in the pri-

mary system. Let us assume that corresponding user is located at distance rp

away from the transmitter. This assumption is equivalent with the bipo-

lar network model. We assume a standard power law path-loss function

l(x − y) = ||x − y||−α with path-loss exponent α > 2, and Rayleigh fading

on all links from transmitters to the typical user, so that fading coefficients

are independent exponential random variables with mean unity. Hence, the

received power at a distance rp from the transmitter is Pr = Pphr
−α
p , where

h ∼ exp(1) models Rayleigh fading. Without loss of generality, the analysis

is performed at the typical user which is assumed to be at xp. Then, for the

transmitter located at x ∈ Φc ∩bc(0, D), let its transmit power be Pc, denote

the fading coefficient on the link to the typical user by hx, and assume that

the path-loss exponent from all transmitters in Φc ∩ bc(0, D) is α. Then the
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total interference at the primary user from all interferers in Φc is

I =
∑

x∈Φc∩bc(0,D)

Pchx‖x− xp‖−α (5.1)

We ignore thermal noise power at the typical user, i.e., we assume that the

system is operating in the interference-limited regime. The resulting signal to

interference ratio (SIR) expression can be expressed as:

SIR(rp) =
Pphr

−α
p

∑

x∈Φc∩bc(0,D) Pchx‖x− xp‖−α
. (5.2)

Let γ be the minimum SIR requirement for successful demodulation at the

typical user. The typical node at the origin is in coverage if the SIR at the

user exceeds the threshold γ. In other words, the SIR coverage probability

Pc [9] is defined as follows

Pc = P{SIR(r) > γ } = P

{

h >
γrαp
Pp

I

}

= E

[

exp

(

−
γrαp
Pp

I

)]

= LI
(
γrαp
Pp

)

, (5.3)

where the final equation is derived based on the definition of the Laplace

transform coupled with the fact that the channel gain h is an exponentially

distributed random variable, h ∼ exp(1). Here, LI(s) = E[exp(−sI)] denotes

the Laplace transform of the total interference I from all interfering nodes.

On the other hand, an outage occurs when the SIR falls below the threshold
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and so the outage probability is derived as follows

Pout = 1− Pc, (5.4)

5.2.3 Asymmetric Exclusion Zone in Infinite Network

Fig.5.1.a shows the system model which assumes an infinite network. In-

terference due to the secondary system outside the exclusion zone with radius

D provides the asymmetric interference field at the primary user. We propose

an approach in which instead of removing an asymmetric exclusion zone of

radius D, we model it by an inhomogeneous PPP. To this end, a virtual cir-

cular region centered at primary user with radius D + rp is established. This

region can be considered as a set of concentric thin rings of width dr centered

at the origin with radius r. The total region between zero and D − rp is

located inside the exclusion zone of zero density and the density outside the

zone with radius D+ rp is λc. Thereby, the radius can change between D− rp

and D+ rp. The total interference density inside the ring can be equivalently

captured by the new density of λ(r) using the transformation approach. Here,

2πrλ(r)dr = 2rdr(π− θc(r))λc, where the angle θc(r) = arccos
(
r2+rp2−D2

2rpr

)

is

defined in Fig.5.1.a.

Theorem 10 The Laplace transform of interference experienced by the pri-

mary user which is arbitrary located inside the exclusion zone by assuming
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(a) (b)

Figure 5.1: Modeling asymmetric exclusion zone (a) Infinite network; (b)
Finite network.

that the network area be infinite is given by

LI(s) = exp

(∫ D+rp

D−rp

−2πλ(r)

1 + rα

Pcs

rdr −
∫ ∞

D+rp

2πλc

1 + rα

Pcs

rdr

)

(5.5)

where λ(r) = (1 −
arccos(

r2+rp
2−D2

2rpr
)

π
)λc the interference field, is infinite area

outside the circular region with radius D.

Proof: See Appendix C.1.

5.2.4 Asymmetric Exclusion Zone in Finite Network

Fig. 5.1.b shows the system model in which the interference field is an

annular region with inner radius of Di and outer radius of Do. Here, interferes

are drawn from Φc with density λc. The problem of asymmetric exclusion zone
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in finite network is studied in [80] by using a different approach and only for a

special condition. In [80], a statistical model is derived by moment generating

function (MGF) under specific path-loss exponent of α = 2 for asymmetric

exclusion zone. Now by using our proposed approach, we can study this

system model. First, we consider the virtual circular region with radiusDi+rp

centered at xp. By applying the proposed transformation, the interference

distribution can be captured by an equivalent non-homogeneous density of

λ(r) between Di − rp and Di + rp as follows: 2πrλ(r)dr = 2rdr(π − θi(r))λc,

where the angle θi(r) = arccos
(
r2+rp2−Di

2

2rpr

)

. After capturing the impact of

asymmetric interference in the first region, since the total region between

Di+ rp and Do− rp is located inside the interference field, the transformation

in this region leads to the same density of λc. Then, we derive the equivalence

non-homogeneous density of λ(r) corresponding to the region between Do−rp

and Do + rp based on the same approach applied for the infinite network. It

should be noted that in this case, the density of interferers corresponding to

the thin rings of width dr inside the interference region is equal to λc and

outside the region is equal to zero. Here, the total interference density inside

the ring can be captured by the new density of λ(r) as follows: 2πrλ(r)dr =

2rdrθo(r)λc where the angle θo(r) = arccos
(
r2+rp2−Do

2

2rpr

)

. Using this result,

we now derive the coverage probability of the primary user which is protected

by an exclusion zone within a finite network while it is located arbitrary inside

the network area.
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Theorem 11 The Laplace transform of interference experienced by the pri-

mary user which is arbitrary located inside the exclusion zone by assuming

that the network area be finite is given by

LI(s) =

exp

(
∫ Di+rp

Di−rp

−2πλ1(r)

1 + rα

Pcs

rdr −
∫ Do−rp

Di+rp

2πλ

1 + rα

Pcs

rdr −
∫ Do+rp

Do−rp

2πλ2(r)

1 + rα

Pcs

rdr

)

(5.6)

where λ1(r) = (1−
arccos(

r2+rp
2−Di

2

2rpr
)

π
)λc and λ2(r) = (

arccos(
r2+rp

2−Do
2

2rpr
)

π
)λc.

Proof: The proof follows on the same line as that of Theorem 10, except

that interferers are distributed inside the finite region. Here, the interference

field is the annular region with inner radius of Di and outer radius of Do.

It should be noted that infinite network assumption can be derived as a special

case of finite area network when Do → ∞. Hence, we investigate the results

corresponding to the finite area network which is more realistic and covers

more scenarios including infinite network. Although by using the proposed

approach, we have provided a tractable model for the analysis of the networks

including the asymmetric exclusion zone scenario, the expressions involve a

single integral. Now to further simplify the results, we derive closed-form

expressions using the Taylor series expansion in the next section.

Closed form expression using Taylor series expansion. The expression ob-
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Corollary 1 Substituting the second order Taylor series into equation (5.7)
for α = 2, we obtain

LI(s; 2) =
√
s
(

−2rp
√
s−

(
rp

2 −Dk
2 − s

)
arctan

(
2rp

√
s

−rp2+Dk
2+s

))

+ rpπsarctanh
[

2rpDk

rp2+Dk
2+s

]

2rp

tained according to the proposed approach is readily computable but involves

the integral expression. Using the second order of Taylor series expansion cor-

responds to arccos(x), i.e., arccos(x) = −x+ π
2
, we can obtain the closed form

expression. It should be noted that by using the higher order of Taylor series

expansion only the complexity of the integral increases while their impact on

increasing the accuracy of the expression is negligible. Further, by using the

second order of Taylor polynomials, the results are fairly accurate. We now

find a closed form expression for the following common term corresponds to

the coverage probability expression.

LI(s;α) =
∫ Dk+rp

Dk−rp

arccos( r
2+rp2−Dk

2

2rpr
)

π(1 + rα

Pcs
)

rdr (5.7)

For path-loss exponent values of α = {2, 3}, the closed form expressions are

obtained in corollaries 1 and 2. Similarly, we can obtain closed form expres-

sions for higher values of α such as α = 4.

In the next section, we study a cognitive network composed of the primary

and secondary systems which operate on the same spectrum as a special case

of interest. The major application of this system is IEEE 802.22 Digital TV
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Corollary 2 Substituting the second order Taylor series into equation (5.7)
for α = 3, we obtain

LI(s; 3) =
1

12rp
3
√
s

(

2
√
3
(
−rp

2 +Dk
2 + rpπ

3
√
s
)

×
(

arctan

[

−
√
3rp 3

√
s

rp2 −Dk
2 +Dk

3
√
s− s2/3

])

+
(
rp

2 −Dk
2 + rpπ

3
√
s
)

×
(

2 log

[

1− 2rp
rp +Dk + 3

√
s

]

+ log

[
(rp +Dk) (rp +Dk − 3

√
s) + s2/3

(rp −Dk) (rp −Dk + 3
√
s) + s2/3

])

+ 2s2/3 log

[
s− (rp −Dk)

3

s+ (rp +Dk)3

])

Table 5.1: Network Parameters of Asymmetric Exclusion Zone

Symbol Description Default Value

λc Density of transmitters corresponding to Φc 100 km−2

α Path-loss exponent of system -
Pc Transmit power of interferers 70 dBm
Pp Transmit power of primary transmitter 80 dBm
rp Serving distance corresponding to user 0.2m
T SIR threshold for successful reception on user - dB
Di Inner radius of interference field - m
Do Outer radius of interference field 500 m

which in the high power primary transmitter broadcasts signal to the user of

interest (located at rp). The secondary transmitters inside the exclusion zone

are inactive which leads to the protection of the primary system communica-

tion.

5.3 Numerical Results and Discussion

In this section, we present the numerical results for our proposed approach

and validate our model against simulations. Unless otherwise specified, we

use the default values of the network parameters as shown in Table 5.1, and
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Figure 5.2: Comparison the outage probability of the PU between the
second-order Taylor series expansion and simulation results; Setup: R =
(20, 25, 500)m
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Figure 5.3: Impact of α on the outage probability of the user; Setup 1: R =
(25, 250, 500)m; Setup 2: R = (200, 250, 500)m
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Figure 5.4: Impact of α on the outage of the PU; Setup: R = (10, 25, 500)m

R = (rp, Di, Do)m. All simulations are performed over an circular region

with radius Do = 500m and results are averaged over 104 iterations. In each

realization, the performance is evaluated for the typical user of the protected

network at distance rp from the origin while its transmitter is located at the

origin. Fig. 5.2 investigates the accuracy of our closed-form analytical results

using second order Taylor expansion series. Here, the outage probability of

the system for different values of path-loss exponent is illustrated. As this

figure shows, the analytical results which are obtained in closed form using the

second order of Taylor expansion series are perfectly matched with simulation

results. It should be noted that here the target received power at the typical

user, is considered as a constant value of 50 dBm and the transmit power of

interferers is equal to 80 dBm. This figure not only validates the accuracy
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of the analytically derived expression based on the second order of Taylor

expansion series but also shows the impact of different path-loss exponents on

the outage probability of the user. Owing to the assumption of fixed target

received power in this case, solely the interference powers change in resulting

SIRs. In the setup corresponding to this figure, the inner exclusion zone starts

from Di = 25 m. Here, the user is located at rp = 20 m which is relatively

close to the cell edge. By increasing the path-loss exponent from α = 2 to

α = 3 and 4, the outage probability decreases. In addition, the gaps between

the outage probabilities for the various values of α are large.

Fig. 5.3 compares the outage probability of the analytical and simulation

results for different values of α under an interference limited system. Two

different setups are assumed in this figure such that in the both cases, the

inner exclusion zone starts from Di = 250 m which is relatively large value

and provides high protection against interference at the cost of inhibiting

potential concurrent transmissions within the exclusion zone. In the first

setup, the user is located at distance rp = 20 m from the origin while in the

second one, it is at distance rp = 200m from the origin which is nearby the cell

edge. In this scenario, the received power can change as a function of standard

path-loss exponent. An insightful observation from this figure is that for the

lower path-loss exponents at secondary system, the user attains lower coverage

probability. It is clear that in the first setup, the outage probability of the

user which is close to its serving transmitter is significantly lower compared
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to the second setup in which the user is nearby the cell edge. The impact of

various values of α on the outage probability of the second setup is negligible

and they are almost the same despite of changing the path-loss exponents.

By increasing the radius of inner exclusion zone, interference works like noise

and system shifts from the interference-limited system to the noise-limited

one. Fig. 5.4 shows the outage probability of the primary user when the inner

exclusion zone starts from Di = 25 m. In this setup, the system is interference

limited and also the target received power changes as a function of path-loss

exponent. In comparison with Fig. 5.2, we observe that the gap between

the outage probability of the primary user for different path-loss exponent is

reduced. Furthermore, by reducing the inner radius of the interference field,

the primary communication is less protected which leads to the higher outage

probability. In general, the location of the typical user and the area of the

exclusion zone provide design flexibility in achieving specified levels of outage

probability and also other performance metrics such as spectral efficiency.



Chapter 6

Conclusion and Future Work

6.1 Summary

In this work, we have focused on the modeling and analysis of interfer-

ence management techniques in wireless networks. First, we have provided

mathematical preliminaries corresponding to stochastic geometry tools for the

modeling and analysis of wireless networks. Then, we have focused on the ac-

curate performance characterization of a typical node in a wireless network

that is modeled as the PHP. This model is of particular interest in scenarios

where interference management techniques introduce spatial separation among

active transmitters in the form of holes or exclusion zones which are areas with

low interference field strength.

In terms of the technical results, we have provided new easy-to-use provable

98
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lower and upper bounds on the Laplace transform of interference experienced

by a typical node in the PHP. In addition to accurately characterizing the

interference power, these bounds immediately characterize the coverage prob-

ability of a typical node in the case where all the wireless links experience

independent Rayleigh fading. Since the prior work has mostly focused on re-

ducing the PHP to a PPP either by ignoring the holes or by matching the PPP

density to that of the PHP, to the best of our knowledge, the proposed bounds

are the tightest known bounds for the Laplace transform of interference in the

PHP.

For the analysis, we proposed a new approach in which the holes are dis-

solved in such a way that the PHP is reduced to an equivalent (and more

tractable) non-homogeneous PPP. The key in deriving tight bounds was to

preserve the local neighborhood around the typical node while simplifying the

far field to attain tractability. The tightness of the bounds is demonstrated

analytically as well as numerically by comparing with simulations and known

approaches.

Then, we have developed a new approach to the downlink coverage proba-

bility analysis of a two-tier HCN modeled as a PHP. The proposed approach is

based on the tools developed for the analysis of PHPs in 3. The key idea is to

curtail the complexity by preserving the local neighborhood of the interference

field around the typical point while simplifying the far-field of interference.

Using this approach, we derived a new and remarkably tight bound for the
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serving distance of a typical user in a PHP to its closest small cell.

We then derived coverage probability for a typical user under two closed-

access cases: (i) typical user is served by macro tier, and (ii) typical user is

served by a small cell tier. Then we have focused on the modeling and analysis

of asymmetric exclusion zones which can be formed by applying some types of

interference management techniques in communication networks. One of the

realistic scenarios in this field appears when an exclusion zone is established to

protect the communication of the typical user located at an arbitrary location

inside the cell. In this work, a general framework is provided by the proposed

approach to facilitate the analysis and characterize the network performance

clearly. This approach transforms the asymmetric interference field which is

modeled using a homogeneous Poisson point process into a symmetric field of

interfering nodes. We applied this approach for the modeling and analysis of

the outage probability of the typical user surrounded by asymmetric exclusion

zone. Using our transformation, the analytical tractable expressions which

comprise only a single integral are derived. Further, using the Taylor series

expansion, we have obtained the simplified closed form expressions which

perfectly match the simulation results.
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6.2 Future Direction

Our proposed approach and results given by this work can be extended to

study the following research problems.

6.2.1 More general performance metrics and fading dis-

tributions

Our proposed approach in chapter 3 is not really limited to the analysis

of Laplace transform of interference under Rayleigh fading. In principle, it

can be used to study more general performance metrics that depend upon

the received SIR under more general fading and shadowing distributions as

well as general distance-dependent (isotropic) path-loss functions. To capture

general fading distributions, κ−µ and η−µ fading models can be considered.

These models are proposed in the literature [81] to represent environments

with line of sight (LOS) or non-line-of-sight (NLOS) conditions. It should be

noted that some other fading models such as Rician and Nakagami-m can be

classified under these fading models.

Further, since the results given in this work determine the Laplace trans-

form of SIR distribution can of course be used for the analysis of performance

metrics such as coverage, rate and throughput. These results can be used

for the analysis of the network throughput. Let us characterize the average

number of bits successfully transmitted per unit time, per unit bandwidth,
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per unit area. This is termed as area spectral efficiency (ASE) and has units

of bits/s/Hz per unit area. If there are λ active transmitters per unit area

achieving a coverage of SIR(r0) > γ on the links to their respective receivers,

then the ASE is

ASE = λP{SIR(r0) > γ} log2(1 + γ).

bits/s/Hz per unit area.

We have obtained tight bounds and approximation for P{SIR(r0) > γ},

which directly enable the analysis of ASE. In other words, ASE is simple

a scaled version of the coverage probability P{SIR(r0) > γ}. Note that, the

proposed approach can also be used to characterize other performance metrics

of interest besides ASE. For instance, one can use it to study rate distribution,

where rate is defined as: R = log(1 + SIR(r0)) bits/s/Hz. The distribution of

R can be evaluated as:

P{R > ρ} = P
(
log2(1 + SIR(r0)) ≥ ρ

)

= P(SIR(r0) ≥ 2ρ − 1),

where ρ is rate threshold. Since we already know the coverage probability

P{SIR(r0) > γ}, just replacing γ by 2ρ − 1 gives us the rate distribution.

These results have numerous applications in a variety of wireless networks
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where interference management is performed by spatially separating the active

links, such as in cognitive radio and D2D networks. Since our main emphasis

was on characterization of the interference power, we assumed that the serv-

ing transmitter for the typical receiver is located at a fixed distance. This

corresponds to an ad hoc network scenario. Relaxation and generalization of

this assumption is a fruitful area of future investigation.

6.2.2 Arbitrary shaped exclusion zones

Another direction of future work is the extension of the current model to

study exclusion zones with different shapes and sizes, e.g., circles with different

radii. Transmitters which utilize dynamic interference mitigation techniques

such as the one introduced in [48] change their request power as a function of

received signal, thus leading to exclusion zones with dynamic radius.

In practical deployments, the shape of exclusion zones is not necessarily

circular and interference management techniques can form exclusion zones

with arbitrary shapes. Further, transmitters may not have permission to be

inside some particular zones which are called forbidden zones and can cre-

ate more general shapes. In comparison to the analysis of circular-shaped

exclusion zones, the analysis of arbitrary-shaped exclusion zones is more chal-

lenging. One of the approaches for this analysis is based on approximating

the exclusion zones by convex polygon regions.



104

Then, the analysis of this setup is achievable based on the combination of

approaches proposed in current work and the techniques used in [82] and [83].

6.2.3 Modeling CSMA-based network

The holes in the PHP are driven by a PPP. Extending this to other point

processes, such as a Matérn process, is another promising direction of future

work which has numerous applications in wireless networks. For instance, the

impact of medium access mechanisms such as CSMA/CA with RTS/CTS in

ad hoc networks is modeled in [84,85]. In [85], due to RTS/CTS mechanism,

a protection zone is established around the receiver. It is the union of carrier

sensing cleaned zone and RTS/CTS cleaned zone.

Two types of thinning according to Matérn hard core process are considered

for this modeling. In the first one, a potential transmitter is kept when there

is no other transmitter inside its exclusion zone. In the second one, a mark

is assigned to each transmitter and a given transmitter is kept while there

is no other transmitter with smaller mark inside its exclusion zone. The

coexistence of unlicensed LTE and WiFi is one of the promising research

directions. In [86], the coexistence of WiFi and small cells using unlicensed

band is investigated. WiFi transmitters use CSMA protocol to access the

channel. The coverage and throughput of the system is derived under the

Matérn hard-core point process (HCPP) model.
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6.2.4 Non-uniform user distribution and other applica-

tions

The extensions toward characterizing the coverage probability of a typical

user in an open access PHP-based HCN, and the non-uniform user distribu-

tions are promising future directions. In realistic small cell distributions, users

are concentrated at certain areas in the cell, thereby forming hotspots. An-

other direction of future work is the extension of the current model to study a

non uniform user distribution scenario in which the user and BS locations are

correlated. In this scenario, the user locations can be modeled by a Poisson

cluster process with the cluster centers being the BSs in a PHP-based HCN.

Further, this work can be extended for the analysis of primary users in a

cognitive PHP-based ad-hoc network under two scenarios. First, the typical

user is located at the center of the cell and second, exclusion zones are estab-

lished around transmitter, while corresponding user is located at an arbitrary

location inside the cell. Besides, the results given by chapter 4 can be used

for the performance metrics such as coverage, rate and throughput of a PHP-

based HCN. The possible extensions of the results in chapter 5 are numerous,

and can appear in variety of wireless networks such as cognitive radio and

device-to-device (D2D) networks.
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Appendix A

A.1 Proof of Lemma 1

In this case, the PHP Ψ is approximated by the baseline PPP Φ2, which

reduces the problem to the well-studied problem of deriving Laplace trans-

form of interference originating from the PPP field of interferers [67]. For

completeness, the sketch of the derivation is provided next.

LI(s) ≥ E

[

exp

(

−s
∑

x∈Φ2

Phx‖x‖−α
)]

(a)
= exp

(

− λ2

∫

R2

1− Ehx

[

exp(−sPhx‖x‖−α)
]

dx

)

(b)
= exp

(

− λ2

∫

R2

1

1 + ‖x‖α
sP

dx

)

(c)
= exp

[

−πλ2
(sP )2/α

sinc(2/α)

]

(A.1)

where (a) follows from the PGFL of a PPP [71], (b) from hx ∼ exp(1), and (c)

using standard machinery, where the integral is first converted form Cartesian

to polar coordinates and the closed form expression follows from the properties

of the Gamma function [73, Appendix B].
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A.2 Proof of Lemma 5

The Laplace transform of interference conditioned on the distance of the

hole center to the origin, ‖y‖, is

LI|‖y‖(s) = E



exp



−s
∑

x∈Φ2∩bc(y,D))

Phx‖x‖−α








= EΦ2




∏

x∈Φ2∩bc(y,D))

Ehx

[
exp

(
−sPhx‖x‖−α

)]





= EΦ2




∏

x∈Φ2∩bc(y,D))

1

1 + sP‖x‖−α




(a)
= exp

(

−λ2

∫

R2\C

1

1 + ‖x‖α
sP

dx

)

= exp

(

−λ2

(
∫

R2

1

1 + ‖x‖α
sP

dx−
∫

b(y,D)

1

1 + ‖x‖α
sP

dx

))

(b)
= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

× exp



2λ2

∫ ‖y‖+D

‖y‖−D

arccos
(
r2+‖y‖2−D2

2‖y‖r

)

1 + rα

sP

rdr





(A.2)

where (a) follows from the expression for the PGFL of a PPP and (b) is de-

rived by the standard machinery, where the integral is first converted form

Cartesian to polar coordinates and the closed form expression is then derived

by using the properties of the Gamma function (in the same way as step (c)

in the proof of Lemma 1 in Appendix A.1) [73, Appendix B]. The second

term follows from the cosine-law: r2 + ‖y‖2 − 2r‖y‖ cos θ(r) = D2 (Fig. 3.1).

By substituting λ(r) = λ2
π
arccos

(
r2+‖y‖2−D2

2‖y‖r

)

, the final expression in equa-

tion (3.10), is derived.



Appendix A: 117

A.3 Proof of Theorem 2

The lower bound on the Laplace transform of interference is

LI(s) ≥ E



exp



−s
∑

x∈Φ2∩bc(y1,D)

Phx‖x‖−α








=

∫ ∞

D

LI|‖y1‖(s;λ,D)fV1(v1)dv1
(a)
= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

×
∫ ∞

D

exp





∫ v1+D

v1−D
2λ2

arccos
(
r2+v21−D2

2v1r

)

1 + rα

sP

rdr





× 2πλ1v1 exp(−πλ1(v
2
1 −D2))dv1 = exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

×
∫ ∞

D

exp (f(v1)) 2πλ1v1 exp(−πλ1(v
2
1 −D2))dv1 (A.3)

where b(y1, D) denotes the exclusion zone centered at y1 with radius D, and

(a) follows by substituting the conditional Laplace transform expression from

Lemma 5, and the PDF of V1 from (4.3), f(v1) =
∫ v1+D

v1−D arccos
(
r2+v21−D2

2v1r

)
2λ2

1+ rα

Ps

rdr.

A.4 Proof of Theorem 3

By definition, the Laplace transform of the PHP is

LI(s)
(a)
= E



exp



−s
∑

x∈Φ2∩Ξc
D

Phx‖x‖−α








(b)
= EΦ1

[

exp

(

−λ2

(
∫

R2

dx

1 + ‖x‖α
sP

−
∫

ΞD

dx

1 + ‖x‖α
sP

))]
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where ΞD in (a) is ,
⋃

y∈Φ1
b(y, D) as defined in (3.1), (b) follows by taking

expectations over channel gains hx ∼ exp(1) and the PPP Φ2 given ΞD, where

we use the PGFL of a PPP to take expectation over Φ2. Note the integral

over ΞD is not easy to compute due to the possible overlaps in the holes.

Therefore, to derive the bound, we use

∫

ΞD

dx

1 + ‖x‖α
sP

≤
∑

y∈Φ1

∫

b(y,D)

dx

1 + ‖x‖α
sP

,

which follows by ignoring the effect of overlaps. Substituting this back in the

expression of LI(s); solving the first integral as done in Lemma 5; and using

the result of Lemma 5 to handle the integral over b(y, D), we get

LI(s) ≤ exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

× EΦ1




∏

y∈Φ1

exp



2λ2

∫ ‖y‖+D

‖y‖−D

arccos
(
r2+‖y‖2−D2

2‖y‖r

)

1 + rα

sP

rdr









(a)
= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

× exp

[

−2πλ1

∫ ∞

D

(1− exp (f(v))) vdv

]

,

where the second term in (a) follows from the PGFL of a PPP, and then by

substituting ‖y‖ = v and f(v) =
∫ v+D

v−D arccos
(
r2+v2−D2

2vr

)
2λ2

1+ rα

Ps

rdr. Since by

definition of the typical node in this case, there are no points of Φ1 in b(0, D),

the lower bound of integral in the above expression is D.
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A.5 Proof of Theorem 4

In order to derive the lower bound on the Laplace transform of interference,

the interference is overestimated by considering only two holes that are closest

to the typical node. The setup is illustrated in Fig. 3.3. The idea is to first

derive the Laplace transform conditioned on V1 = ‖y1‖, V2 = ‖y2‖, and

φ, which is the angle between two holes. Deconditioning on these random

variables will yield the final result. The details are as follows:

LI(s)
(a)

≥ E



exp



−s
∑

x∈Φ2∩Ξc
C

Phx‖x‖−α






 (A.4)

= E



EΦ2




∏

x∈Φ2∩Ξc
C

Ehx

[
exp

(
−sPhx‖x‖−α

)]









(b)
= E



EΦ2




∏

x∈Φ2∩Ξc
C

dx

1 + sP‖x‖−α








(c)
= E

[

exp

(

−λ2

∫

R2\ΞC

dx

1 + ‖x‖α
sP

)]

= E

[

exp

(

−λ2

(
∫

R2

dx

1 + ‖x‖α
sP

−
∫

ΞC

dx

1 + ‖x‖α
sP

))]

= E

[

exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

exp

(

λ2

∫

C1

dx

1 + ‖x‖α
sP

)

︸ ︷︷ ︸

closest hole

exp

(

λ2

∫

C2

dx

1 + ‖x‖α
sP

)

︸ ︷︷ ︸

second closest hole

exp

(

−λ2

∫

C1
⋂

C2

dx

1 + ‖x‖α
sP

)

︸ ︷︷ ︸

intersection of the two holes

]

(d)
= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)(
1

2π

∫ ∞

D

∫ ∞

v1

∫ π

−π
exp

(∫ v1+D

v1−D

2πλc1(r)

1 + rα

sP

rdr

)

exp

(∫ v2+D

v2−D

2πλc2(r)

1 + rα

sP

rdr

)

exp
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

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


−λ2

∫

C1
⋂

C2

dx

1 + ‖x‖α
sP
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B(v1, v2, φ)









fV1V2(v1, v2)dφdv2dv1

)

,
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where ΞC in step (a) is ΞC = C1 ∪ C2 with C1 = b(y1, D) and C2 = b(y2, D),

and λc1(r) and λc2(r) in the last step are λc1(r) =
λ2
π
arccos

(
r2+v12−D2

2v1r

)

and

λc2(r) =
λ2
π
arccos

(
r2+v22−D2

2v2r

)

. Step (b) follows from hx ∼ exp(1), (c) from

the PGFL of PPP, and (d) by deconditioning on the distributions of V1, V2,

and φ. Note that while the joint distribution of V1 and V2 is given by (3.14),

φ is independent of all other random variables and is uniformly distributed

between −π and π. In step (d), the terms corresponding to the closest and

second closest holes are derived on the same lines as Lemma 5 (conditioned

on V1 and V2). The rest of the proof will focus on evaluating the integral

B(v1, v2, φ) that appears in the term corresponding to the intersection of the

two holes. Our first goal is to find the coordinates of the points at which

the two circles C1 and C2 intersect. Without loss of generality, we assume

that the centers of the two circles are locates at y1 = (y1x, 0) and y2 =

(y2x, y2y) while they are separated by distance w =
√

v21 + v22 − 2v1v2 cosφ.

Using the equations of the two circles, (xx − y1x)
2 + xy

2 = D2, and (xx −

y2x)
2 + (xy − y2y)

2 = D2, we obtain

−2xxy1x + y21x = −2xxy2x + y22x − 2xyy2y + y22y,

using which we find xy in terms of other variables. Then, substituting xy in

one of the equations of the circle, we get a quadratic equation for xx. Solving

these equations, the coordinates of the intersection points can be found to
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be [87]

(û1, t̂1) =

(

1

2
(y1x + y2x) +

1

2

√

4D2

w2
− 1 y2y,

y2y
2

+
1

2

√

4D2

w2
− 1 (y1x − y2x)

)

(A.5)

(û2, t̂2) =

(

1

2
(y1x + y2x)−

1

2

√

4D2

w2
− 1 y2y,

y2y
2

− 1

2

√

4D2

w2
− 1 (y1x − y2x)

)

.

(A.6)

Substituting (y1x, y1y) = (v1, 0), (y2x, y2y) = (v2 cosφ, v2 sinφ) in these expres-

sions, we get

(û1, t̂1)

=
1

2

(

v1 + v2 cosφ+

√

4D2

w2
− 1 v2 sinφ, v2 sinφ+

√

4D2

w2
− 1 (v1 − v2 cosφ)

)

(A.7)

and

(û2, t̂2)

=
1

2

(

v1 + v2 cosφ−
√

4D2

w2
− 1 v2 sinφ, v2 sinφ−

√

4D2

w2
− 1 (v1 − v2 cosφ)

)

.

(A.8)
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Note that the overlap between the circles will happen only when the distance

between their centers is smaller than 2D, i.e., w ≤ 2D. For a given v1, and

v2 ≥ v1, it can be easily deduced that the overlap occurs only when φ ≤ φ̂,

where φ̂ = arccos
(
v21+v

2
2−4D2

2v1v2

)

. The integral in the term corresponding to the

intersection of the two circles, B(v1, v2, φ), can now we derived as

B(v1, v2, φ) =
∫

C1
⋂ C2

dx

1 + ‖x‖α
sP

(A.9)

=







∫ û1
û2

∫
√
D2−(xx−y1x)2

y2y−
√
D2−(xx−y2x)2

dxydxx

1+
(x2x+x2y)

α
2

sP

0 ≤ φ < φ̂

0 |φ| ≥ φ̂

∫ û2
û1

∫ y2y+
√
D2−(xx−y2x)2

−
√
D2−(xx−y1x)2

dxydxx

1+
(x2x+x2y)

α
2

sP

−φ̂ < φ < 0

,

where ‖x‖ =
√

xx
2 + xy

2, φ̂ = arccos
(
v21+v

2
2−4D2

2v1v2

)

. This completes the proof.

A.6 Proof of Theorem 5

We consider k closest holes to the typical node of the PHP. The setup is il-

lustrated in Fig. 3.4. Denoting the locations of the holes by y1, ...,yi, ...,yk, the

interference field in this case is modeled by Ω = Φ2∩
{
C1 ∪

{
∪ki=2d(yi, D)

}}c
,

where Ω ⊃ Ψ and d(yi, D) is defined in (3.16). This approach overestimates

the interference power and hence leads to a lower bound on the Laplace trans-

form of interference. Let I =
∑

x∈Ω Phx‖x‖−α, the Laplace transform of
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interference conditioned on V1 = ‖y1‖, V2 = ‖y2‖, ..., Vk = ‖yk‖ is

LI|‖y1‖,...,‖yk‖(s) = E

[

exp

(

−s
∑

x∈Ω
Phx‖x‖−α

)]

(a)
= EΩ

[
∏

x∈Ω

1

1 + sP‖x‖−α

]

(b)
= exp

(

−λ2

(
∫

R2

1

1 + ‖x‖α
sP

dx−
∫

b(y1,D)

1

1 + ‖x‖α
sP

dx−
k∑

i=2

∫

d(yi,D)

1

1 + ‖x‖α
sP

dx

))

(c)
= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

× exp



2λ2

∫ ‖y1‖+D

‖y1‖−D

arccos
(
r2+‖y1‖2−D2

2‖y1‖r

)

1 + rα

sP

rdr





×
k∏

i=2

exp



2λ2

∫ ‖yi‖+D

max(‖yi‖−D,‖yi−1‖+D)

arccos
(
r2+‖yi‖2−D2

2‖yi‖r

)

1 + rα

sP

rdr



 (A.10)

where (a) follows from hx ∼ exp(1), (b) from PGFL of PPP along with the

fact that the points of the baseline PPP Φ2 that are located in the closest

hole b(y1, D) and the sets ∪ki=2d(yi, D) should be removed, and (c) from the

cosine-law by using the same argument applied in the proof of Lemma 5.

Finally, deconditioning the resulting expression with respect to the distances

of the centers of the k holes from the typical node, V1, V2, ..., Vk, with joint

distribution given by

fV1V2..Vk(v1, v2, .., vk)

= (2πλ1)
kv1v2...vk exp(−πλ1(v

2
k −D2)), D < v1 < v2 < ... < vk,

completes the proof. Here, the joint PDF fV1V2..Vk(.) is derived by using the

same argument as in equation (3.14) [78].
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Overlapping region

Area of the region shaded in gray

Figure A.1: Illustration of the overlap effect for a typical hole in the PHP.
The area of the region shaded in gray color is πD2 − Aol

2
and in red stripes is

Aol.

A.7 Proof of Proposition 1

Consider the illustration of overlapping circles shown in Fig. A.1. While

defining the PHP, points of the baseline PPP Φ2 lying inside these circles are

removed. In other words, the “union” of such overlapping circles is removed.

However, in our upper bound given by Theorem 3, we removed each such

circle separately of the others leading to the removal of the overlapping parts

multiple times. Therefore, while the average number of points removed per

unit area of these circles was λ2 in the PHP, the average number of points

removed per unit area of such circles in Theorem 3, denoted by λeff , is λeff >

λ2. To maintain tractability later in the proof, we confine to the pairwise

overlaps, meaning the total overlap area for a circle, denoted by Aol, is the

sum of pairwise overlap areas of this circle with the other circles. Now to

estimate λeff , consider the shaded region (in gray color) in Fig. A.1 with area

πD2− Aol

2
, which represents the effective contribution of each hole in the PHP.
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Due to overlaps, the total average number of points removed under Theorem 3

from this region is λ2πD
2. Using this fact, λeff can be estimated as

λeff ×
(

πD2 − Aol

2

)

= λ2πD
2 ⇒ λeff =

λ2
(
1− Aol

2πD2

) . (A.11)

The above expression shows that 1

(1− Aol
2πD2 )

times more points are removed in

the upper bound given by Theorem 3. To compensate for this effect, we first

proceed as in Theorem 3 and then rescale the second term (that captures the

effect of removing holes) as follows:

LI(s)
(a)≃

EΦ1

[

exp

(

−λ2

(
∫

R2

dx

1 + ‖x‖α
sP

−
(

1− Aol

2πD2

)
∑

y∈Φ1

∫

b(y,D)

dx

1 + ‖x‖α
sP

))]

= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

×

EΦ1




∏

y∈Φ1

exp



2λ2

(

1− Aol

2πD2

)∫ ‖y‖+D

‖y‖−D

arccos
(
r2+‖y‖2−D2

2‖y‖r

)

1 + rα

sP

rdr









(b)
= exp

(

−πλ2
(sP )2/α

sinc(2/α)

)

(A.12)

× exp

[

−2πλ1

∫ ∞

D

(

1− exp

(

f(v)

(

1− Aol

2πD2

)))

vdv

]

where (a) follows from hx ∼ exp(1) and the PGFL of a PPP. The second

term is rescaled as discussed above. Further, the second term in (b) follows

from the PGFL of a PPP, and then by substituting ‖y‖ = v and f(v) =

∫ v+D

v−D arccos
(
r2+v2−D2

2vr

)
2λ2

1+ rα

Ps

rdr.
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Now to determine the total average pairwise overlapping area Aol, consider

a circle of interest b(y, D). Note that only the circles with centers located

inside the region b(y, 2D) will overlap with this circle. Denote the number of

circles in this region (besides the circle of interest) by K, where K has Poisson

distribution with mean λ14πD
2. For one of these circles, say b(y′, D), the area

of overlapping region with the circle of interest is

A(ẑ) = 2D2 arccos(
ẑ

2D
)− ẑD

√

1− (
ẑ

2D
)2, (A.13)

where ẑ = ‖y−y′‖. Now conditioned on K = k, the k circles are independent

and uniformly distributed over b(y, 2D). Hence, the PDF of distance ẑ is

fẐ(ẑ) =
2ẑ
4D2 . Then the average area of overlapping region between the circle

of interest and another circle is

Ā = EẐ [A(ẑ)]

=

(
∫ 2D

0

(

2D2 arccos(
ẑ

2D
)− ẑD

√

1− (
ẑ

2D
)2

)

fẐ(ẑ)dẑ

)

=
πD2

4
. (A.14)

Now the pairwise overlap area for the circle of interest with k other circles is

kĀ. Since there are on average λ14πD
2 circles that overlap with the circle of

interest, the average pairwise overlap area is λ14πD
2Ā = λ1π

2D4. Since the

maximum overlap is bounded above by πD2, we get Aol = min(λ1π
2D4, πD2).

This completes the proof.



Appendix B

B.1 Proof of Lemma 7

We consider only the closest hole to the typical user, thus leading to a

lower bound on the serving distance Z2 which is denoted by Ẑ2. Conditioned

on the distance Z1, the distribution of Ẑ2 is

P(Ẑ2 > ẑ2|Z1)

=P(Number of points of Φ2 in the set {b(0, ẑ2)} = 0)

= exp
(
−λ2

(
πẑ2

2 − Ains(ẑ2, Z1)
))

, z1 > 0.

where ẑ2 and Z1 denote the distance from the typical user to its serving small

cell and its distance to the closest macro BS. Further, Ains(ẑ2, Z1) denotes the

area of intersection between two circles b(0, ẑ2) and b(Z1, D). The result now

follows by differentiating the above expression.

127



128

B.2 Proof of Theorem 6

Coverage probability conditioned on the serving distance when Z1 ≥ D is

Pc1|Z1≥D ≥ E

[

exp

(

− s

(
∑

x2∈Ω∩bc(x∗
1,D)

P2hx2‖x2‖−α +
∑

x1∈Φ1/x∗
1

P1hx1‖x1‖−α
))]

(a)
= EΦ1|Z1

[

exp

(

−λ2

(
∫

R2

dx2

1 + ‖x2‖α
sP2

−
∫

b(x∗
1,D)

dx2

1 + ‖x2‖α
sP2

))

×
∏

x1∈Φ1/x∗
1

ζ(s, ‖x1‖)
]

(b)
= Ĝ(1)

1 (s)× exp (f(s, z1))×

exp

(

− 2πλ1

∫ ∞

z1

(

1− ζ(s, v)
)

vdv

)

(B.1)

where ζ(s, v) = 1
1+sP1v−α . Step (a) follows from taking expectations over chan-

nel gains hxk
∼ exp(1) and by using the PGFL of the PPP [71], Ĝ(1)(s) =

exp
(

−πλ2
(sP )2/α

sinc(2/α)

)

, as shown in [73, Appendix B] and the second term in (b)

follows from conditioning on the Z1 using the cosine-law (as shown in Fig. 4.1):

r2+‖x∗
1‖2−2r‖x∗

1‖ cos θ(r) = D2 along with converting form Cartesian to po-

lar coordinates by substituting f(s, z1) =
∫ z1+D

|z1−D| arccos
(
r2+z21−D2

2z1r

)
2λ2

1+ rα

P2s

rdr

which is the effective interference power “removed” by the closest hole. It

should be noted that the proof of Pc1|Z1<D is similar to the proof of Pc1|Z1≥D ex-

cept that the closest point of Φ2 is at least a distanceD−z1 away from the typi-

cal point located inside the hole, and hence leads to G(1)
1 (s) = exp

(
∫∞
D−z1

−2πλ2rdr

1+ rα

sP2

)

.

The final result follows from deconditioning over serving distance Z1 whose

distribution is given by (4.2).



Appendix B: 129

B.3 Proof of Theorem 7

The coverage probability in this case conditioned on the serving distance

when Z1 ≥ D is

Pc1|Z1≥D= E

[

exp

(

− s

(
∑

x2∈Φ2

P2hx2‖x2‖−α +
∑

x1∈Φ1/x∗
1

P1hx1‖x1‖−α
))]

(a)
= EΦ1|Z1

[

exp

(

−λ2

(
∫

R2

dx2

1 + ‖x2‖α
sP2

−
∫

ΞD

dx2

1 + ‖x2‖α
sP2

))

×
∏

x1∈Φ1/x∗
1

ζ(s, ‖x1‖)
]

(b)

≤ Ĝ(1)
1 (s)× EΦ1|Z1

[

exp

(

λ2

(
∑

x1∈Φ1

∫

b(x1,D)

dx2

1 + ‖x2‖α
sP2

))
∏

x1∈Φ1/x∗
1

ζ(s, ‖x1‖)
]

(c)
= G(1)

1 (s) exp (f(s, ‖x∗
1‖))EΦ1|Z1

[
∏

x1∈Φ1/x∗
1

exp (f(s, ‖x1‖))

ζ(s, ‖x1‖)
]

(d)
= G(1)

1 (s)× exp (f(s, z1))×

exp

(

− 2πλ1

∫ ∞

z1

(

1− exp
(
f(s, v)

)
× ζ(s, v)

)

vdv

)

(B.2)

where Φ2 = Ω\ΞD, ΞD in step (a) is ,
⋃

x1∈Φ1
b(x1, D) as defined in (4.1),

ζ(s, u) = 1
1+sP1u−α , (a) comes from taking expectations over channel gains

hxk
∼ exp(1) and by using the PGFL of the PPP Ω given ΞD, Ĝ(1)(s) =

exp
(

−πλ2
(sP2)2/α

sinc(2/α)

)

, (b) is obtained by ignoring the effect of overlaps and

the fact that each hole is carved out individually from the baseline PPP Ω

which leads to an upper bound for the conditional coverage probability of

the typical user which is served by macro BS. In the second term of (c),
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f(s, u) =
∫ u+D

|u−D| arccos
(
r2+u2−D2

2ur

)
2λ2

1+ rα

P2s

rdr. Finally, the last term in (d) fol-

lows from the PGFL of a PPP [71] along with converting form Cartesian

to polar coordinates by substituting v = ‖x1‖ and f(s, v). The proof for

the Pc1|Z1<D follows on the same line as the proof of Pc1|Z1≥D except that

G(1)
1 (s) = exp

(
∫∞
D−z1

−2πλ2rdr

1+ rα

sP2

)

because the closest point of Φ2 is at least a

distance D − z1 away from the typical user within the hole. The final result

follows from deconditioning over serving distance Z1.

B.4 Proof of Theorem 8

We consider only the closest hole in the interference field. The coverage

probability of a typical user which connects to the nearest small cell condi-

tioned on the fixed distances Z1 and Ẑ2, is lower bounded by

Pc2|Ẑ2,Z1
(s)≥E

[

exp

(

− s

(
∑

x2∈Ω∩bc(x∗
1,D),

‖x2‖>ẑ2

P2hx2‖x2‖−α +
∑

x1∈Φ1

P1hx1‖x1‖−α
))]

(a)
= G(2)

1 (s, ẑ2) exp

(

λ2

∫

b(x∗
1,D),

‖x2‖>ẑ2

dx2

1 + ‖x2‖α
sP2

)

EΦ1|Z1

[
∏

x1∈Φ1

ζ(s, ‖x1‖)
]

(b)
= G(2)

1 (s, ẑ2) exp (g (s, z1, ẑ2)) ζ(s, z1)

× exp

(

−2πλ1

∫ ∞

z1

(1− ζ(s, v)) vdv

)

(B.3)

where in step (a), G(2)
1 (s, ẑ2) = exp

(
∫∞
ẑ2

−2πλ2rdr

1+ rα

sP2

)

, ζ(s, u) = 1
1+sP1u−α , (a)

follows from the fact that the field of possible interferers involves all of the
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small cell BSs outside the closest hole (except the serving BS), the second

term of (b) can be shown by the expression

g(s, u, ẑ2) = exp

(
∫ max(ẑ2,u+D)

max(ẑ2,|u−D|)
arccos

(r2 + u2 −D2

2ur

) 2λ2

1 + rα

sP2

rdr

)

which is due to the fact that the field of effective interferers is out of b(0, ẑ2)

that appears in the lower and upper bounds of integral expression which are

max(ẑ2, |‖x1‖ −D|) and max(ẑ2, ‖x1‖+D), and the term of ζ(s, z1) denotes

the effective interference from the closest macro BS at the typical point due

to conditioning on Z1 = ‖x∗
1‖. The final result follows from deconditioning

over serving distance Ẑ2 and then over distance Z1.
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B.5 Proof of Theorem 9

The coverage probability of a typical user when it is served by its closest

small cell (conditioned on the fixed distances Z1 and Ẑ2 is upper bounded by

Pc2|Ẑ2,Z1
(s)=E

[

exp

(

− s

(
∑

x2∈Φ2,‖x2‖>ẑ2

P2hx2‖x2‖−α +
∑

x1∈Φ1

P1hx1‖x1‖−α
))]

≤G(2)
1 (s, ẑ2)EΦ1|Z1

[

exp

(

λ2

(
∑

x1∈Φ1

∫

b(x1,D),
‖x2‖>ẑ2

dx2

1 + ‖x2‖α
sP2

))

∏

x1∈Φ1

1

1 + sP1‖x1‖−α

]

=G(2)
1 (s, ẑ2)× EΦ1|Z1

[

∏

x1∈Φ1

exp

(

2λ2

∫ max(ẑ2,‖x1‖+D)

max(ẑ2,|‖x1‖−D|)

arccos
(
r2+‖x1‖2−D2

2‖x1‖r

)

1 + rα

sP2

rdr

)

× 1

1 + sP1‖x1‖−α

]

=G(2)
1 (s, ẑ2)× exp (g (s, z1, ẑ2)) ζ(s, z1)

× exp

(

−2πλ1

∫ ∞

z1

(1− exp (g (s, v, ẑ2)) ζ(s, v)) vdv

)

(B.4)

where the proof follows on the same lines as Theorem 8 except that here the

field of small cell interferers contains all the holes that are individually carved

out from the baseline PPP, thus underestimating the interference from small

cells. The final result follows from deconditioning over serving distance Ẑ2

and then over distance Z1 whose distribution is given by (4.2).
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C.1 Proof of Theorem 10

The Laplace transform of the aggregate interference power at the primary

user is

LI(s) = E

[

exp

(

− s
∑

x∈Φc∩bc(0,D)

Pchx‖x− xp‖−α
)]

= EΦc




∏

x∈Φc∩bc(0,D))

Ehx

[
exp

(
−sPchx‖x− xp‖−α

)]





= EΦc




∏

x∈Φc∩bc(0,D))

1

1 + sPc‖x− xp‖−α





(a)
= exp

(

− λc

∫

S

1

1 + ‖x−xp‖−α

Pcs

dx

)

(b)
= exp

(∫ D+rp

D−rp

−2πλ(r)

1 + rα

Pcs

rdr −
∫ ∞

D+rp

2πλc

1 + rα

Pcs

rdr

)

(C.1)

where S denotes the interference field, (a) follows from probability generat-

ing functional of Poisson distribution [65], and (b) follows from converting
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Cartesian to polar coordinates which transforms the asymmetric exclusion

zone into the symmetric one with the non-homogeneous density of λ(r) =

(1−
arccos(

r2+rp
2−D2

2rpr
)

π
)λc.


