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Abstract of the Dissertation

Modeling and Optimization for

High-speed Links and 3D IC

by

Wei Yao

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2012

Professor Lei He, Chair

The advance of modern integrated circuit (IC) processes has supported increasing

date rates on chip-to-chip communications in many consumer and professional

applications, such as multimedia and optical networking. Serial links have suc-

cessfully evolved and achieved the bit-rate of several tens of Gb/s per channel by

applying new generations of IC process and advanced circuit techniques. However,

as process technologies further scale down, severe process variations significantly

impact the performance of high speed serial links and makes todays circuit designs

have to be optimized not only for nominal performance but also for a reasonable

yield. On the other hand, three-dimensional (3D) IC provides a smaller form

factor, higher performance, and lower power consumption than conventional 2D

integration by stacking multiple dies vertically. Through-silicon-via (TSV) en-

ables the vertical connectivity between stacked dies or interposer and is a key

technology for 3D IC. However, electrical signaling over TSVs presents a unique

set of design challenges and thus requires accurate modeling and detailed signal

and power integrity analysis.

In this research, the bottlenecks in TSV modeling, variation-aware circuit op-

timization and efficient performance evaluation for high bit-rate applications are
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analyzed, and solutions are presented. A simple yet accurate pair-based model for

multi-port TSV networks (e.g., coupled TSV array) is proposed by decomposing

the network into a number of TSV pairs and then applying circuit models for

each TSV pair. This methodology is first verified against full-wave electromag-

netic (EM) simulation for up to 20GHz and subsequently employed for a variety

of examples of signal and power integrity analysis. For high speed serial links,

an optimization framework is proposed for the joint design time and post-silicon

tuning optimization for digitally tuned analog circuits, and can be used to max-

imize the yield in serial link transmitter design and the phase-locked-loop (PLL)

design subject to the area and power constraints. Moreover, an efficient mathe-

matical method is proposed to capture the worst-case data-dependent jitter and

noise without lengthy simulations. These modeling and optimization methodolo-

gies can be applied to accurately explore the chip-to-chip integration and signaling

schemes at early design stage in today’s and tomorrow’s 3D IC and high speed

serial link design.
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CHAPTER 1

Introduction

High-speed I/O links for digital communication systems is dramatically devel-

oped and improved in this decade. Per-pin bit rate of multi-processor intercon-

nections and processor-to-memory interfaces have been aggressively increased to

scale aggregate I/O bandwidth. However, as process technologies are scaled down

to finer feature size and circuit applications move to higher frequency bands,

analog/mixed-signal design faces several new challenges. First, device models have

become increasingly complex in order to capture the physical behavior of nano-

scale transistors at high operation frequencies. Also, parasitic couplings become

more important and more complex. Moreover, because of the sub-wavelength

photo-lithography and random doping fluctuation, process variation become a crit-

ical issue and significantly impact the performance of mixed-signal circuit [Ass05],

as shown in Fig. 1.1.

As the variation increases along with the technology scaling, tradition corner-
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Figure 1.  Process variations in future IC technologies [2]. 

Figure 1.1: CMOS threshold voltage variation
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Figure 1.2: Beyond-die Integration Options.

based design methodology is becoming insufficient and may not be viable eventu-

ally. Statistical design, on one hand, is proposed to analyze the performance dis-

tribution from process variation and defines parametric yield as the probability of

the design meeting a specified performance or power constraint [BKN03,MSO06].

Today’s mixed-signal circuit designs, as a result, not only have to be optimized

for nominal performance but also for robustness in order to maintain a reasonable

yield.

On the other hand, three-dimensional integration to create multilayer chips

(3D ICs) offers an exciting alternative to traditional scaling and provides high

integration density, fast signal transmission, low power consumption, and hetero-

geneous integration opportunities in the ”More-than-Moore” era [BSK01,BAC07],

as shown in Fig. 1.2. Through-silicon-via (TSV) has been well regarded as a key

component in 3D integration, connecting chips vertically with shortened electri-

cal delay and providing extremely dense I/O connections. While TSV fabrication

technologies have progressed [PBW08], it is vitally important to understand TSV

electrical properties accurately and efficiently for 3D system-performance analysis

and subsequent design optimization. At the same time, though TSV could po-

tentially provide thousands of multi-Gb/s I/O and support for tens of Tb/s data

bandwidth between local chips due to its short distance and superior signal in-

tegrity [LLF12,SCA10], detailed analysis considering various TSV array patterns

and geometries with different signaling and termination techniques is still desper-

ately required in order to find a balance between power and bandwidth under

different design constraints.
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Figure 1.3: Structure of the dissertation, showing how the various topics relate to

each other.

The main topics addressed in this dissertation and how they are related to each

other are illustrated in Fig. 1.3. The reminder of this dissertation is organized as

follows. In order to quickly evaluate the high-speed link’s signal integrity perfor-

mance, an efficient mathematical method is proposed to calculate the worst-case

data-dependent jitter and noise for differential signaling. In Chapter 2, we first

propose formula-based jitter and noise models considering the combined effect of

ISI, crosstalk, and pre-emphasis filter. Moreover, using the formula-based models,

we develop mathematical programming algorithms to directly find out the input

patterns for worst-case jitter and worst-case amplitude noise. This performance

metric can be used for efficient circuit evaluation instead of lengthy simulation

and measurements. In Chapter 3, a joint design time and post-silicon optimiza-

tion framework based on the branch-and-bound algorithm and gradient ascent

method is proposed for digitally tuned analog circuits to maximize the paramet-

ric yield, subject to power and area constraints. We demonstrate our framework

3



with two examples in high-speed serial link, the transmitter design and the phase-

locked-loop (PLL) design. Simulation results show the proposed joint design-time

and post-silicon optimization can significantly improve the yield from the design

heuristic in analog designers’ perspective.

In Chapter 4, a simple yet accurate pair-based model for multi-port TSV net-

works (e.g., coupled TSV array) is proposed by decomposing the network into

a number of TSV pairs and then applying circuit models for each TSV pair.

The model is first verified against a commercial electromagnetic solver for up to

20GHz and subsequently employed for a variety of examples for signal and power

integrity analysis. Chapter 5 derives a rigorous frequency-dependent circuit model

for horizontal coplanar waveguide (CPW) on silicon interposer based on partial

equivalent element circuit (PEEC) in layered metal-isolator-semiconductor (MIS)

media. Chapter 6 studies the signal integrity issues of TSV-based 3D IC with

high-speed signaling based on 3D electromagnetic field solver and SPICE simu-

lations. Power and bandwidth trade-off on TSV array are also analyzed between

different signaling and termination techniques, such as single-ended, differential

and reduced-swing signaling. Beyond TSV, critical design challenges for the junc-

tion structure between TSVs and RDL traces are also revealed and analyzed in

Chapter 6 as well.
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CHAPTER 2

Worst-Case Data-Dependent Jitter and

Amplitude Noise for Differential Signaling

2.1 Introduction

Differential signaling has been widely used in high-speed I/O interconnect stan-

dards like PCI-Express and Serial ATA. It has several advantages, such as a

high transmission rate due to low signal swing, little electromagnetic interference

(EMI), and common-mode noise immunity. Considerable signal integrity issues,

however, still limit the link performance and become bottlenecks during system

integration. Such issues include resistive losses, reflections, inductive ringing and

crosstalk between differential pairs [SH03,BH05].

To evaluate the combined effect of these impairments on the overall system

performance, the associated eye diagram [Hay00,Bre05] has been used as an effec-

tive measure. As shown in Fig. 2.1, the eye diagram is defined as the synchronized

superposition of all possible realizations of the signal viewed within a particular

signal interval. It provides a fast evaluation of system performance. The width

of the eye opening defines the time interval over which the received signal can

be sampled without error. The height of the eye opening with the amount of

amplitude noise at a specified sampling time defines the signal-to-noise-ratio of

the received signal [Hay00].

Consider the eye diagram shown in Fig. 2.1. The amounts of timing jitter and

amplitude noise determine the width and height of the eye. Jitter is defined as
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Figure 2.1: Eye diagram and eye mask

the deviation of the zero-crossing from its ideal occurrence time and decreases the

eye’s width [KRF05]. Amplitude noise, on the other hand, decreases the signal-

to-noise ratio (SNR) and, accordingly, the eye’s height. As a result, to determine

the performance of the interconnect, we need to consider both timing jitter and

amplitude noise simultaneously.

Specifically, inter-symbol interference (ISI) and crosstalk are two major factors

that induce jitter and amplitude noise. ISI is defined as one symbol interfering

with subsequent symbols and is caused by channel impairments such as attenua-

tion, reflection, and group delay distortion. Crosstalk, on the other hand, is caused

by electromagnetic coupling between transmission lines. To counteract ISI, a finite

impulse response (FIR) pre-emphasis filter at the transmitter side is widely used to

emphasize the signal prior to the impact of the channel [LWT04,TBP05,KLS06].

Pre-emphasized signal, on the other hand, also affects coupled electromagnetic

energy and changes crosstalk behavior. As a result, for both ISI and crosstalk, it

is important to take pre-emphasis filter into consideration.

Traditionally, the eye diagram is obtained through lengthy time domain sim-

ulation with pseudo-random bit sequences as the input data. In the litera-
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Figure 2.2: Transceiver block diagram for differential signaling

ture, several types of techniques were proposed to model the eye diagram and

tried to efficiently predict the jitter and amplitude noise at the design phase

[HST07,PKT07,BAH04,BA04,OFK04, SYZ08]. However, [HST07] considers re-

flection and attenuation with only one input pattern, and [PKT07] only con-

siders a lossless transmission line. As a result, those models are far from accu-

rate. [BAH04,BA04] and [OFK04] have a better model because they consider lossy

transmission lines, but they still take only a few input patterns into account and

use an inaccurate linear approximation. To efficiently handle the input patterns

in adequate length, [SYZ08] uses the pull-up and pull-down transitions of the sig-

nal step response to predict the worst-case eye diagram. This waveform-based

method, however, is very sensitive to the transmission environment and only ap-

plies to single transmission line without any crosstalk noise. Most importantly,

all existing works fail to consider the effect of the pre-emphasis filter, which effec-

tively reduces ISI, as shown in Fig. 2.6 in Section II, but at the same time affects

crosstalk.

In this chapter, we first propose formula-based jitter and amplitude noise mod-

els that consider the combined effect of ISI, crosstalk, and the pre-emphasis filter

for differential signaling. With the same set of input patterns, experiment shows

our models achieve within 5% difference compared to SPICE simulation. Note

that we apply a RLGC lossy transmission line model according to differential mi-

crostrip line geometry, and we represent the channel impairments and crosstalk

through transmission line time domain response. By using these formula-based
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models, we then develop algorithms to directly predict the input patterns that

cause worst-case jitter and worst-case amplitude noise through pseudo-Boolean

optimization and mathematically programming. Moreover, heuristic algorithm

is proposed to further reduce runtime. Experiments show our algorithms obtain

more reliable worst-case jitter and noise compared to pseudo-random bit sequences

simulation and, meanwhile, reduce runtime by 25× when using general PBO solver

and by 150× when using our proposed heuristic algorithm.

2.2 Preliminaries

We first review the RLGC model for parallel transmission lines and the frequency

domain relationships between input and output ports. Next, an overview of the

transmitter pre-emphasis filter is provided and its impact on eye diagram is also

demonstrated.

2.2.1 RLGC Model for Transmission Line

A cross-section of the differential microstrip line is shown in Fig. 2.3. We as-

sume the lines are homogeneous, uniform, and parallel to each other without any

variation [PKT07]. The dielectric is assumed to be homogeneous with constant

permittivity ε and permeability µ.
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The distributed self and mutual inductances are computed with the method

of images [YNM03]: the effect of the ground plane is replaced with the image

currents. The rectangular shapes of conductors were changed into circular ones

for geometry simplification and the following expressions were found for the per-

unit-length self and mutual inductances [YNM03]:

l =
µ

2π
ln

(

1 +
2Heq

req

)

(2.1)

m =
µ

4π
ln

(

(seq + 2req)
2 + (req + 2Heq)

2

(seq + 2req)2 + r2
eq

)

, (2.2)

where Heq, req, and seq are the equivalent height, thickness and spacing of the

differential microstrip line. l is self inductances and m is mutual inductance. The

distributed capacitances may be calculated as follows [Pau06]

cp =
µǫm

l2 +m2
(2.3)

c =
µǫl

l2 +m2
, (2.4)

where c is the distributed capacitance between the conductor and the ground and

cp is the distributed parasitic capacitance between the conductor lines.

By using these analytical parasitics models, the RLGC per-unit-length model

for the differential microstrip lines can be established. Note that other field-

solver-based tools can also be used for RLGC extraction and our jitter and noise

modeling and estimation algorithm still apply.

2.2.2 Parallel Transmission Lines

High-speed signal propagation on an interconnect can be influenced by several

effects, such as delay, attenuation, reflection, slew rate limitation, and crosstalk.

All of these effects, which are also known as transmission line effects [AN01], can

be captured by distributed transmission line equations with accurate RLGC per-

unit-length model. To analyze the three-wire differential signaling, as shown in

Fig. 2.4, we first consider the general multiconductor transmission line system.
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Transmission line characteristics are in general described by Telegrapher’s

equations and per-unit-length R, L, G, C matrices [AN01,TN92]:

∂

∂x
v(x, t) = −Ri(x, t) − L

∂

∂x
i(x, t) (2.5)

∂

∂x
i(x, t) = −Gv(x, t) − C

∂

∂x
v(x, t), (2.6)

where v and i are voltage and current vectors. R, L, G, C are the per-unit-length

resistance, inductance, conductance, and capacitance matrix for the transmission

line. Taking the Laplace transform of (2.5) and (2.6), we can get

∂

∂x
V (x, s) = −ZI(x, s) (2.7)

∂

∂x
I(x, s) = −Y V (x, s), (2.8)

where Z and Y are the impedance and admittance matrices, given by

Z = R + sL,Y = G + sC. (2.9)

Further derivation could be achieved through multiconductor transmission line

decoupling [Pau06,AN01,TN92] for lossy identical transmission lines. First differ-

entiating the partial differential equations given in equations (2.7) and (2.8) with

respect to x, we get following two coupled equations:

∂2

∂x2
V (x, s) = −ZY V (x, s) (2.10)

∂2

∂x2
I(x, s) = −Y ZI(x, s). (2.11)

Decoupling of equations (2.10) and (2.11) can be achieved by introducing a trans-

formation matrix W relating to actual circuit voltage V and modal voltage

Ṽ [AN01].

V (x, s) = WṼ (x, s). (2.12)

Using equation (2.12), we could rewritten equations (2.10) as

∂2

∂x2
Ṽ (x, s) = −(W−1ZY W )Ṽ (x, s). (2.13)
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Figure 2.4: Parallel transmission lines

To successfully decouple the equations, the matrix product in parenthesis of

equation (2.13) must be a diagonal matrix as

W −1ZY W =











γ2
1 0 0

0 · · · 0

0 0 γ2
N











, (2.14)

where the transformation matrix W corresponding to the eigenvectors of product

ZY . And the resulting diagonal matrix contains the eigenvalues (γ1, · · · , γN) of

product ZY . The solution of equation (2.13) can then be written as

Ṽ (x) = [E(x)]C1 + [E(x)]−1C2, (2.15)

and

V (x) = W [E(x)]C1 + W [E(x)]−1C2, (2.16)

where E(x) = diag[e−γ1x, · · · , e−γN x] and (C1, C2) are constants determined by

boundary conditions.

Substituting equation (2.16) back to equation (2.7) , we have

I(x) = Wi[E(x)]C1 + Wi[E(x)]−1C2, (2.17)

where

Wi = Z−1WΓ (2.18)

Γ =











γ1 0 0

0 · · · 0

0 0 γN











. (2.19)
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Combining equations (2.16) and (2.17) to eliminate constants (C1, C2), the voltage-

current relationships between x = 0 and x = d, in frequency domain can be

expressed as





I(0)

−I(d)



 =





Y11 Y12

Y21 Y22









V (0)

V (d)



 (2.20)

=





WiE1W
−1 WiE2W

−1

WiE2W
−1 WiE1W

−1









V (0)

V (d)



 ,

where

E1 = diag{1 + e−2γkd

1 − e−2γkd
} (2.21)

E2 = diag{ −2e−2γkd

1 − e−2γkd
}, k = 1, 2, . . . , N (2.22)

with I(0), I(d), V (0) and V (d) are Laplace transforms of i(0, t), i(d, t), v(0, t)

and v(d, t), respectively. Here Y11, Y12, Y21, Y22 form the equivalent admittance

matrix or Y-parameters of the transmission line. Please note that the admittance

matrix can also be directly obtained from measured response or measured S-

parameters.

2.2.3 Pre-emphasis Filter

Using a symbol-spaced finite impulse response (FIR) filter to pre-emphasize the

signal at the transmitter end is a common way to counteract ISI. The filter can

be expressed as

y(n) =
M

∑

i=−N

Wix(n− i), (2.23)

where Wi is the coefficient for each filter tap and x(n) and y(n) are the correspond-

ing filter input and output signal. A circuit implementation of the current-mode

logic (CML) pre-emphasis driver is shown in Fig. 2.5. The coefficient of each tap

is realized by the current source and requires a dedicated differential pair to drive
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Figure 2.5: Pre-emphasis filter at transmitter end for CML differential signaling

the output. Normally, the number of taps ranges from 2 to 5 because of power

and area constraints.

The coefficient of each tap is directly related to the channel characteristic

mentioned in the previous sub-section and can be determined adaptively by the

least-mean-square (LMS) algorithm [LWT04,TBP05]:

W k+1
i = W k

i + µǫkxk−i, (2.24)

where W is the tap coefficient and µ is the step size. ǫk is the error signal and

is defined as the difference between the received signal value and the transmitted

value. The convergence of errors drives the coefficients to their optimal value.

To demonstrate the effectiveness of the pre-emphasis filter, the eye diagram

with and without the pre-emphasis filter is compared in Fig. 2.6. The SNR im-

provement can be clearly seen. As a result, jitter and amplitude noise models

can’t capture the actual link performance without considering the existence of

pre-emphasis filter.

2.3 Jitter and Amplitude Noise Model

The jitter and amplitude noise are actual stochastic processes and can be di-

vided into two categories: random and deterministic. The random part is usually

described through a probability density function (PDF) or its root-mean-square
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Figure 2.6: Eye diagram (left) without the pre-emphasis filter and (right) with

applying a 4-taps pre-emphasis filter

(rms) value. On the other hand, the deterministic part is predictable and makes

the dominant contribution to the shape of eye diagram [KHK05].

2.3.1 Subcomponents of Jitter and Amplitude Noise

Take timing jitter as an example, the total jitter (TJ) is subdivided into two cat-

egories: random jitter (RJ) and deterministic jitter (DJ). RJ is a random process

and is usually assumed to have a Gaussian distribution because it is mainly con-

tributed by thermal noise [OFK04]. In contrast, DJ is repeatable and predictable.

The peak-to-peak value of deterministic jitter is bounded due to its predictable

nature. Data-Dependent Jitter (DDJ), one of the most important sub-component

of DJ, is dependent on the bit pattern transmitted on the link under test and is

caused by duty-cycle distortion (DCD) and inter-symbol interference (ISI).

Typical crosstalk noise coupling from adjacent data-carrying links belongs

to bounded uncorrelated jitter (BUJ). BUJ is bounded due to finite coupling

strength, and uncorrelated because there is no correlation to the channels own

data pattern. In this work, we consider the crosstalk from the adjacent differen-

tial link and, as a result, the jitter becomes part of DDJ since we exactly know
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the transmitted data pattern on the adjacent link.

The PDF of data-dependent jitter and noise are always a series of pulses at the

locations where a specific bit pattern experiences a cross over. Therefore, in order

to get an accurate measure of the worst-case, a large number of bit patterns must

be analyzed. As a result, it is critical to find out the worst-case input pattern

without doing lengthy simulations. In order to efficiently find out the worst-case,

we start with formula-based jitter and noise models in the following subsection.

2.3.2 Modeling of Data-Dependent Jitter and Noise

To start with, we model the CML transmitter shown in Fig. 2.5 as an independent

voltage source, Vs, with matching conductance Gs. At the receiver end, GL and CL

are used to model the loading conductance and parasitic capacitance of the CML

receiver, as shown in Fig. 2.7. Therefore, the termination constraints become

V (0) = Vs −
I(0)

Gs

, (2.25)

and

I(d) = (GL + sCL)V (d), (2.26)

and we can derive the frequency domain transfer function using (2.20), (2.25) and

(2.26). The result is as follows:

V (d) = H̃Vs(s) = (Y12 + (Gs+ Y11)Ỹ )−1Gs · Vs(s), (2.27)

where

Ỹ = Y −1
21 (−Y22 −GL − sCL). (2.28)

Note that Gs, GL, and CL are all 2 × 2 diagonal matrices. H̃ describes the com-

plete two-port relationship and includes the effect of signal distortion, dispersion,

reflection and all other channel impairments. The frequency domain relationship
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Figure 2.7: Differential signaling with parallel transmission lines and termination

between differential input and differential output now becomes

H(s) =
[

1 −1
]

H̃





1
2

−1
2



 . (2.29)

In order to find the time domain response, (2.29) is approximated into the follow-

ing pole-residue form:

H(s) = c+

q
∑

i=1

ki

s− pi
, (2.30)

by using a least-square-approximation-based method [BS98], where c is a constant,

and pi and ki are the ith out of q poles and residues of H(s). In this way, the time

domain step response s(t) can be obtained through the inverse Laplace transform

of H(s)/s and we get

s(t) = c · u(t) +

q
∑

i=1

ki

pi
(epit − 1)u(t), (2.31)

where u(t) is the unit step function.

The received signal r(t) at the far-end of the transmission line now can be

expressed as

r(t) =

∞
∑

i=−∞

bip(t− iT ), (2.32)

where p(t) = s(t) − s(t− T ) is the time-domain response of a non-return-to-zero

(NRZ) symbol, and bi is the filter’s output which can be evaluated as

bi =

m−1
∑

j=0

Wjai+j , (2.33)
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with Wj as the pre-emphasis filter coefficient and ai as the input symbol pattern.

m is the number of taps in the filter and is the same as shown in (2.23). Note here

we assume the input symbol pattern ai is uncorrelated with each other. But any

linear data correlation, such as encoded data using block coding, can be taken into

consideration and the same problem formulation can be applied when we combine

the correlation with the pre-emphasis filter using one sigle linear expression similar

to (2.33).

We define the reference time point t0 as the time when the waveform, without

interference from neighboring symbols, crosses a certain threshold Vth [BAH04,

BA04]. In other words, t0 can be solved with

p(t0) = Vth, 0 ≤ t0 < T. (2.34)

Jitter is the deviation from such a time point. For a given input pattern, the jitter

can be computed as

|t1 − t0|, (2.35)

where r(t1) = Vth. On the other hand, the amplitude noise is defined as the

amplitude variation at the optimal sampling time, that is

|r(ts) − p(ts)|, (2.36)

where

ts = arg max
t

{p(t)}. (2.37)

2.4 Worst-case Timing Jitter

The data-dependent jitter and amplitude noise highly depend on the input pat-

tern. In this section, we develop algorithms that, by using mathematical program-

ming, can directly find out the input patterns for worst-case jitter and worst-case

noise without doing lengthy simulations. To start with, the algorithm for worst-

case jitter is proposed in this section.

17



0 20 40 60 80 100

-1

-0.5

0

0.5

1

Time (Symbol Period)

M
a
g

n
it

u
d

e
 (

V
)

Figure 2.8: Time domain response of the channel.

2.4.1 Problem Formulation

The worst jitter is the sum of the maximal positive deviation t1− t0 (t1 > t0) and

the maximal negative deviation t0 − t1 (t0 > t1). For simplicity of presentation,

we only discuss how to compute the maximal positive deviation. It should be

understood that the same procedure can be applied to compute the maximal

negative deviation as well. We can formulate the maximal positive deviation as

the following integer non-convex programming problem (P1)

(P1) max
ai

t1 − t0 (2.38)

s.t.

∞
∑

i=−∞

bir(t1 − iT ) = Vth (2.39)

t0 ≤ t1 < T (2.40)

bi =
m−1
∑

j=0

Wjai+j (2.41)

ai ∈ {0, 1}, (2.42)

where t0 is defined in (2.34) given zero-crossing threshold Vth. r(t) is the time-

domain response for one-bit transmission as shown in Fig. 2.8. ai and bi are

pre-emphasis filter’s input and output with Wj is the filter’s coefficient for tap j.

Note that r(t) attenuates quickly as time goes to infinity, as shown in Fig. 2.8.
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Thus (2.39) can be well approximated by

N
∑

i=−N

bir(t1 − iT ) = Vth, (2.43)

where N can be decided such that the error is within certain bound

|bNr(t−NT )| < |ǫr(t)|, ∀0 ≤ t < T (2.44)

and ǫ is in [0, 1] and is specified by user. A larger ǫ reduces the problem complexity,

but introduces more significant error.

2.4.2 Relaxation Based Binary Search

If we assign a set of values to t1, then the problem becomes a non-linear feasibility

problem and can be solved through an efficient heuristic method, i.e., for each

value of t1, we test whether a combination of the symbols ai can be found such

that (2.39) holds, and then pick the t1 that maximizes t1−t0 among all the feasible

solutions. Such a problem structure enables us to use the binary search technique

on t1, which is bounded in [t0, T ). However, the main difficulty lies in the fact

that the feasible space for t1 is not continuous. If we randomly assign values to

t1, the chance for it to be feasible is slim.

To overcome this difficulty, instead of finding a set of symbols that satisfies

(2.39), we look for a nearby feasible value as an alternative, if possible. This is

done by the following procedure. Suppose t1 is assigned with value t̃1. Then the

corresponding feasibility problem would be

N
∑

j=−N

bjr(t̃1 − jT ) = Vth (2.45)

0 ≤ t̃1 < T (2.46)

bj =
m−1
∑

i=0

Wiai+j −N ≤ j ≤ N (2.47)

aj ∈ {0, 1} −N ≤ j ≤ N +m− 1, (2.48)
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2.4.3 Pseudo-Boolean Optimization

We first show how to re-formulate the problem so that we can use a general

pseudo-Boolean solver as the core of our binary search algorithm.

Once t1 is assigned with value t̃1 within binary search, the value of r(t̃1 − jT )

in (2.45) can be calculated easily and become a known variable to us, denoted

as rj. Along with (2.47), as a result, the constraints in the original feasibility

problem now becomes:

N+m−1
∑

j=−N

cjaj = d (2.49)

aj ∈ {0, 1} −N ≤ j ≤ N +m− 1, (2.50)

where cj =
∑j

k=−N rkWj−k and d = Vth are some constants that can be derived

from (2.45) and (2.47), given the value of t̃1. The resulted problem becomes that

can we find at least one feasible solution, which each aj is restricted to either 0 or

1, satisfies a linear equality constraint.

To solve this problem, we can simply relax the equality constraint by adding

an error term ǫ and convert the equality constraint into two inequality constraints,

as shown in problem (P2): (P2)

(P2) min t (2.51)

s.t.
N

∑

j=−N

cjaj ≤ d+ ǫt (2.52)

N
∑

j=−N

(−cj)aj ≤ −d+ ǫt (2.53)

aj ∈ {0, 1} t ∈ {0, 1} (2.54)

−N ≤ j ≤ N +m− 1. (2.55)

Note that an extra variable t is added to convert the feasibility problem into an

optimization problem.
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(P2) is actually an instance of the pseudo-Boolean optimization (PBO) prob-

lem, which generally has the following structure:

min
n

∑

j=1

cj · xj (2.56)

s.t.

n
∑

j=1

bijlj ≤ di (2.57)

xj ∈ {0, 1}, i ∈ {1 · · ·m}, (2.58)

where xj is a Boolean variable and a literal lj denotes either a variable xj or its

complement x̄j . The PBO can be solved by using existing pseudo-Boolean solver.

In this work, we use miniSAT+ [ES06], a SAT-based pseudo-Boolean solver, to

solve (P2) in our experiment, given the error bound defined by ǫ. Note that if a

given t1 value is feasible with error bound ǫ, the SAT-based pseudo-Boolean solver

returns a feasible input pattern ãj. Then we can use the pattern to calculate the

timing jitter t1 using (2.43) and use it as the new bound in the binary search

algorithm.

Note that due to the complexity of our original problem, there is neither guar-

antee for optimal solution nor meaningful upper bound of runtime complexity for

the combined relaxation-based binary search and pseudo-Boolean optimization.

Experimental results, however, show that our algorithm gives more pessimistic

result than brute-force enumeration method, yet achieve significant runtime reduc-

tion. In the following section, we further propose a heuristic algorithm replacing

PBO solver to reduce runtime.

2.4.4 Proposed Heuristic

Instead of solving the feasibility problem through pseudo-Boolean solver, in this

section, we propose a heuristic algorithm based on the specific structure of our

problem so that we can solve it more efficiently.
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To begin with, we first relax the integer constraint (2.48) to

0 ≤ aj ≤ 1 −N ≤ j ≤ N +m− 1, (2.59)

and solve the problem (P3)

(P3) max

N+m−1
∑

j=−N

|aj − 0.5| (2.60)

s.t. bj =

m−1
∑

i=0

Wiai+j −N ≤ j ≤ N (2.61)

N
∑

j=−N

bjr(t̃1 − jT ) = Vth (2.62)

0 ≤ aj ≤ 1 −N ≤ j ≤ N +m− 1. (2.63)

The objective function (2.60) tries to find the solution set aj that is as close

to the integer as possible. For the time being, let’s assume that we know how to

solve (P3). Then we denote the optimal solution as ãj and round it to 0 or 1.

After that, we can get b̃j from (2.61), and insert them in the equation

N
∑

j=−N

b̃jr(t1 − jT ) = Vth (2.64)

to solve for t1, which is close to t̃1 and yet is a feasible solution of the original

problem. This procedure can now be used as the core for the binary search. The

overall algorithm for jitter computation is shown in Algorithm 1, where ǫ0 is used

to control the termination condition: when the lower bound and upper bound

have a difference smaller than ǫ0, the search stops.

Now we discuss how problem (P3) can be solved efficiently. For the sake of

efficiency, we propose an heuristic to obtain its solution directly from the structure

of (P3). Let

xj = aj − 0.5 −N ≤ j ≤ N +m− 1, (2.65)

and insert (2.61) into (2.62). Then(P3) can be transformed into an equivalent
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form

max
N+m−1
∑

j=−N

|xj | (2.66)

s.t.
N+m−1
∑

j=−N

cjxj = d (2.67)

−0.5 ≤ xj ≤ 0.5 −N ≤ j ≤ N +m− 1, (2.68)

where cj and d are some constants that can be derived easily.

The incentive of the heuristic to be proposed below is to let as many xi take

the maximum absolute value as possible. Due to the symmetry of the problem,

without loss of generosity, we can assume

|c−N | ≤ |c−N+1|... ≤ |ck| ≤ |ck+1| ≤ |cN+m−1| (2.69)

Then according to this ascending order of |ci|, we assign −0.5 or 0.5 as the optimal

value x̃i based on the following criteria

x̃i =







−sgn(ci) × 0.5 if d−
∑i−1

j=−N cjxj > 0

sgn(ci) × 0.5 otherwise
(2.70)

This assignment is continued until

N+m−1
∑

j=i+1

0.5|cj| < d−
i

∑

j=−N

cjx̃j . (2.71)

And the solutions for the remaining xi are

x̃i = sgn(ci) ×
∑i

j=−N cj x̃j − d

|ci|
. (2.72)

Again, due to the complexity of the original problem, we cannot guarantee

that the solution obtained from our algorithm is optimal (or even locally-optimal).

However, experimental results show that our algorithm gives a result that is very

close or more pessimistic to the enumeration method, yet achieves further speedup

compared to using PBO solver. The overall algorithm for solving problem (P1)

is summarized in Algorithm 1.
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Algorithm 1 Algorithm for solving problem (P1).
Initialize: tlb1 = t0; tub

1 = T ;

while tlb1 < tub
1 − ǫ0 do

t̃1 = (tlb1 + tub
1 )/2;

Solve problem (P3) for ãi and round it to 0 or 1.

Compute b̃i based on the rounded ãi from (2.61);

Solve (2.64) for t1;

if t1 > tlb1 then

tlb1 = t1;

else

tub
1 = t̃1;

Return tlb1 ;

2.5 Worst-case Amplitude Noise

The amplitude noise is the difference between the maximum amplitude deviation

and the minimum amplitude deviation, at the optimal sampling time. To find the

worst-case noise, we could use the following formulation:

(P4) max
ai

or min
ai

N
∑

i=−N

bir(ts − iT ) (2.73)

s.t. bi =

m−1
∑

j=0

Wjai+j (2.74)

ai ∈ {0, 1}, (2.75)

where

ts = arg max
t

{p(t)} (2.76)

is the optimal sampling time. The difference between maximum and minimum

deviation determines the peak-to-peak amplitude noise for the eye diagram. Given

the ts calculated from (2.76), we can rewrite (P4) as (use the maximum problem

as an example)

max
ai

N+m−1
∑

i=−N

ciai (2.77)

s.t. ai ∈ {0, 1} (2.78)
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where ci =
∑i

k=−N rkWi−k and rk = r(ts − kT ) can be derived from (2.73) and

(2.74). As a result, it is a linear programming problem and, moreover, the solution

can be obtained directly without calling the general linear programming solver.

Obviously, to maximize the objective function, we just let ai be 1 if ci is positive

and be 0 if ci is negative [HWM05]. For the minimum case, it is vice versa. So

the amplitude noise can be expressed as

N+m−1
∑

i=−N

|ci|, (2.79)

and the complexity is O(N2) given m≪ N .

2.6 Experimental Results

In this section, we report our experiments on a Pentium 4 computer with 2.66G

CPU and 1G RAM.

2.6.1 Jitter and Amplitude Noise Model Validation

We first verify our transmission line channel model. Table 2.1 lists the detailed

design information for our various testbench. And Fig. 2.9 shows the comparison

of the transient simulation result between our analytical channel model and SPICE

simulation for Design 1, given the same RLGC model for channel and the same

pre-emphasis filter coefficients. The RLGC value for the channel can be calculated

by giving the geometry parameters and using the methods as discussed in Section

II.A. For example, the resulted RLGC values for Design 1 are r = 17.24Ω, l =

325nH , m = 119nH , c = 135pF , and cp = 49pF . From Fig. 2.9, we can find out

that the transient behavior is pretty similar and both give the same amount of

timing jitter and amplitude noise. Note that the origin point is different between

SPICE and our model. This is due to different input setting and does not affect

the noise and jitter measurement.
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Table 2.1: Differential transmission line testbench design information: width(w),

spacing(s), thickness(t), dielectric height(h), length(L) and characteristic

impedance.
Design w s t h L Char.

(um) (um) (um) (um) (cm) impedance

#1 100 193.86 10 300 15 49.03

#2 50 117.48 50 200 15 49.2

#3 50 117.48 50 200 25 49.2

#4 100 80 10 300 15 52.51

#5 50 500 10 300 30 58.55
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Figure 2.9: Transient simulation comparison between (left) SPICE and (right)

our model. The origin point is different.

Next, we verify our jitter and noise model with SPICE given the same set

of input patterns in Table 2.2. The test pattern contains 100 symbol with a

data rate at 10Gb/s. From Table 2.2, we discover that, given the same input

pattern, our model can accurately calculate jitter and noise with similar runtime,

compared to SPICE results. The error is within 4.5% for timing jitter and 5% for

amplitude noise. Although the runtime improvement is not much, our model is

easier to be embedded into other tools or algorithms.

To emphasize the importance of considering a long period of time domain

response, Fig. 2.10 shows the time domain response for Design 5, but with un-

matched termination resistance. The impedance mismatch at the receiver end
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Table 2.2: Jitter and amplitude noise model validation.
SPICE Our Model

Jitter Noise Runtime Jitter Noise Runtime

(ps) (V) (sec) (ps) (V) (sec)

#1 11.8 0.27 0.26 11.9 0.27 0.17

#2 5.0 0.20 0.26 5.0 0.21 0.17

#3 4.6 0.20 0.25 4.7 0.19 0.16

#4 11.0 0.29 0.26 10.5 0.30 0.17

#5 7.7 0.11 0.23 7.7 0.11 0.18

Avg. relative error 1.1% 2.8%
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Figure 2.10: Time domain response: SPICE simulation(left) and MATLAB sim-

ulation with our model(right). The origin point is different.

will cause severe signal reflection. From Fig. 2.10, both SPICE simulation and

our model clearly illustrate the signal reflection behavior. As a result, only a few

taps of time domain response is not sufficient to determine the jitter and noise

performance.

2.6.2 Worst-case Jitter and Amplitude Noise Calculation

The worst-case jitter, amplitude noise, and runtime comparison for various design

cases are listed in Table 2.3. The pre-emphasis filter is optimized in advance for

different channel characteristics. The jitter and amplitude performance is calcu-

lated through our formula-based model and we consider 40 taps of transmission

line time domain response. We first test 10000 sets of pseudo-random bit se-

27



Table 2.3: Worst-case jitter, amplitude noise and runtime comparison: PRBS de-

notes pseudo-random bit sequence. For worst-case jitter, relaxation-based binary

search (BS) is used along with pseudo-Boolean optimizer (PBO) or our heuristic

algorithm (Heuristic). For worst-case noise, LP denotes directly solving linear

programming.
Worst-case Jitter (ps) Worst-case Noise (volts) Total runtime (sec)

PRBS BS+PBO BS+Heuristic PRBS LP PRBS BS+PBO+LP BS+Heuristic+LP

#1 16 15 16 0.34 0.36 37.8 1.56 0.25

#2 8 8 8 0.25 0.27 38.9 1.55 0.25

#3 9 10 9 0.25 0.30 38.2 1.56 0.26

#4 20 25 24 0.37 0.41 37.8 1.50 0.26

#5 12 12 12 0.14 0.17 37.9 1.55 0.26

quences (PRBS) in order to find the worst-case scenario for both jitter and noise.

We then use relaxation-based binary search to directly determine the required

input pattern for the worst-case jitter and solve the linear programming (LP)

problem for the worst-case amplitude noise. Moreover, within the relaxation-

based binary search for worst-case jitter, two different methods are compared:

pseudo-Boolean optimization (PBO) using miniSAT+ [ES06] and our proposed

heuristic algorithm. Table 2.3 shows that, for all the cases, our algorithm ob-

tains more reliable worst-case jitter and noise compared to PRBS simulations.

For worst-case jitter, the results are similar no matter we use PBO solver or the

proposed heuristic algorithm but the heuristic algorithm provides better runtime.

From Table 2.3, it shows our algorithm obtains worst-case jitter and noise by up

to 20% bigger than PRBS. At the same time, our algorithm is 25× faster than

PRBS when we use binary search and PBO solver for worst-case jitter and solve

LP for worst-case noise. And 150× faster than PRBS when we replace the PBO

solver with our proposed heuristic algorithm.
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2.7 Conclusion

In this chapter, we develop efficient algorithms to calculate the worst-case data-

dependent jitter and noise directly for a differential microstrip line without lengthy

simulation. We first propose formula-based jitter and noise models that consider

the combined effect of ISI, crosstalk and the pre-emphasis filter. With the same

set of input patterns, our models achieve within 5% difference compared to SPICE

simulation. By utilizing these formula-based models, we then use binary search

along with pseudo-Boolean optimization and mathematical programming to di-

rectly predict the input patterns that cause worst-case jitter and worst-case am-

plitude noise. Experiments show our algorithms obtain more reliable worst-case

jitter and noise compared to PRBS simulation and, meanwhile, achieve a 25×
runtime reduction when using binary search and PBO solver for worst-case jitter

and solving LP for worst-case noise. In addition, by replacing the PBO solver with

our proposed heuristic algorithm, a further 150× runtime reduction compared to

PRBS can be achieved. Note that our modeling and algorithms are not restricted

to differential signaling and can be applied to any multiconductor transmission

lines.
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CHAPTER 3

Joint Design-Time and Post-Silicon

Optimization for Digitally Tuned Analog

Circuits

3.1 Introduction

As process technologies scale down to 90nm and below, traditional circuit design

methodologies are confronted by the prominent problem of process variation. To

deal with process variation for analog circuits, which are highly sensitive to device

matching, traditional corner-based design is adopted to guarantee performance in

the worst-case scenarios at the cost of substantial circuit overhead. Such corner-

based design methodology, however, is becoming insufficient and may eventually

be inviable as variation increases with technology scaling.

Statistical design is proposed to analyze the performance distribution from

process variation and defines parametric yield as the probability the design meets a

specified performance or power constraint. Different techniques exist to maximize

the parametric yield for analog circuits and generally fall into two complementary

categories: design-time optimization and post-silicon tuning.

Design-time optimization techniques explore the design space at system-level

and device-level to maximize the yield for analog circuits. At system-level, dif-

ferent circuit architectures are explored for a trade-off between power, area, and

performance. Moreover, some architectures such as closed-loop negative feedback
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Figure 3.1: Examples of digitally tuned analog circuits: (a) CMOS current source

and (b) capacitance array.

have good immunity from process variation. On the other hand, the impact of

process variation can also be reduced by device-level optimization such as transis-

tor sizing [PDW89] and layout optimization. Design-time optimization, however,

has difficulty covering all process corners in a cost efficient fashion and may result

in high area/power overhead.

Post-silicon tuning in analog design has been widely adopted to combat pro-

cess variation. Tunable elements such as programmable capacitance array (PCA)

[DKC01] and resistance array are proposed to adjust analog circuit performance

after chip fabrication [HL01, MTH03]. Fig. 3.1 shows two examples of the tun-

able elements in analog design: tunable CMOS current source and capacitance

array, where β is the resolution (number of control bits). By applying appropri-

ate, potentially different, control signals D[i] (1 ≤ i ≤ β − 1) on individual chips,

performance can be adjusted to maximize yield. While this will be discussed in

more detail in Section II, we would like to point out that in both examples the

tuning values are digitized. Such digitally tuned analog circuits have wide applica-

tions because of their noise-insensitivity and good technology scalability [MB04].

Post-silicon tuning has been shown to directly impact the design-time opti-

mization for analog circuits [MB04]. On one hand, post-silicon tunability can

significantly relax the analog design by providing a certain capacity to “correct”

31



performance deviation after fabrication. On the other hand, tuning circuitry con-

sumes extra area and power which needs to be considered during design-time

optimization in order to meet design specifications. The strong coupling between

design-time optimization and post-silicon tuning has already led to joint optimiza-

tion in the respective domains of both digital circuit design [MSO06] and high-level

synthesis [WWX08]. It is natural to expect that by extending joint design-time

and post-silicon optimization to analog design, a better parametric yield can be

achieved. The complication of modeling and optimizing tunable analog circuits,

however, leaves co-optimization an open problem in literature.

In this chapter, we study the joint design-time and post-silicon optimization

with focus on digitally tuned analog circuits. This type of circuit has two spe-

cial properties: first, variables such as the transistor sizes are continuous, while

variables such as the tuning resolution are discrete in nature. Second, if the

resolutions are the only changing variables and all the remaining variables are

fixed, we can show that finding the performance upper bound among all per-

missible resolutions is easy. To make use of these two properties, we propose

a general optimization framework combining the branch-and-bound algorithm on

the resolutions and gradient-ascent method on the unpruned branches. We use the

high-speed serial link as our application and provide two analog design examples

to demonstrate the joint optimization framework: transmitter equalization filter

design and phase-lock loop (PLL) design. In the transmitter design, we use the

transistor sizes, number of taps, resolution, and the least significant bit (LSB) size

of the pre-emphasis filter as the optimization variables and propose mathematical

models of bit error rate (BER), power, and area with respect to those variables.

Our experimental results show that compared with the design heuristic commonly

used by analog designers, joint design-time and post-silicon optimization can im-

prove the yield by up to 47% under the same area and power constraints. The

same framework is applied to a tunable PLL as another example. We use the
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charge pump currents as our design variables and formulate the problem to max-

imize the yield defined by output clock jitter. Result shows the jitter yield can

be improved by up to 56% with power and area constraints when compared with

the design heuristic. To the best of the authors’ knowledge, this work is the first

yield-driven analog circuit design technique that considers post-silicon tuning and

design-time optimization at the same time.

3.2 Preliminaries on Digitally Tuned Analog Circuits

Analog circuits are very sensitive to process, voltage, and temperature (PVT)

variations. Among all sources of variations, the random mismatches caused by

doping fluctuations are expected to become dominant within the next few tech-

nology generations. In this work, we focus on the transistor threshold voltage(Vth)

mismatch and use it as our main source of process variation. Fig. 3.2 shows an

example of threshold voltage(Vth) variation and the resulting transistor drain cur-

rent mismatch. The relation between the Vth variation and the resulting drain

current ID can be linearly approximated [Raz95] as

ID = ID0 + η∆Vth, (3.1)

where η and ID0 can be obtained through SPICE simulation, as shown in Fig. 3.2(a).

Such drain current variation then causes significant power and performance vari-

ation in analog design.

To address this issue, various analog design techniques are proposed to re-

duce the impact of variations. In particular, post-silicon tuning is widely used

to calibrate process variation after fabrication using tunable elements. Examples

of tunable elements can be found in Fig. 3.1. In those tuning elements, digital

binary control signal is adopted because digital signal is not sensitive to noise and

as a result, makes itself immune to variation sources. Those digitally tuned ana-

log circuits conceptually operate as a digital-to-analog conversion (DAC) circuit.
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Figure 3.2: Vth variation model (a) and current mirror with Vth mismatch (b).

By given a control signal i.e. D, an analog output i.e. A, is produced propor-

tionally. There are two major design aspects for digitally tuned analog circuits:

least-significant-bit (LSB) size and resolution. The LSB size determines the mini-

mum step in the digital-to-analog conversion. In the CMOS current source shown

in Fig. 3.1(a), for example, it physically represents the drain current for the LSB

transistor (ILSB). In the capacitance array shown in Fig. 3.1(b), it represents the

minimum size capacitance (CLSB) in the array. Resolution, on the other hand, is

the number of bits used as input control signal. Given the LSB size and resolu-

tion, the tuning range can be directly determined. In this chapter, we denote its

resolution as β and the LSB size as γ.

An example of a digital-to-analog conversion curve is shown in Fig. 3.3. As-

sume that digital input D is designed to generate analog output A. With the Vth

variation, however, the conversion curve becomes nonlinear, and input D gener-

ates output with a ∆A deviation with respect to A. To make the analog output

closer to the desired value, one can change the input from D to D′ and, there-

fore, a smaller deviation ∆A′ can be obtained. In general, post-silicon tuning is

performed by increasing or decreasing the input stepwise to find the minimum

deviation.

By applying the tuning technique, the effect of process variation can be sig-
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Figure 3.3: Post-silicon tuning through DAC

nificantly reduced. Extra circuits, however, are needed to provide tunability. We

assume D = [100] and generate A = 4 · ILSB in Fig. 3.3. In addition to the

required 4 LSB current sources, we need to implement a total of 7 LSB current

sources to achieve 3-bit tunability, almost doubling the required area. Moreover,

extra sources add capacitance and can potentially increase power consumption.

Therefore, an optimal balance between the performance and area/power cost con-

sidering system design and post-silicon tuning must be found.

3.3 Problem Formulation

Without loss of generosity, analog design-time optimization can be described to

determine the optimal design parameters to maximize the parametric yield, sub-

ject to the power and area constraints 1. Mathematically,

(P0) max Prob(F (x) ≤ f̄) (3.2)

s.t. P rob(P (x) ≥ p̄) ≤ ǫ, (3.3)

A(x) ≤ ā (3.4)

xl � x � xu, x ∈ Rk (3.5)

1Note that we can also formulate the problem to minimize the power with given performance and area

constraints. The joint optimization problem to be proposed can be re-formulated accordingly, and the same

optimization framework still applies with little change.
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where F (·), P (·), and A(·) represent the functions of performance metric, area,

and power, respectively. f̄ , p̄ and ā are the upper bounds of the performance

metric; power and area given by the design specifications; x is the vector of

length k formed by the design variables with lower bound xl and upper bound

xu given by the design specifications; k is the total number of design variables; ǫ

is a small positive number indicating the tolerance for power variation over the

upper bound p̄. Note that in the above formulation we have assumed process

variation has little impact on the area and the cut-off metric for the performance

is an upper bound.

With post-silicon tuning, we first consider the special structure of the digitally

tuned elements, as shown in Fig. 3.1. In this work, we adopt a simple but direct

method based on the unit cell design technique for the tunable element. An

example of a unit cell for the CMOS current source is shown in Fig. 3.4(a). Assume

that we have characterized a total number of m unit cells with different transistor

width/length and bias voltage under the condition that they all draw the same

amount of current Iunit. Each unit cell αi represents a set of transistor W/L and

bias voltage Vb, where 0 ≤ αi ≤ m. Any larger transistor, which draws larger

current and provides larger swing at the output, can be obtained by connecting

the unit cells of the same type in parallel. Such parallel connection ensures linear

relationship for the parasitic capacitance and current driving capability, which is

measured by output swing and delay as shown in Fig. 3.4(b). Moreover, by limiting

the maximum number of connected cells, the transistor-level biasing constraints

can be guaranteed to ensure all transistors work in the desired operation region.

Note that similar unit cell design methodology can be extended to other digitally

tuned elements, such as capacitance array.

As a result, the parametric yield can be rewritten as

Prob(F̂ (x,α,β,γ) ≤ f̄) (3.6)
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where F̂ (·) is the performance metric after tuning, α are the indices of the types of

unit cell design, and β are vectors representing the resolution used for the digitally

tuned elements. γ are the LSB sizes in terms of the number of unit cells used

to implement the LSB of the digitally tuned element. In addition, post-silicon

tuning also affects the power consumption, and (3.3) can be rewritten as

Prob(P̂ (x,α,β,γ) ≥ p̄) ≤ ǫ, (3.7)

where P̂ (·) is the power consumption after tuning.

Combining the above discussion, the joint design-time and post-silicon opti-

mization can be extended from (P0) as

(P1) max Prob(F̂ (x,α,β,γ) ≤ f̄) (3.8)

s.t. P rob(P̂ (x, α,β,γ) ≥ p̄) ≤ ǫ (3.9)

A(x, α,β,γ) ≤ ā (3.10)

xl � x � xu, x ∈ Rk (3.11)

0 � α � m1, α ∈ Zn (3.12)

0 � β, β ∈ Zn (3.13)

0 � γ, γ ∈ Zn, (3.14)

where m is the total number of unit cell designs and n is the total number of

tuning elements in the circuit. Note that there is no explicit bound necessary for

β and γ as they are implicitly bounded by the power and area constraints (3.9)

and (3.10).

3.4 Optimization Framework

(P1) is hard to solve in general because it is a mixed integer non-convex program-

ming problem, the complexity of which grows exponentially with the number of

integer variables (the dimension of the vectors α, β and γ). Therefore, we pro-
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pose to separate the integer variables and the continuous variables. We define a

new function Z(t) as the optimum value of (P1) when x = t. If (P1) is infeasible

at x = t, then Z(t) = −∞. Accordingly, P1 is equivalent to an unconstrained

nonlinear optimization problem with a continuous feasible region:

maxZ(t), t ∈ Rk, (3.15)

which can be solved efficiently by the first order gradient method if we can evaluate

Z(t) and ∂Z(t)

∂t at any point t = t̂ to find local maximum. Below we will discuss

how to evaluate the function value and first order derivative efficiently.

3.4.1 Algorithm Overview

To evaluate Z(t) we need to solve problem (P1) for given x = t, i.e.,

(P2) Z(t) = max Prob(F̂ (t,α,β,γ) ≤ f̄) (3.16)

s.t. P rob(P̂ (t, α,β,γ) ≥ p̄) ≤ ǫ (3.17)

A(t, α,β,γ) ≤ ā (3.18)

0 � α � m1, α ∈ Zn (3.19)

0 � β, β ∈ Zn (3.20)

0 � γ, γ ∈ Zn, (3.21)

with variables α, β and γ. (P2) is an integer programming problem, which is an

NP-hard problem. Though software does exist in literature to solve general integer

programming problems, in this work we propose an optimization framework to

efficiently solve it using the special properties of digitally tuned analog circuits.

As delineated in Algorithm 1, the optimization framework combines the branch-

and-bound (BnB) algorithm with the gradient ascent method (GDA). Assume that

we know how to partition the feasibility space into different regions and how to

efficiently obtain an upper bound of the objective function (3.16) for each region.

Then, according to the principles of the BnB algorithm, we can prune regions that
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Figure 3.4: (a) Unit cell design. (b) Swing and delay vs. number of parallel-con-

nected cells.

have an upper bound worse than the existing solutions, thereby maximizing the

performance metric. If a region cannot be pruned, we employ GDA optimization

to find a local maximum in it. The final solution Z(t) is obtained by comparing

the optimal solutions found in each unpruned region.

To evaluate the first order derivative ∂Z(t)

∂t , a direct method would be to use

the finite different method: Compute Z(t + δei) (1 ≤ i ≤ k) for some small

positive number δ, where ei is a unit vector with the ith element equal to 1 and

other elements equal to 0. Then the ith element of ∂Z(t)

∂t can be obtained by

∂Z(t)

∂ti
≈ 1

δ
(Z(t + δei) − Z(t)). (3.22)

As such, the cost for evaluating ∂Z(t)

∂t would be quite expensive as we would have to

solve k integer programming problems. Note that k is the total number of design

variables, which can be quite large in practical problems. This urges us to turn to

some alternative approach to approximate the computation with affordable cost.

As delineated in Algorithm 1, since we can obtain the upper bound of the

objective function in each region efficiently, the upper bound of Z(t) is just the

maximum of all those upper bounds. Denoting the upper bound of Z(t) as Z̄(t),

the derivative of Z(t) can be approximated by applying finite difference method
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on Z̄(t), i.e.,
∂Z(t)

∂ti
≈ 1

δ
(Z̄(t + δei) − Z̄(t)). (3.23)

Note that the accuracy of the approximation depends on how the upper bound is

calculated. If the upper bound is tight, then the approximation will converge to

the exact derivatives.

Next we will discuss how to solve the two critical sub-problems: (P3) how to

partition the feasible space and derive the upper bound of the objective function

for each partitioned region and (P4) how to use the GDA method to find a local

maximum in each region that cannot be pruned.

Algorithm 2 BnB+GDA algorithm framework for computing Z(t) and ∂Z(t)

∂t .

Evaluate (3.16) to get ẑ by initial guess.

(P3): Partition the feasible space Ω into regions ωi (1 ≤ i ≤ d) and derive the upper bound of the objective

function z̄i in each region.

Z̄(t) = maxi{zi}.

for i = 1; i ≤ d; i++ do

if z̄i ≤ ẑ then

Continue;

else

(P4): Solve (P2) in ωi for optimal value z̃i by the GDA method.

if z̃i ≥ ẑ then

ẑ = z̃i.

Z(t) = ẑ.

Evaluate Z̄(t + δei) for a small positive number δ.

∂Z(t)
∂ti

≈ 1
δ
(Z̄(t + δei) − Z̄(t)).

3.4.2 Partitioning and Bound Estimation

From Algorithm 1 we can see that the BnB+GDA framework offers a trade-off

between runtime and quality: a finer partition of the solution space results in fewer

local optimums in each region and accordingly, better GDA optimization quality,

but at the cost of a increased runtime for the BnB algorithm as the number of

total regions increases. In this work, we partition the solution space according to
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the unit cell index and LSB size of each tap. In other words, each region has a

unique set of unit cell indices and LSB sizes. Our experiments show that such

partitioning provides a good balance between the runtime and the solution quality.

In general, the yield upper bound for a given region is hard to compute. For-

tunately, in this particular type of problem, where digitally tuned analog circuits

are involved, we are able to obtain the bound through a special relaxation. Sup-

pose we can solve (P2) without power and area constraints, then such an optimal

value can serve as the upper bound of the constrained problem (P2) since we have

expanded the feasible space. Note that such an upper bound might not be a tight

one since the corresponding solution may violate the area or power constraint.

To solve (P2) without constraints, we need to resort to its physical meaning:

given the unit cell design and LSB sizes, find the optimal resolution that gives the

maximum yield. The optimal resolution can be determined according to the target

values for the tuning parameters in an iterative way, as delineated in Algorithm 2.

The iterative procedure is required because in most cases the target values are also

related to the resolution due to the area-dependent parasitics. In experiments, we

find that the algorithm converges quickly within two or three iterations. The

optimality of the solution is guaranteed because any increase in the resolution

only increases the total area and the parasitics while the minimum distance to the

target values remains the same, which will downgrade the performance.

3.4.3 Gradient Ascent Method

Given the partitioning method discussed in the previous section, if a particular

region cannot be pruned by comparing its upper bound with the current solution,

we need to solve (P2) for optimal β with given unit cell indices α̃ and LSB size

set γ̃.

In essence, the gradient ascent method sequentially takes steps in a direction

41



Algorithm 3 Yield upper bound computation for given unit cell design and LSB

sizes (P3).
INPUT: Unit cell indices α̃ and LSB sizes γ̃;

OUTPUT: Yield upper bound z̄;

INIT: Set initial guess β(0); k = 1;

while maxk |β(k) − β(k−1)| > ǫ||β(k−1)|| do

Calculate the system parasitics according to α̃, γ̃ and β(k);

Update system response;

Find the target optimal values for all tuning parameters ;

Determine β(k+1) according to α̃, γ̃ and the target optimal values;

k = k + 1;

z̄ = Prob(F̂ (t, α̃, β(k), γ̃) ≤ f̄);

proportional to the gradient, until a local maximum of the objective function

is reached [BV04]. At each step we increase/decrease each variable by 1 and

check the change of the objective function. Note that by doing so we are actually

computing the gradient because all the variables are integers. We then move along

the direction that causes the maximum increase. This is iteratively done until the

relative change of the objective value is below a certain threshold. The termination

of the algorithm indicates that one of the local maxima has been reached or that

we have reached the boundary. The initial guess for the GDA can be arbitrarily

chosen. In our experiments, we found that it did not influence runtime or quality

significantly for both of the examples studied. In addition, we observed that the

algorithm always converges to local optimum within two or three iterations.

Next we will use a high-speed serial link as our application and provide two

analog design examples, the transmitter design and the phase-lock loops (PLLs)

design, to demonstrate our joint optimization framework.

3.5 Transmitter Design in High-speed Serial Link

The system diagram of a high-speed serial link is shown in Fig. 3.5. At the trans-

mitter end, the pre-driver drives the FIR pre-emphasis filter at the designated
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Figure 3.5: System diagram of a high-speed serial link.

data rate. The pre-emphasis filter is used to counteract the inter-symbol interfer-

ence (ISI) [TBP05] caused by the bandwidth-limited channel, which behaves as

a transmission line and can be characterized by the Telegrapher’s equations with

RLGC per-unit-length model. The pre-emphasis filter can be expressed as

bi =
n−1
∑

j=0

Wjai−j , (3.24)

where n is the number of filter taps, Wi is the tap coefficient for tap i, and ai is the

transmitted non-return-to-zero (NRZ) symbol. At receiver end, the pre-amplifier,

along with the slicer decision circuit, is responsible for detecting the data from

the received signal. Moreover, the clock is embedded in the transmitted data and

the clock data recovery (CDR) sub-system is used to extract the clock from the

serial data stream.

In order to focus on the transmitter optimization, in our first example, we

assume that the frequency domain response for the channel and the receiver is

given. In addition, we assume that an ideal sampling clock is obtained through

the receiver CDR circuits.
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3.5.1 Design-time Optimization

The performance of the overall system is usually quantified in terms of BER, the

rate at which errors occur during data transmission. To start with, we formulate

the design-time optimization problem to minimize the BER of the system subject

to power and area constraints. The design variables include the number of taps

n of the filter, the transistors sizing W/L, and the bias voltage Vb in the CMOS

current source. Assume that we have characterized a total number of m unit cells

and each unit cell αi represents a set of transistor W/L and bias voltage Vb, as

shown in Fig. 3.4.

Since directly measuring the BER requires a long period of time, error vector

magnitude (EVM) is used in this work to estimate the BER because of their

monotonic relationship [SNS08].

EVM =

√

1

M

∑M
1 |ri − ai|2
|rmax|2

, (3.25)

where

ri =
∞

∑

j=−∞

bjpi−j + ni, (3.26)

is the received data with respect to filter output bi from (3.24), time domain

symbol response pi, and circuit thermal noise ni. Moreover, rmax is the outermost

received data in the constellation andM (usually less than 104) is the total number

of data used for computation. We can easily map the EVM to the BER from table

look-up and accordingly, the objective function (3.2) takes the form

Prob(BER(n,α) ≤ f̄). (3.27)

The area A(n,α) and power P (n,α) of the transmitter are mainly contributed

by the pre-emphasis filter and the pre-driver, i.e.

A(n,α) = Apre−driver(n,α) + Afilter(n,α), (3.28)

P (n,α) = Ppre−driver(n,α) + Pfilter(n,α). (3.29)
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For tap i (1 ≤ i ≤ n), we use unit cells of type αi (1 ≤ αi ≤ m) with the parasitic

capacitance Cαi

unit and the occupied area Aαi

unit. The required number of cells qi for

that tap is determined by its coefficient Wi and the unit current Iunit:

qi = ⌈ Wi

Iunit

⌉. (3.30)

Accordingly, the total area used in the pre-emphasis filter can be calculated as

Afilter(n,α) =

n
∑

i=1

qiA
αi

unit. (3.31)

The total parasitic capacitance Cpara can be calculated as

Cpara(n,α) =
n

∑

i=1

qiC
αi

unit. (3.32)

The power consumed by the filter (Pfilter) contains both static power and

dynamic switching power and can be expressed as

Pfilter(n,α) = ρ
n

∑

i=1

qi · Iunit · Vdd + (1 − ρ)f · V 2
dd · Cpara, (3.33)

where f is the data rate. ρ is the ratio between static power and total power,

which depends on detailed delay and switching probability and can be obtained

from simulation.

The pre-driver is designed according to the total gate capacitance at the filter

input Cgate =
∑n

i=1 qiC
αi
g , where Cαi

g is the input transistor gate capacitance of

unit cell αi. We assume the pre-driver is designed through logic effort using a

simple inverter chain. Note that other configurations like CML pre-drivers with

swing control can also be applied. As a result, the occupied area can be determined

by

Apre−driver = Ainv · (1 + fp + · · · fp
Np), (3.34)

where Np = ln⌊Cgate

Cinv
⌋ and fp = (Cgate

Cinv
)

1
Np . Ainv and Cinv are the area and input

capacitance for a unit inverter and Np is the number of pre-driver stages. The

pre-driver consumes only dynamic power:

Ppre−driver =
1

2
f · vdd2 · Cinv · (1 + fp + · · · fp

Np). (3.35)
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Figure 3.6: Power and performance variation for 1000 die samples by Monte Carlo

simulation: (a) without tuning and (b) with tuning.

Combining (3.27)-(3.35), the optimization problem can then be mathematically

formulated as shown in (P0).

3.5.2 Post-silicon Tuning and Joint Optimization

In the presence of process variation, assuming transistor threshold voltage Vth

has a normal distribution with 10% variation [YLN08], the power consumed by

the transmitter varies by 30% variation and the BER varies in the magnitude of

108× for the same design, as demonstrated in Fig. 3.6(a). By applying the tuning

technique, simulation results show that the span of power and BER variation

becomes much smaller as shown in Fig. 3.6(b). Extra circuits, however, are needed

to provide this tunability and an optimal balance between the performance and

area/power cost has to be found.

To cast the problem into the format of (P1), we need to find F̂ (·), Â(·) and

P̂ (·). The F̂ (·) is straightforward to obtain:

F̂ = BER(α,β,γ), (3.36)

where α is the vector indicating the LSB design for each tap. β and γ are vectors

in Rn containing resolution and LSB size for each tap, and ē is the allowed BER

upper bound. Note that the number of taps n is no longer a variable: by allowing
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βi = 0, tap i is removed. Accordingly, we only need to specify nmax, a maximum

number of taps to be considered (nmax = 10 in this work).

The power Pfilter (3.33) and area Afilter (3.31) of the pre-emphasis filter also

need to be modified with the introduction of the DAC:

Pfilter = ρ

nmax
X

i=1

Di
T [2βi−1, · · · , 20] · γiIunit · Vdd + (1 − ρ)f · V 2

dd · Cpara, (3.37)

Afilter(α, β, γ) =
n

X

i=1

2βiγiA
αi

unit, (3.38)

Cpara =

nmax
X

i=1

2βiγiC
αi
unit. (3.39)

Note that vector Di represents the digital control bits and Pfilter becomes a

distribution instead of a deterministic value because of the Iunit variation from

Vth mismatch. The other calculations are kept the same and the total area and

power can be obtained by (3.28) and (3.29), accordingly.

3.6 PLL Design in High-speed Serial Link

Phase locked-loops (PLLs) are widely used to generate well-timed on-chip clocks

in high-speed transceivers [Raz96]. Any timing jitter or phase noise significantly

degrades the performance of the system, especially as operating frequency in-

creases.

Timing jitter can be expressed as σ∆T = (T/2π) · σ∆φ, where ω0 is the clock

frequency, T = 2π/ω0 is the clock period, and σ∆φ is the phase jitter of the clock.

Phase jitter is defined as the standard deviation of the phase difference between

the first cycle and mth cycle of the clock [MK02].

An example of second-order PLL as shown in Fig. 3.7 comprises of several

components: (1) the phase frequency detector, (2) the charge pump, (3) the loop

filter, and (4) the voltage-controlled oscillator. Phase and frequency detector is

used to detect phase and frequency difference and provides the UP/DN signal to
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Figure 3.7: Tunable and adaptive bandwidth PLL. [SLK00]

the charge pump. The charge-pump circuit comprises of two switches driven by

the UP and DN signal and injects the charge into or out of the loop filter capacitor

(CCP ). The combination of charge-pump and CCP is an integrator that generates

the average voltage of UP (or DN) signal, VCtrl, and adjusts the frequency of the

subsequent oscillator circuit. In Fig. 3.7, a power-supply regulated ring oscillator

is shown with the voltage-to-frequency gain KV CO. The VCO output frequency

is controlled by its supply voltage VCtrl.

3.6.1 Design-time Optimization

The performance of PLL is measured by its output clock jitter. The jitter mainly

comes from the reference clock (Nin) and VCO (NV CO), which can be expressed

as [MK02]:

Jitter = σ2
∆T =

8

w2
0

∫ ∞

0

Sφ(f)sin2(πf∆T )df, (3.40)

and

Sφ(f) =
Nin

f 2
· |Hnin(j2πf)|2 +

NV CO

f 2
· |HnV CO(j2πf)|2. (3.41)

Note that Hnin and HnV CO are the noise transfer functions of the reference clock

noise (Nin) and VCO noise (NV CO) accordingly. Here we assume white noise

sources and ignore the noise from the clock buffers.
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Considering the PLL shown in Fig. 3.7, the noise transfer functions Hnin and

HnV CO can be expressed using PLL design parameters:

Hnin(s) =
φout

φnin

=
KloopRCCP s+Kloop

s2 +KloopRCCP s+Kloop

=
2ζωns+ ω2

n

s2 + 2ζωns+ ω2
n

(3.42)

HnV CO(s) =
φout

φnV CO
=

s2

s2 +KloopRCCPs+Kloop

=
s2

s2 + 2ζωns+ ω2
n

, (3.43)

where Kloop = ICP1/(2πCCP )KPDKV CO, ωn =
√

Kloop, ζ =
√

KloopRC/2, R =

(ICP1/ICP2)(1/gmOP ) [MK02]. We can see that the noise from the input reference

clock and VCO are filtered through low-pass and high-pass filters, respectively.

As a result, the jitter performance is a function of the PLL design parameters

ωn and ζ . Fig. 3.8(a) shows an example of output root-mean-square (RMS) jitter

with respect to the damping ratio (ζ) for a fixed ωn = 0.06ω0. Moreover, in the

case of tunable PLL shown in Fig. 3.7, the natural frequency varies proportionally

to
√
ICP1 and the damping factor is proportional to ICP2/

√
ICP1 [SLK00]. By

finding an optimum value of the absolute value and relative ratio of ICP2 and
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ICP1, we can minimize the PLL output jitter. We write the objective function of

the design-time optimization as (3.2):

Prob(Jitter(α) ≤ f̄), (3.44)

where α is a vector which represents the number of unit cells used in the charge

pumps. In other words, it represents the value of ICP1 and ICP2. An example

of the relation between output RMS jitter and the current ratio for the charge

pumps (ICP2/ICP1) is shown in Fig. 3.8(b), with a fixed ICP1.

For the design-time optimization, we want to minimize the output clock jitter,

subject to power and area constraints. The design parameters are the charge

pump currents ICP1 and ICP2. The power consumption of the charge pump can

be calculated by an approach similar to the one used in our first transmitter design

example. Assume we use unit cells of type αi (1 ≤ αi ≤ m) with unit current Iαi
,

then the required number of cells qi for the charge pump i can be determined by

qi = ⌈ICPi

Iαi

⌉. (3.45)

As a result, the power consumed by the charge pump is:

PCP (α) =
∑

i

1

2
(2πω0) · (1 +

1

ηi

) · qiIαi
· Vdd, (3.46)

where ηi represents the current mirror ratio for the biasing circuit of the charge

pump i. The area can also be approximated using the similar method and details

can be found in our first example. As a result, the optimization problem is math-

ematically formulated as shown in (P0). Note that the power dissipated by PLLs

is often a small fraction of total active power. However, it can be quiet significant

during sleep modes where the PLL must remain locked.

3.6.2 Post-silicon Tuning and Joint Optimization

In the presence of process variation, the output RMS jitter varies for the same

design because of the variations on ICP1 and ICP2, as demonstrated in Fig. 3.9(a).
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Figure 3.9: Probability density for output jitter(%). (a) without tuning (b) with

tuning circuit and optimized digital control.

To reduce the impact of process variation and improve the parametric yield, post-

silicon tuning techniques can be applied. Fig. 3.10 shows a schematic of the

charge pump circuit with digitally tuned elements placed in the biasing circuit.

By applying a proper digital control signal D, the charge pump current ratio can

be optimized to reduce the output jitter under the impact of process variation.

The resulting histogram can be found in Fig. 3.9(b).

As discussed in Section III, we can change the objective function to the Jitter

parametric yield as

Prob(Jitter(η,α,β,γ) ≤ f̄), (3.47)

where α is the vector indicating the LSB design for each tap in the tunable

element. β and γ contain resolution and LSB size for each charge pump and η

represents the biasing current ratio; f̄ is the allowed jitter upper bound. The

power consumed by the charge pump can be re-written as

PCP =
∑

i

1

2
(2πω0) · (1 +

1

ηi
) · Di

T [2βi−1, · · · , 20] · γiIαi
· Vdd.

Note that in this example, the tunable element is inserted in the biasing part

with bias ratio η, which is considered as part of the design parameters x in (P1).

When η ≪ 1, only a small amount of current in the biasing circuit is required
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Figure 3.10: Charge pump schematic [SLK00].

to generate ICP . As a result, the power consumed and the area occupied by the

digitally tuned element can be ignored. In this case, however, the LSB size in the

charge pump current becomes 1
η
γIα, which is increased when η is decreased. The

effect of tuning is reduced and may not provide the desired yield. On the other

hand, when η ∼ 1, the tunability is maximized but the power and area consumed

by the tunable element is also increased. Obviously, a good balance needs to be

found through our proposed framework.

3.7 Experimental Results

We extract the model parameters by SPICE simulation in IBM 90nm technology

and implement the proposed algorithm in MATLAB. All the experiments are run

on a Windows server with Pentium IV 3.2GHz CPU and 2G RAM.

3.7.1 Transmitter Design

We compare our algorithm with three different methods: no-tunability design,

maximum tunability design, and design heuristic from designer’s perspective. The

design heuristic is guided by the designers’ experience [VMA03,LL08]: (1) total

number of filter taps is iteratively determined by the channel response and the

LMS algorithm. (2) assume that each tap of the filter has the same LSB size;
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Figure 3.11: BER distribution for four different designs.

(3) the LSB size is determined by considering the maximum and minimum filter

coefficient. This design methodology serves as a heuristic for this joint optimiza-

tion problem and essentially solves the problem in a reduced solution space. The

no-tunability design sets the resolution to be 1 (βi = 1) for all taps and max-

imizes the precision of a pre-set pre-emphasis filter. The maximum tunability

design uses only one-tap filter (nmax = 1) to allow maximum adjustability. The

no-tunability design and maximum tunability design also serve as the representa-

tive of maximum design-time effort and maximum post-silicon effort, respectively.

For fair comparison, the data rate for all the designs is set to be 5GHz and

the threshold BER for yield ē = 1.0× 10−15. In our experiments, we assume that

the channel is a 30cm differential microstrip line on FR-4 substrates and that

the receiver has ideal timing recovery. We also assume that Vth variation follows

normal distribution.

We first present the BER distribution with 20% Vth variation based on 10K
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Monte Carlo runs in Fig. 3.11. The area is constrained to 1000um2 and the

power is constrained to 10mW . First, for all the four methods, the distributions

show strong non-symmetry and non-Gaussianity. This should be attributed to

the non-linear relationship between the Vth and BER. Second, we can see that the

ranges of BER vary for the four methods: the maximum and minimum tunability

design gives the smallest and largest variations respectively, with the other two

methods in between. This is in accordance with the intuition that more tunability

corresponds to less variation. Third, we can see that our design gives the smallest

mean BER while the minimum tunability design gives the largest mean BER.

Moreover, compared with the design heuristic, our design optimizes the BER

distribution with better mean and smaller variance. This verifies that our joint

design-time and post-silicon optimization can significantly improve performance

when compared with design-time or post-silicon only optimization, or the heuristic

method.

Next, we quantitatively study how the yield from our design and design heuris-

tic vary with respect to different area constraints for fixed power (P = 10mW )

and 20% Vth variation. 2 The yield is defined as the percentage of the chips

meeting the BER as in (3.6). The results are presented in Fig. 3.12 (a). From

the figure we can see that for different area specs, our design always gives a larger

yield than the design heuristic. Moreover, with the tightening of the area spec,

the yield degradation of our method is slower than the design heuristic. When

the area is limited to 700um2, we have a 47% yield improvement over the design

heuristic. Finally, it is interesting to note the area saturation effect: When the

area constraint is larger than 1200um2, the yield does not improve because the

design is dominated by the power constraint. We observe that for the 10mW

power limit, the optimized design area cannot exceed 1200um2, regardless of the

2 The BER distributions from our design and design heuristic are better than those from the no/maximum

tunability designs in orders of magnitude, thus rendering the yield of the latter two designs close to zero for the

same threshold. Accordingly we exclude them for the quantitative comparison.
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Figure 3.12: Yield curves for our designs and design heuristic with respect to area

(a), power (b) and Vth (c).

maximum area allocated. This verifies our discussion that the power and area

constraints are strongly coupled.

A similar study is conducted with respect to different power constraints for

fixed area (A = 1000um2) and 20% Vth variation as shown in Fig. 3.12 (b). From

the figure we can see that for different power specifications, our design also gives

better yield and better scalability than the design heuristic. When the power is

limited to 8.5mW , we have a 35% yield improvement over the design heuristic.

The power saturation effect is also observed here when the area constraint becomes

dominant. In addition, we study how the amount of Vth variation affects the yield

for the four methods for fixed power (P = 10mW ) and area (A = 1000um2)

constraints. Although Vth variation is not explicitly listed as a constraint and

only appears in the power and area constraints, it affects the yield significantly.

Our design improves the yield by 40% when compared with the design heuristic
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Figure 3.13: Yield for our algorithms and design heuristic w.r.t power (a) and Vth

(b) in the PLL.

with 30% variation, as shown in Fig. 3.12 (c). In terms of runtime, the developed

framework is very efficient. For different power and area constraints, the runtime

varied between 30 minutes and 1 hour.

3.7.2 PLL Design

The same optimization framework is applied to a PLL design example and the

result is provided in Fig. 3.13. We compare our algorithm with the design heuristic

that has optimal ICP1 and ICP2 values through design time optimization and

tunable elements in the biasing circuit consumes negligible power [MK02]. The

reference clocks of the PLL for both designs are set to 700MHz. We assume that

the Vth variation follows normal distribution. The yield is defined as the percentage

of the chips meeting the jitter requirement, as in (3.47). The experiment was

conducted with respect to different power constraints for fixed area and 30% Vth

variation, as shown in Fig. 3.13(a). From the figure we can see that for different

power specs, our design provides better yield than the design heuristic and obtains

up to 29% yield improvement. In Fig. 3.13(b), when the power is limited to 17mW ,

we have a 56% yield improvement over the design heuristic.
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3.8 Conclusions

Joint design time and post-silicon optimization for analog circuits has been an

open problem in literature, given the complex nature of analog circuit modeling

and optimization. In this chapter we formulate a co-optimization problem for

digitally tuned analog circuits to optimize the parametric yield, subject to power

and area constraints. A general optimization framework combing the branch-and-

bound algorithm and gradient ascent method is proposed. We demonstrate our

framework with two examples in high-speed serial link, the transmitter design and

the phase-locked-loop (PLL) design. Experimental results show that compared

with the design heuristic from analog designers’ perspective, joint design-time

and post-silicon optimization can improve the yield by up to 47% for transmitter

design and up to 56% for PLL design under the same area and power constraints.

57



CHAPTER 4

Modeling and Application of Multi-Port TSV

Networks in 3D IC

4.1 Introduction

As traditional CMOS scaling pace gradually slows down, three-dimensional (3D)

integration offers another dimension of scaling by means of stacking functional

blocks vertically and providing high integration density, fast signal transmis-

sion, low power consumption, and heterogeneous integration opportunities in the

”More-than-Moore” era [BSK01, BAC07]. Through-silicon-via (TSV) has been

well regarded as a key component in 3D integration, connecting chips vertically

with shortened electrical delay and providing extremely dense I/O connections.

While TSV fabrication technologies have progressed [PBW08], it is vitally im-

portant to understand TSV electrical properties accurately and efficiently for 3D

system-performance analysis and subsequent design optimization.

In order to evaluate electrical behavior including delay, power consumption,

signal integrity (SI), and power integrity (PI) for 3D ICs, it is desirable to have a

SPICE-compatible equivalent circuit model for TSV networks. One approach is to

employ an accurate, full-wave numerical simulator. However, this method is slow

and memory intensive. Consequently, it is not suitable for large-scale analysis

and design optimization. The partial element equivalent circuit (PEEC) model

[Rue72,RB73] has been widely used in inductance and capacitance extraction tools

for planar on-chip traces. In a typical PEEC model, the reference has to be defined
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ox

Figure 4.1: Multi-port TSV network example: A M ×N TSV array

at infinity for partial inductance and capacitance [RB73,HCL99]. However, when

applying the PEEC model to TSV networks, the complex 3D metal-insulator-

semiconductor (MIS) structure of TSV and the lossy silicon substrate make it

difficult to find the partial inductance and partial capacitance efficiently.

Instead, an extensive amount of work has been done to model a single signal-

ground pair of TSVs analytically [PRK07,PCK10,CFB09,XL11,XLS10,XKS11].

As in [XLS10,XKS11], compact RLGC models for a single pair of TSVs are pro-

posed for a wide frequency range, with consideration of the MOS depletion region

effect, the alternating-current (AC) conduction and eddy currents in silicon, and

the skin effect in TSV metal. Though these two-port TSV pair models are already

verified against electrostatic measurements as well as electromagnetic (EM) simu-

lations, they are no longer valid for any pairs of the TSV in the array structure, as

the other surrounding TSVs can affect the distributions of electromagnetic fields.

To model multi-port TSV networks, [SRI11] and [PKC11] both proposed empir-

ical parasitic models for various TSV array structures by dimensional analysis

and curve fitting through EM simulations. These multi-TSV models, however,

are only available for a limited number of multi-TSV arrangements and, again,

cannot be applied to general multi-port TSV networks.

In this chapter, we introduce a comprehensive yet accurate modeling method-
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ology to expand TSV pair models for general multi-port TSV networks based on

the proposed pair-based equivalent circuit model. An example of a multi-port

TSV network is shown in Fig. 4.1. In our proposed method, we extend the

PEEC method with impedance and admittance between TSV pairs and provide a

frequency-dependent SPICE-compatible RLGC equivalent circuit for a multi-port

TSV network. Design studies to evaluate crosstalk and power integrity of TSV

arrays are also discussed based on our proposed multi-TSV modeling techniques.

4.2 Preliminary on TSV Modeling

The characteristics of TSV are dependent on its geometrical parameters such as

TSV radius (rvia), height (H), oxide layer thickness (tox), center-to-center distance

or pitch (d), and electrical parameters such as metal conductivity (σmetal), oxide

permittivity (ǫox), and the silicon substrate permittivity (ǫSi) and conductivity

(σSi).

The conventional PEEC method, firstly proposed in [Rue72,RB73], could be

applied to extract the inductance and the capacitance between each conductor

cylinder in the TSV Networks. The partial inverse capacitance matrices (Ps) and

the inductance matrices (L) are defined as

Psij
=

1

AiAj

∫

Si

∫

Sj

Gφ(r, r
′)dsds′, (4.1)

Lij =
1

aiaj

∫

Ωi

dv

∫

Ωj

dv′GA(r, r′)fi(r)fj(r
′), (4.2)

where Ai, Aj are the total surface areas and Si, Sj are the surfaces for conductor

i and j. Ωi, Ωj , ai, and aj are the volumes and cross section areas of conduc-

tor i and j, respectively. fi and fj are the current distribution functions over ai

and aj . Gφ(r, r
′) and GA(r, r′) are dyadic Greens functions for electric and mag-

netic potentials in MIS environments. However, the derivations of dyadic Greens

function in inhomogeneous medias are generally difficult problems and are often
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Figure 4.2: Structures and dimensional variables of a single TSV pair and its

RLGC equivalent circuit model [XLS10].

solved in spectrum domain [Che99]. The calculations of those Greens functions

are time-consuming as the numerical integration of Sommerfeld integrals has to

be performed [CYF91].

Instead, an extensive amount of work has been done to model a single signal-

ground pair of TSV analytically. In [PRK07, XL11, CFB09], a parametric and

frequency-dependent equivalent circuit model is developed by employing EM sim-

ulations. In [PCK10], a MIS structure signal-ground (SG) TSV equivalent circuit

model is proposed based on TSV physics and closed-form equations. In [XLS10],

an equivalent circuit model that considers the width of MIS depletion region for

a single TSV pair is proposed. With various models available for a TSV pair,

one-dimensional frequency-dependent RLGC parameters can always be extracted

from a two-port network, considering one TSV as the signal and the other as a

reference as shown in Fig. 4.2. These parameters are actually loop impedance

and admittance. For example, in [XLS10], the parallel admittance per unit TSV

height (Y ) can be expressed as a series of capacitances of the dielectric and silicon

depletion region (C1) and the coupling admittance due to bulk silicon (Y2),

Y = [2(jωC1)
−1 + Y −1

2 ]−1 = G+ jωC, (4.3)
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where ω is the radial frequency and

C1 = [
1

2πǫox

· ln(1 +
tox

rvia

) +
1

2πǫSi

· ln(1 +
wdep

rvia + tox

)]−1, (4.4)

Y2 = π(σSi + jωǫSi)/arccosh(
d

2
/(rvia + tox + wdep)), (4.5)

where wdep is the silicon depletion width. The depletion width is dependent on

the geometrical parameters, the Si/SiO2 interface charge due to plasma damage

during via-hole etching or dielectric deposition, the semiconductor type, and the

bias voltage. Specifically, take n-type silicon substrate in depletion/weak inversion

condition as an example, wdep can be determined by solving the relation between

the total charge and the electrical potential at the Si/SiO2 interface [XLS10],

π[(rvia + tox + wdep)
2 − (rvia + tox)

2] · qNd + 2π(rvia + tox)Qi =

−[V − φms − ψ(rvia + tox)] · 2πǫox/ln(1 +
tox

rvia
), (4.6)

ψ(rvia + tox) = (4.7)

−qNd

2ǫSi

· [(rvia + tox + wdep)
2ln(1 +

wdep

rvia + tox

) − 1

2
w2

dep − wdep(rvia + tox)],

where Nd is n-type bulk doping concentration, q is the elementary charge, Qi is the

interface charge density, V is the bias voltage, φms is the work function difference

between the TSV metal and the doped silicon, and ψ(rvia + tox) is the potential

drop in the depletion region.

The serial impedance per unit length (Z) can be treated as the sum of inner

impedance of the TSV (Zmetal), the outer inductance (Louter) and the resistance

due to eddy current in the substrate (Rsub) [XLS10], i.e.

Z = 2Zmetal + jωLouter +Rsub = R + jωL. (4.8)

Among them,

Zmetal =
(1 − j) · J0((1 − j)rvia/δmetal)

σmetal · 2πrviaδmetal · J1((1 − j)rvia/δmetal)
, (4.9)
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where δmetal =
√

2/ωµσmetal is the damping parameter for metal and J0 and J1

are the 0th order and 1st order Bessel functions of the first type.

Rsub =
ωµ

2
· Re[H(2)

0 (
1 − j

δSi
(rvia + tox + wdep)) −H

(2)
0 (

(1 − j)d

δSi
)], (4.10)

where δSi =
√

2/ωµ(σSi + jωǫSi) is the damping parameter for silicon substrate.

The purely real Rsub is physically due to eddy current. The outer inductance Louter

can be approximated by the reciprocal of the capacitance between two TSVs as

if the medium permittivity is 1/µ:

Louter ≈
µ

π
arccosh(

d

2rvia
). (4.11)

In [XKS11], the outer series impedance Rsub and Louter are further improved from

a 2D per-unit-length model to a first-order approximated 3D model when the TSV

height is comparable to the TSV pitch, where

Rsub ≈
H4ω2µ2σSi

12π
√

r2
via + 169

400
H2

− H4ω2µ2σSi

12π
√

d2 + 169
400
H2

, (4.12)

Louter ≈
µ

π
· [rvia +H · arcsinh( H

rvia
) −

√

r2
via +H2]

−µ
π
· [d+H · arcsinh(H

d
) −

√
d2 +H2]. (4.13)

The TSV pair model proposed in [XLS10,XKS11] is used in the rest of the chapter

to model each TSV pair in the multi-port TSV network. However, as long as these

impedance and admittance between a single TSV pair can be extracted through

other modeling techniques, simulation or even measurement, they can be directly

applied in our techniques for modeling multi-port TSV network.

4.3 Multi-port TSV Network Modeling
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4.3.1 Framework Overview

In this section, we propose a detailed procedure to reconstruct S × S RLGC

matrices for N TSVs with S signals and (N−S) ground TSVs. First, the potential

matrix can be expressed as the inverse of the capacitance matrix [RB73] and, for

a TSV pair with two individual conductors,

Ps =





Ps11 Ps12

Ps12 Ps11



 =





C11 + C12 −C12

−C12 C11 + C12





−1

, (4.14)

where C11 and C12 are the partial self and mutual capacitances defined when the

reference is set to be at infinity. For simplicity, we assume all the TSVs in the

network are identical. The pair-based capacitance Cp is defined as the capacitance

between two TSVs, with one TSV as the signal and the other one as the reference,

and can be expressed as

Cp = C12 + (C−1
11 + C−1

11 )−1 =
1

2(Ps11 − Ps12)
. (4.15)

In a multi-TSV network, as long as the charges uniformly distribute along

the surface of the TSV conductor 1 , the self terms Psii
, Psjj

and mutual terms

Psij
of two TSVs are solely determined by the media and the geometry of TSV i

and j themselves [RB73]. Thus, the partial potential matrix for a general N-TSV

network can be expressed as

Ps =











Ps11 Ps11 − 1
2Cp12

· · · Ps11 − 1
2Cp1N

...
...

. . .
...

Ps11 − 1
2CpN1

Ps11 − 1
2CpN2

· · · Ps11











, (4.16)

where Cpij
is the pair-based capacitance of a TSV pair between TSV i and j, which

can be obtained using (4.3), and Ps11 is the inverse of partial self capacitance for

1The charges in TSV are uniformly distributed as long as the center-to-center distance between TSVs is

more than 6× TSV radius such that the proximity effect can be neglected. A 3-TSV network example, includes

1 signal TSV and 2 ground TSV, is showed in Fig. 4.3. When TSV pitch is larger than 6X TSV radius, the

inductance error is saturated and the proximity effect can be neglected. When TSV pitch is less than 6X TSV

radius, the inductance error rises up dramatically due to the non-uniform current distribution on each TSV.
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Figure 4.3: The charge distribution and the inductance comparison of a 3-TSV

network show the proximity effect can be neglected when TSV pitch is larger than

6× TSV radius. The equivalent inductance is calculated at 20GHz based on our

methodology and the TSV pair model in [XKS11]. The results are compared to

Ansoft Q3D [ANS] with various TSV radius and pitch/radius ratios.

a single TSV. We again assume all the TSVs in the network are identical. To

obtain the inverse of the conductance matrix, G−1, for a general N-TSV network,

the procedure is the same as the Ps matrix.

A similar procedure can also be applied to construct the inductance matrix L

and resistance matrix R of a N-TSV network. Taking inductance as an example,

the inductance matrix L for two TSV conductors can be expressed as

L =





L11 L12

L12 L11



 =





L11 L11 − 1
2
Lp

L11 − 1
2
Lp L11



 , (4.17)

where L11 is the partial self inductance of a single TSV and Lp is the loop

inductance of a TSV pair. Fundamentally, in a multi-conductor system, the

self inductance of one conductor is solely decided by the conductor itself, while

the mutual inductance of two conductors is solely decided by the two conduc-

tors [Rue72, HCL99]. The full partial inductance matrix for a general N-TSV
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network can be expressed as

L =











L11 L11 − 1
2
Lp12 · · · L11 − 1

2
Lp1N

...
...

. . .
...

L11 − 1
2
LpN1

L11 − 1
2
LpN2

· · · L11











, (4.18)

where Lpij
is the loop inductance between TSV i and j. Again, for simplicity,

we assume all the self terms are the same and the loop inductance Lpij
can be

obtained for each TSV pair using (4.8).

For typical TSV geometry, Cpij
and Lpij

can be calculated easily, for example

by using equation (4.3) and (4.8). However, it is difficult to analytically calculate

Ps11 (or 1/C11) and L11 for a long cylinder with inhomogeneous media. Note the

reference for the full potential matrix Ps and the return path for the full inductance

matrix L are set to be at infinity. In reality, however, ground TSVs are designed

to be the return path and reference of the high-speed signals. In Section 4.3.2, it

can be proven that the reduced potential matrix Psr
and the reduced inductance

matrix Lr are independent of the values of Ps11 and L11 if at least one of the TSVs

is set as the reference of the network. Thus, we could simply choose both Ps11

and L11 as 0 to simplify our procedure. Physically, it means the relative potential

difference between any two TSVs is independent to the selection of the reference

point.

To get the reduced inductance matrix Lr and the reduced potential matrix

Psr
for a N-TSV network with (N −S) reference TSVs, we need to connect those

reference TSVs in parallel and set them as the current return path for the S signal

TSVs. Take a 3-TSV network with full inductance matrix L as an example. Since

V = jωL · I, then 1
jω
L−1 · V = I, or equivalently,

1

jω











(L−1)11 (L−1)12 (L−1)13

(L−1)21 (L−1)22 (L−1)23

(L−1)31 (L−1)32 (L−1)33





















V1

V2

V3











=











I1

I2

I3











. (4.19)
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Assume TSV1 is the only signal TSV and both TSV2 and TSV3 are reference TSVs.

After connecting them in parallel and setting V2 = V3, the reduced inductance

matrix L1 should satisfy

1

jω
L−1

1





V1

V2(= V3)



 =





I1

I2 + I3



 , (4.20)

with L−1
1 expressed as




(L−1)11 (L−1)12 + (L−1)13

(L−1)21 + (L−1)31 (L−1)22 + (L−1)23 + (L−1)32 + (L−1)33



 , (4.21)

or equivalently,

L1 = (A(L−1)A′)−1, where A =





1 0 0

0 1 1



 . (4.22)

We now set these parallel-connected reference TSVs as the current return path,

which means




V1

V2



 = jωL1





I1

−I1



 , (4.23)

and the resulting reduced impedance matrix Lr satisfies

(V 1 − V 2) = jωLr · I1, (4.24)

where I1 = −I2 − I3. As a result, Lr can be expressed as

Lr = (L−1)11 (4.25)

−((L−1)12 + (L−1)13) − ((L−1)21 + (L−1)31)

+((L−1)22 + (L−1)23 + (L−1)32 + (L−1)33),

or equivalently,

Lr = B(L1)B
′ = B(AL−1A′)−1B′, (4.26)

where

A =





1 0 0

0 1 1



 , B =
[

1 −1
]

. (4.27)
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Algorithm 4 Pair-based equivalent circuit method for N-TSV network modeling.
for i = 1 : N do

for j = 1 : N do

if i 6= j then

Zij = − 1
2
Zp;

(Y −1)ij = −1
2Yp

;

else

Zii = 0; (Y −1)ii = 0;

Rearrange Z and Y matrix, if necessary, for reference TSVs;

Prepare matrix A and B according to (4.30);

Zr = B(AZ−1A′)−1B′;

Yr = (B(AY A′)−1B′)−1

This procedure can be generalized to find the reduced impedance matrix Zr

and the reduced admittance matrix Yr for any N -TSV networks, where S of them

are signal TSVs and (N − S) of them are reference TSVs, with

Zr = B(AZ−1A′)−1B′, (4.28)

Yr = (B(AY A′)−1B′)−1, (4.29)

and

A =





I(S+1) 0

11×(N−S−1)



 , B =
[

IS −1S×1

]

. (4.30)

Note that S < N so that at least one of the TSVs is a reference. A is a (S+1)×N
matrix and B is a S× (S+1) matrix. Here we assume the first S TSVs in the full

Z and Y matrix are signal TSVs and the remaining (N − S) TSVs are reference

TSVs. If not, it can be re-arranged to this form by multiplying Z and Y with

permutation matrices. A summary of our proposed modeling methodology can be

found in Algorithm 1. The TSV loop impedance and pair-based admittance Zp

and Yp can be obtained through (4.8) and (4.3) or by other TSV pair models as

well.
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4.3.2 Pair-based Equivalent Circuit Model

In a typical PEEC model, partial inductance and capacitance of a open loop are

defined as the integration of the fields to infinity. Computational methods with

filament approximation were widely developed [Rue72,HCL99,RB73] based on the

concepts of those partial elements. In some situations, however, when integral-

equation based PEEC methods cannot obtain partial elements easily while the

loop or pair-based elements among filaments are available through other methods,

a numerical scheme as Algorithm 1 can be used to obtain circuit models for these

complex structures. The reference needs to be set on at least one or more filaments

in the network when applying Algorithm 1. The following derivations demonstrate

that the resulting equivalent circuit model for the network is only related to the

impedance and admittance between each pair of filaments. The information for

the partial self inductance and self capacitance with reference at infinity has no

effect on the resulting equivalent circuit model. Note in the modeling of a multi-

port TSV network, we can simply take each TSV as one filament as long as the

proximity effect can be neglected as shown in Fig. 4.3.

Without loss of generality, we use impedance matrix Z as an example. For a

general N -TSV system, the impedance matrix Z can be expressed as Z = G+H

where

G =

















0 −1
2
Zp12 · · · −1

2
Zp1N

−1
2
Zp12 0 · · · −1

2
Zp2N

...
...

. . .
...

−1
2
Zp1N

−1
2
Zp2N

· · · 0

















, (4.31)

and

H =











Z11 · · · Z11

...
. . .

...

ZNN · · · ZNN











, (4.32)

where Zpij
is the pair-based impedance between each TSV pair (i, j) and Zii is
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the partial self impedance for TSV i. All the TSVs in the network are identical.

Note that G is symmetric and H is rank-one. We would like to show that the

choice of Zii actually has no impact on the reduced impedance matrix Zr as long

as we set at least one of the TSVs as the reference.

To start with, from (4.28), we have

Zr = B(AZ−1A′)−1B′ = B(A(G+H)−1A′)−1B′, (4.33)

where A and B can be found in (4.30).

Since G is symmetric and H is rank-one, by applying a Lemma in [Mil81],

Zr = B(A(G+H)−1A′)−1B′

= B(AG−1A′ +
−1

1 + g
AG−1HG−1A′)−1B′

= B(G1 +H1)
−1B′, (4.34)

where g = tr(HG−1). H1 is still rank-one since rank(XY ) ≤ min(rank(X), rank(Y ))

for arbitrary matrix X and Y . The lemma in [Mil81] can be applied again and

we get

Zr = B(G−1
1 +

−1

1 + g1
G−1

1 H1G
−1
1 )B′

= B(AG−1A′)−1B′ +
1

(1 + g)(1 + g1)
·KHK ′, (4.35)

where g1 = tr(H1G
−1
1 ) and K = B(AG−1A′)−1AG−1.

It can be shown that

KHK ′ = 0, (4.36)

such that

Zr = B(AG−1A′)−1B′, (4.37)

is not related to H , and so Zr is not related to the choice of Zii. The detailed

proof can be found in the Appendix.
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Figure 4.4: 2x2 TSV differential pair differential S-parameter comparison. The

TSV diameter is 25µm and pitch is 150µm

4.3.3 Model Validation via Simulation

From the previous section, it has been shown that by applying our proposed

methodology for general multi-port TSV networks, the resulting RLGC models

in the reduced impedance (Zr) and admittance (Yr) matrices are only related to

the equivalent circuit model of each TSV pair within the network. As long as the

pair model for each TSV pair is accurate, the resulting multi-port TSV network

model is also accurate without the knowledge of partial self elements. To even

further verify our method for a multi-port TSV network, a 2× 2 TSV array with

2 signal TSVs and 2 ground TSVs is first simulated for its differential insertion

loss (S21 magnitude) and differential return loss (S11 magnitude) and compared

to a commercial EM simulator (Ansoft Q3D [ANS]), as shown in Fig. 4.4. The

TSV diameter is 25µm and pitch is 150µm. The height of the TSV is 150µm

and the silicon dioxide thickness is 0.5µm. The resistivity of silicon substrate is

10Ω-cm. From Fig. 4.4, it can be shown that our model correlates well with the

commercial EM simulator up to 20GHz for this 2 × 2 TSV differential network.

Another 4×4 TSV array case with 12 signal TSVs in peripheral and 4 ground
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Figure 4.5: TSV Networks in silicon interposer for 2.5D chip-to-chip communica-

tion

TSVs in center, as shown in Fig. 4.5, is also modeled using our proposed method-

ology. The reduced impedance and admittance matrices are compared to a com-

mercial EM simulator (Ansoft Q3D [ANS]) with its extracted RLGC values, as

shown in Fig. 4.6. The TSV diameter is 10µm and silicon dioxide thickness is

0.5µm. The height of the TSV is 150µm and the pitch for this TSV array is 40µm.

The resistivity of silicon substrate is 10Ω-cm. In Fig. 4.6, the self terms (TSVA)

and the mutual terms (between TSVA and TSV1) of all the RLGC elements are

compared between our method and the extracted results. It can be shown that,

again, our modeling method correlates well with the commercial EM simulator

for both self and mutual RLGC values up to 20GHz.

Note that since in the experiment our methodology is based on an analyti-

cal model between each TSV pair without any meshing or other computational

electromagnetic procedures, our method could achieve orders of magnitude im-

provement in terms of efficiency while providing similar accuracy compared to

commercial EM simulation tools.

4.4 Multi-port TSV Network Characteristics in Signal and

Power Integrity
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Figure 4.6: 4x4 TSV array RLGC comparison for (1) self terms of TSVA and (2)

mutual terms between TSVA and TSV1.

4.4.1 Crosstalk Analysis for Chip-to-chip TSV Networks in Silicon

Interposer

Crosstalk in TSV networks is a critical issue in 3D integration and may have sig-

nificant impacts on timing margins and signal integrity, especially for high density

TSV arrays on a lossy silicon substrate. Although the TSV arrays can be modeled

as a multi-conductor transmission line, the crosstalk among the TSV arrays be-

haves differently than the crosstalk of transmission lines with homogeneous media.

We first review the near-end crosstalk (NEXT) and far-end crosstalk (FEXT)

for electrically short transmission lines by the equations below

VNE =
RNE

RNE +RFE

jωLmIag +
RNERFE

RNE +RFE

jωCmVag (4.38)

VFE =
−RNE

RNE +RFE

jωLmIag +
RNERFE

RNE +RFE

jωCmVag (4.39)

where VNE and VFE are the near-end and far-end phasor crosstalk voltages while
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Figure 4.7: S Parameters of NEXT and FEXT between TSVA and TSV1 with

different pitch sizes and between TSVA and other TSVs with pitch 40µm

RNE and RFE are terminations at the near end and far end, respectively. Lm and

Cm denote the mutual inductance and capacitance between the aggressor and the

victim. Vag and Iag are the aggressor voltage and current, respectively. (4.38)

and (4.39) assume the transmission lines are weakly coupled and lossless and the

crosstalk can be separated to inductive and capacitive couplings.

TSV structures can usually be considered as electrically small and weakly

coupled transmission lines below 20 GHz. Thus, the near-end and far-end crosstalk

in terms of the S-parameters between TSV i and j can be written as

Snear = (Zm/Zref + Y m · Zref)/2 (4.40)

Sfar = (−Zm/Zref + Y m · Zref)/2 (4.41)

where Zm and Ym are the mutual impedance and admittance between TSV i and

j in the reduced impedance and admittance matrices.

Fig. 4.5 shows a 4×4 TSV array structure, including 12 peripheral high-speed

signal IOs and 4 center ground TSVs. Crosstalk between the aggressor (TSV

labeled as ‘A’ in Fig. 4.5) and other TSVs is evaluated using our proposed model.
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Figure 4.8: Normalized crosstalk voltages between TSVA and TSV1. The noise

voltages are separated to capacitive and inductive couplings using (4.40) and

(4.41). The pitch size is 40 µm.

The aggressor has 50Ω terminations at both source and load and all the other

TSVs also have 50Ω terminations. Because the TSV array needs to be aligned

with package microbumps in this 2.5D silicon interposer integration, as shown in

Fig. 4.5, the pitch size for each adjacent TSV pair in this array structure has

to be identical. Both near-end crosstalk (NEXT) and far-end crosstalk (FEXT)

between aggressor TSVA and TSV1 with different pitch sizes are illustrated in Fig.

4.7(a) , while the crosstalk between TSVA and TSV1, TSV2, TSV3, and TSV4 for

a fixed pitch size of 40µm are shown in Fig. 4.7(b). First, compared to the

crosstalk in ordinary transmission lines with homogeneous media, the frequency

responses of total crosstalk transfer functions do not maintain 20 dB/decade. This

is mainly due to the transitions of slow mode to TEM mode of semi-conductive

media [Has71], which results in frequency-dependent mutual capacitance. At low

frequencies of the slow-mode region, as shown in Fig. 4.8, capacitive coupling

dominates while inductive coupling dominates at the TEM-mode region.

Interestingly, from Fig. 4.7(a), it can be observed that the crosstalk cannot

be significantly reduced by increasing the pitch size, especially at the high fre-

quency range. This is because although capacitive coupling decreases as pitch
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Table 4.1: Mutual inductance and capacitance between TSVA and TSV1 at 10GHz

with different pitch sizes.

Pitch 40µm 80µm 100µm 150µm

Mutual Inductance (nH/m) 320 350 360 380

Mutual Capacitance (pF/m) 75 50 47 40

size increases, the mutual inductance between TSVA and TSV1 actually increases,

as shown in Table 4.1. When increasing the pitch size, not only signal TSVs are

further away from each other, ground TSVs are also further away from signal

TSVs, which leads to more magnetic couplings between TSVA and TSV1. De-

creasing TSV pitch hurts NEXT with more capacitive coupling but, on the other

hand, benefits FEXT at high frequency where inductive coupling dominates, as

shown in Fig. 4.7(a). From Fig. 4.7(b), for a fixed pitch size, crosstalk from both

inductive and capacitive coupling affects the nearest victim most. This is similar

to the crosstalk in ordinary transmission lines.

Fig. 4.9 shows the time-domain simulations of the crosstalk between TSVA

and TSV1 with different pitch sizes. The signal has a 1V voltage swing and the

rise time is 30ps, which corresponds to the knee frequency of 16.7GHz. The

TSVs are terminated at both ends by a 50Ω resistance. From Fig. 4.9, for NEXT,

the peak-to-peak values of the crosstalk only change slightly with different pitch

sizes, as when pitch size increases, inductive coupling increases but capacitive

coupling decreases. For FEXT, a deep (inductive coupling) occurs first followed

by a pump (capacitive coupling). The deep increases with the pitch size while the

pump decreases with the pitch size. Increasing TSV pitch size cannot reduce the

crosstalk since inductive coupling is dominant at 16.7GHz and the peak-to-peak

crosstalk voltage actually increases when pitch size is increased. On the other

hand, from Fig. 4.9, it can be shown that adding extra ground TSVs between two

signal TSVs is a very effective way to reduce the crosstalk.
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Figure 4.9: Time-domain crosstalk voltage at near and far ends between TSVA

and TSV1, with 1V signal strength and 30ps rise time.

4.4.2 Impedance Analysis for Power/Ground TSV Array in 3D Power

Distributed Network (PDN)

In order to reduce simultaneous switching noise (SSN) in a 3D integration PDN

design, the impedance properties of the power/ground (P/G) TSV array must

be estimated and analyzed [PKC11]. Fig. 4.10 shows a system-level PDN with

three different P/G TSV array arrangements connecting one of the active die and

package. TSV diameter is 10µm and the pitch is 100µm. The height of the TSV

is 150µm. The current required by the fast switching chip is delivered from the

voltage regulation module (VRM), through the PCB, package, and TSV P/G

networks.

Fig. 4.11(a) shows the impedance comparison between different array arrange-

ments for a P/G TSV array. In the distributed P/G TSV array, for any particular

TSV, all other adjacent TSVs have currents in a reverse direction, which results

in reduced mutual inductance and thus smaller impedance at high frequency. The

impedance at high frequency for the grouped P/G TSV array is higher than the

other two cases because its longer distance between power and ground TSVs re-

sults in higher loop inductance. Similar behavior can be found if we increase the
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Figure 4.11: P/G TSV array impedance v.s. (a) different P/G TSV array ar-

rangement (b) different pitch size and (c) different diameter.

pitch in a distributed P/G TSV array, as shown in Fig. 4.11(b). As pitch in-

creases, the loop inductance increases and so does the high-frequency impedance.

For frequencies less than 10MHz, the impedance is dominated by the resistance

of the P/G TSV and is not affected by the array arrangement or the pitch. By

increasing the TSV diameter, the resistance of the P/G TSV is decreased and so

is the low frequency TSV array impedance, as shown in Fig. 4.11(c).

By connecting our P/G TSV array model with the extracted package and PCB

PDN models, a system-level impedance analysis for 3D PDN can be performed
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Figure 4.12: 3D PDN impedance comparison between different P/G TSV array

arrangements.

between different P/G TSV array arrangements and the result is shown in Fig.

4.12. From the figure, the PDN impedance is still generally dominated by the

large off-chip inductance and on-chip capacitance at frequencies below 10MHz.

However, with the grouped P/G TSV array, the PDN peak impedance gets shifted

and the impedance between 20MHZ to 100MHz increases significantly due to

larger inductance introduced by the grouped P/G TSV array.

4.5 TSV Array Bandwidth Analysis for 3D IC

To evaluate the bandwidth benefit of future 3D IC, stacked 4 × 4 TSV arrays

are used to find the maximum achievable data rate per TSV channel considering

different layers of stacked silicon and different CMOS technology nodes, as shown

in Fig. 4.13. A simple push-pull driver is assumed for each technology node and

the transistors are sized separately to have similar driving strength as a linear 40Ω

resistance. The transistor models are based on the predicted technology model

(PTM) for low-power applications (PTM LP), incorporating high-k/metal gate

and stress effect from 45nm to 16nm [Pre]. A simple RC model (R=150mΩ and
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Figure 4.13: 3D IC TSV array bandwidth analysis considering different layers of

stacking and different CMOS technology nodes.
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Figure 4.14: TSV array date rate per TSV and power efficiency vs number of

stacked silicon layers and technology nodes.

C=0.1fF ) [RFC12] is used to model the micro-bumps between each silicon layer.

The input voltage swing is assumed to be 1.0V for all the cases and the maximum

data rate for each stacked TSV channel is determined by its time-domain eye

diagram constraints: data-dependent jitter has to be less than 10% of the unit

interval (UI) and the voltage noise has to be less than 150mV . Note that the TSV

diameter is fixed to 10µm with 60µm pitch and 50µm height. The geometry of

TSV is not scaled along with different technology nodes in this study.
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Figure 4.15: Eye diagram of (a) 1 layer of 4×4 TSV array at 24.13Gbps and (b)

12 layers of 4×4 TSV arrays at 2.41Gbps. Both cases are assumed using 16nm

technology and with the same driver driving strength.

As shown in Fig. 4.14, when the number of stacked silicon layers increases,

the maximum achievable date rate for each TSV channel drops significantly. At

16nm technology node, the maximum achievable data rate for only one layer of

TSV array is as high as 24.1Gbps. By increasing the number of stacking to 12

layers, the data rate per TSV channel drops 10× lower to 2.4Gbps. From Fig.

4.15, it can be shown that with 12 layers of stacking, the crosstalk between signal

TSVs in the array becomes significant and thus limit the data rate. On the other

hand, with only one layers of TSV array, the data rate is limited by the reflection

noise due to the purely capacitive loading provided by the gate capacitance in the

receiver end.

With only one layer of TSV array, the link power efficiency is easily lower than

0.1mW/Gb/s even with the simple push-pull driver due to the short distance of

the TSV. With the number of stacking increased to 12 layers, the power efficiency

increases and is over 1mW/Gb/s, which has no advantage over the current high-

speed serial links. Different technology node results in different load capacitance

as well as different driver output capacitance. As shown in Fig. 4.14, with only

one layer of TSV array, the data rate per TSV channel increases from 14.23Gbps to

24.13Gbps when the technology improves from 45nm to 16nm. However, the data
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rate differences is not obvious once the number of stacked silicon layer increases.

This is because the data rate is limited by the crosstalk performance between

signal TSVs in the TSV array instead of the load and source capacitance.

4.6 Conclusions

In this chapter, we introduced a general pair-based model for multi-port TSV

networks. Frequency-dependent RLGC equivalent circuits for multi-port TSV

networks can be extracted and composed based on pair-based impedance and

admittance from the TSV pair models. The results of our proposed multi-port

TSV network modeling are validated against commercial electromagnetic simula-

tions up to 20GHz. Design guidelines for TSV arrays based on crosstalk analysis

and power integrity analysis are also investigated using the proposed modeling

technique.
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CHAPTER 5

Modeling of RDL Coplanar Waveguide on

Silicon Interposer

5.1 Introduction

Recently, 3D integration explores a new solution to keep the pace with Moores

Law for the semiconductor industry. Nowadays the performance of the integrated

circuits is highly depends on the interconnect designs as the interconnect delay

has exceeded the gate switching delay. On the other hand, the total number of

Input/Output (IO) and Power/Ground (PG) terminals keep increasing and drive

the requirements of rapid advance in integration density and performance. As

the required wiring and bump pitches on the substrate continue to shrink, passive

interposer using silicon substrate has emerged as a reliable solution to connect

chips using shorter and denser interconnects [ZCL09].

Coplanar waveguide (CPW) transmission lines are commonly realized in the

conventional CMOS processes for global power and signal routing. In order to

evaluate the electrical behaviors of the broad-band transmission line for CPW

structure on lossy silicon substrate, a variety of numerical techniques and modeling

methodologies have been proposed. In [Has71], three different modes of wave prop-

agations on metal-isolator-semiconductor (MIS) structure, including “skin-effect”,

“slow-wave” and “quasi-TEM” modes, are proposed according to the comparison

between operation frequency and silicon relaxation frequency. In [AMH99], a

quasi-static approach in spectral domain for layered isolator-semiconductor sub-
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strate is proposed and is extended to include non-perfect metallic conductors in

[PMM06]. However, a simple distributed frequency-dependent resistance, induc-

tance, conductance and capacitance (RLGC) transmission line model is always de-

sired for fast spice-compatible time domain simulations. [ZHT00,MOD98,KNR08]

have proposed RLGC equivalent circuit models for CPW with silicon substrate

but the derivations of the circuit topology are not rigorous and fitted empirical

formulas were used for the circuit elements.

In this chapter, we proposed a circuit topology for MIS CPW structures based

on partial element equivalent circuit (PEEC) [Rue72, WKC92]. The per-unit-

length shunt admittance and series impedance are calculated separately due to the

slow-wave transmission line property, as demonstrated in [TPH07,SRG09]. While

the effective series impedance is mostly dominate by the skin loss of the conductor

rather than the loss from eddy current in silicon, the calculations of inductance and

resistance could simply use the similar methods mentioned in [WKC92]. On the

other hand, the shunt capacitance and conductance in inhomogeneous regions are

rigorously derived through PEEC method combined with complex image theory.

The proposed method assumes the ratio between trace space and width should

not be too small, which is valid in most conventional CMOS processes due to

design rules restrictions, and the error induced by this method is also analyzed

for different geometrical constrains.

5.2 CPW Equivalent Circuit Model: Shunt Admittance

Fig. 5.1 shows a typical geometry of coplanar waveguide on the silicon interposer.

Through quasi-static analysis, the electrical properties of the CPW structure can

be accurately determined by per-unit-length impedance and admittance parame-

ters, as demonstrated in [ZTW01].

Although the total shunt admittance for on-chip CPW is highly frequency-
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Figure 5.1: Coplanar waveguide on silicon interposer.

dependent, it still can be modeled for a wide frequency range with frequency-

independent capacitance and conductance if an appropriate circuit topology is

utilized.

From the integral solution of Maxwells equations, the relationship between the

charge density and the potential is given as [RB73]

Φ(r) =

∫

Gc(r, r
′)q(r′)ds′, (5.1)

where q is the charge density on the conductor surfaces, and Gc is the Greens

function. r and r′ are the position vectors of the source and observation points.

If the charge uniformly distributes on the surface of the conductors, (5.1) becomes

Φ(r) =
∑

i=1,2

Qi

Si

∫

Gc(r, r
′)ds′, (5.2)

where S1 and S2 represent the total surface areas for signal and ground conductors.

After applying Galerkins approach to match the potential for signal and ground

by averaging (5.2) over their surfaces, we can obtain

Φj=1,2 =
∑

i=1,2

Qipsij
, (5.3)
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where

psij
=

1

SiSj

∫

Si

∫

Sj

Gc(r, r
′)ds′ds. (5.4)

For on-silicon CPW structure, inhomogeneous SiO2-Silicon media are usually

involved. The Greens function for this layered media can be derived from the

free space Greens function using the complex image theory. Note both signal and

ground conductors are in the SiO2 layer, source and observation points are in the

same media. Thus, the Greens function for CPW structure in SiO2-Silicon media

can be written as

Gc(r, r
′) =

1

4π

1

|r − r′|
1

ǫSiO2

+
1

4π

1

|r − r′

im
|

1

ǫSiO2

ǫSiO2 − ǫcSi

(ǫSiO2 + ǫcSi)
, (5.5)

where r′im is the position vectors of the image of observation points. ǫSiO2 is the

permittivity of SiO2 and

ǫcSi = ǫSi +
σSi

j2πf
, (5.6)

where ǫSi and σSi are the permittivity and conductivity of the silicon, respectively.

In order to develop an intuitive physics-based circuit model, we assume charge

distributes uniformly on the 2-D surface of signal and ground conductors. By

applying (5.5), the ps matrix defined in (5.4) becomes

ps =





ass
1

ǫSiO2
+ ass′

1
ǫSiO2

ǫSiO2
−ǫc

Si

(ǫSiO2
+ǫc

Si
)

asg
1

ǫSiO2
+ asg′

1
ǫSiO2

ǫSiO2
−ǫc

Si

(ǫSiO2
+ǫc

Si
)

asg
1

ǫSiO2
+ asg′

1
ǫSiO2

ǫSiO2
−ǫc

Si

(ǫSiO2
+ǫc

Si
)
agg

1
ǫSiO2

+ agg′
1

ǫSiO2

ǫSiO2
−ǫc

Si

(ǫSiO2
+ǫc

Si
)



 , (5.7)

where ass, asg, and agg are purely related to the geometry of signal and ground

conductors in the homogeneous air, as shown in Fig. 5.2(a). ass′, asg′, and agg′ can

be calculated using (5.4) with free space Green function in air between the original

conductor and its image, as shown in Fig. 5.2(b), (c) and (d), respectively. For

2-D rectangular conductors in homogeneous media, all the coefficients in (5.7) can

be evaluated analytically [RB73,ZK02].

The shunt admittance between the signal and ground conductors in SiO2-
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Figure 5.2: Geometries to calculate the coefficients in the ps matrix.

Silicon media can be further obtained through (5.7), as

Ycpw =
1

(ass + agg − 2asg)
1

ǫSiO2
+ (ass′ + agg′ − 2asg′)

1
ǫSiO2

ǫSiO2
−ǫc

Si

(ǫSiO2
+ǫc

Si
)

. (5.8)

By exploiting the pair capacitance between the two conductors from the four

configurations in Fig. 5.2, we can write the equivalent admittance in (5.8) as

Ycpw =
1

b1
1

ǫSiO2
+ b2

1
ǫSiO2

+ǫc
Si

, (5.9)

where

b1 = b(a) +
b(b)
2

+
b(d)

2
− b(c), (5.10)

b2 = b(c) − b(b) − b(d), (5.11)

b(i) = 1/C(i) i = a, b, c, d (5.12)

and C(i) is the pair capacitance between two groups of conductors in homogeneous

media in Fig. 5.2(i).
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Figure 5.3: Equivalent circuit model for the shunt admittance between signal and

ground conductors of CPW.

Finally, the equivalent circuit model for the shunt admittance between signal

and ground CPW on silicon can be derived based on (5.9) and is shown in Fig.

5.3 with

C1
SiO2

= ǫSiO2/b1, (5.13)

C2
SiO2

= ǫSiO2/b2, (5.14)

C2
Si = ǫSi/b2, (5.15)

G2
Si = σSi/b2. (5.16)

The elements in the equivalent circuit model are directly related to the physical

geometry. For example, in the design of on-chip interconnects, smaller conduc-

tance is usually desired to reduce loss for signal transition. In order to reduce

G2
Si, the capacitance from the configuration in Fig. 5.2(c) needs to be increased

while the capacitance of the geometry in Fig. 5.2(b) and (d) needs to be de-

creased. Thus, to reduce the spacing between signal and ground conductors and

to increase the vertical distance between conductors and silicon substrate helps

to reduce loss caused by shunt conductance.

5.3 CPW Equivalent Circuit Model: Series Impedance

The existence of lossy silicon can affect the current distribution of the on-chip

CPW structure due to the eddy currents in the substrate induced by the time
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Figure 5.4: Complex image of line current source in SiO2-Silicon media. The

current flows in the opposite direction in the image lines.

varying magnetic field. For a line current above a semi-infinite silicon substrate,

the solution of the vector magnetic potential Az can be expressed in term of the

2-D Green’s function as

Az(r) =

∫

Gl(r, r
′)Jz(r

′)ds′, (5.17)

where Jz is the z-direction current density vertical to the substrate and Gl is the

Green’s function. r and r′ are the position vectors of the source and observation

points.

By Applying the complex image theory to the Greens function in integral

form, the Greens function in SiO2 region can be expressed as the vector magnetic

potential due to original line current sources and its complex image, as

Gl(r, r
′) = Glair

(r, r′) +GlSi
(r, r′), (5.18)

where

Glair
(r, r′) =

µ0

4π

1

|r − r′| (5.19)

GlSi
(r, r′) =

µ0

4π

1

|r − r′

im
| , (5.20)

and r′

im
is the position vectors of the complex image of observation points, as

shown in Fig. 5.4. The mirror distance between the original and complex image
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Figure 5.5: Comparisons of the series impedance for on-chip CPW structures

between different silicon conductivity.

points is defined as

d = 2h+ (1 − j)δ, (5.21)

where

δ =
1√

πfµ0σSi

, (5.22)

The per-unit-length partial inductance of the CPW structures on silicon sub-

strate then can be obtained as

Lmn =
1

AmAn

∫

Am

∫

An

Gl(r, r
′)dAmdAn, (5.23)

where Am and An are the cross-sectional areas of two filaments, in which current

distribution varies very little. If δ ≫ h, the series impedance for CPW structure

in SiO2-Silicon media can be simply calculated as the impedance of the same

conductors in homogeneous media, as shown in Fig. 5.5. In todays conventional

CMOS process, the conductivity of silicon is usually less than 100S/m. At the

frequency of interests up to 50 GHz, δ is still much larger than the dimensions of

the interconnects. Thus, the eddy current in the silicon substrate generally has

little effects on the series impedance in the equivalent circuit model.
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Figure 5.6: Shunt admittance obtained from our model is compared with simulated

results using FEM: (left) capacitance (right) conductance.

5.4 Model Validation via Simulation

To validate the proposed circuit model for the on-chip CPW in Fig. 5.1, the

admittance from the circuit model are compared with that obtained from full-wave

simulator based on FEM, as shown in Fig. 5.6. The resistivity of silicon is 10Ω−
cm. In the derivation of the equivalent circuit model for shunt admittance of on-

chip CPW structure, we assumed the charge uniformly distribute on the surfaces

of the conductors and ignored the proximity effect. Theoretically, this assumption

will generate errors when calculate the elements in ps matrix. As generally the

width of on-chip conductors is greater than its thickness, the accuracy of the

proposed model can be is directly related to the ratio of trace spacing and their

widths, as

r =
s

max(ws, wg)
. (5.24)

Fig. 5.7 shows the relative deviations between the admittance from the pro-

posed circuit model and that from FEM. The deviation is defined as the per-

centage of the average difference of the curves from two different methods in the

frequency range from 50MHz to 50GHz. The deviation is plotted versus the ratio

91



Figure 5.7: Derivations of capacitance and conductance for on-chip CPW using

FEM and the model proposed. The x-axis is the ratio of trace spacing to trace

width. The y-axis is the average deviation in percentage from 50 MHz to 50 GHz.

r defined in (5.24). When the ratio of trace spacing and width is smaller than 1,

the distributions charges cannot be considered as uniform on the surface of the

each conductor, thus, the proposed circuit model introduces large errors. How-

ever, when the ratio is larger than 1, the deviations of both the capacitance and

conductance from circuit model and FEM are only around 5%.

5.5 Conclusion

A new equivalent circuit is proposed in this chapter to model the 2D lossy re-

distribution layer (RDL) coplanar waveguide (CPW) on the silicon interposer.

The frequency-dependent shunt admittance of the CPW is derived rigorously

based on the partial equivalent element circuit (PEEC) method considering the

metal-isolator-semiconductor (MIS) layered media. The silicon effects on series
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impedance are also considered by employing the modified green functions with

complex image theory. The presented equivalent circuit model shows good corre-

lations with full-wave EM simulations up to 25GHz.
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CHAPTER 6

Power-Bandwidth Trade-off on TSV Array and

TSV-RDL Junction Design Challenges on

Silicon Interposer

6.1 Introduction

As traditional CMOS scaling pace gradually slows down, three-dimensional (3D)

integration offers another dimension of scaling by means of stacking functional

blocks vertically and providing high integration density, fast signal transmis-

sion, low power consumption, and heterogeneous integration opportunities in

the ”More-than-Moore” era [BSK01], as shown in Fig. 6.1. Through-silicon-

via (TSV) has been well regarded as a key component connecting chips vertically

with shortened electrical delay and providing extremely dense I/O connections.

Owing to its short distance, if designed properly, TSV could provide superior per-

formances in terms of signal attenuation, rail collapse, and crosstalk [XBZ10], as

compared to traditional inter-chip channels. On one hand, the improved signal in-

tegrity can potentially provide thousands of multi-Gb/s I/O and support for tens

of Tb/s data bandwidth between local chips without power-hungry equalization

schemes [LLF12, SCA10]. On the other hand, reduced swing approaches offer a

path to further reduce the power for TSV channels [LLF12]. However, detailed

analysis considering various TSV array patterns and geometries with different

signaling and termination techniques is desperately required in order to find a

balance between power and bandwidth under different design constraints.
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Figure 6.1: Concept of 3D IC using TSV and silicon interposer

(a) (b)

TSV

TSV

RDL

G S

G

S

Figure 6.2: (a) 4×4 TSV array and (b) an example of junction structure between

TSVs and interposer RDL traces

Beyond the TSV itself, horizontal interconnects such as redistribution layer

(RDL) traces, are also essential to 3D multi-chip integration, as shown in Fig.

6.1. Though various works have been proposed regarding signal integrity on RDL

traces [YKL09,KPC11] and its application on high-speed serial links [DLR12], the

impact of TSV-RDL junction structure design has not been sufficiently investi-

gated, especially when a large pitch difference exits between the TSV and RDL

trace.

In this chapter, both frquency-domain and time-domain signal integrity on

TSV arrays are first evaluated with high-speed signaling. 3D electromagnetic

field solver [ANS] is employed to model the TSV array and TSV-RDL junction

accurately, as shown in Fig. 6.2. By combining the TSV array model with selected

I/O circuits, the overall transient behavior is further analyzed through SPICE sim-

ulation. In Section 6.3, reduced-swing signaling is then applied to the TSV array
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Figure 6.3: An array of cylindrical Cu-filled TSVs and the differential S21 and S11

on one of the differential TSV pair (marked in red).

for power and bandwidth trade-off analysis with different I/O and termination

techniques. Simulation shows unterminated single-ended reduced-swing signaling

can achieve the best power efficiency, while terminated single-ended signaling can

provide the maximum bandwidth. In Section 6.4, critical design challenges for

the junction structure between TSVs and RDL traces are also analyzed. Simula-

tion shows that at 20GHz, the fanout-like junction structure could cause about

10dB S11 degradation when changing TSV pitch from 50µm to 200µm and even

contribute more insertion loss (S21) than the TSV itself.

6.2 Signal Integrity Analysis on TSV Array

An example of a 4 × 4 TSV array is shown in Fig. 6.3. The characteristics of

TSV are dependent on its geometrical parameters such as TSV diameter, height,

pitch, oxide layer thickness, and electrical parameters such as metal conductivity

and the silicon substrate resistivity. The TSV array is arranged by differential

G-S-S-G pattern with 30µm pitch and each TSV in the array is identical with

10µm diameter, 150µm height, and 0.5µm oxide layer thickness. A 1dB differen-

tial insertion loss is observed at 25GHz when the silicon substrate has 10Ω-cm
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Figure 6.4: The differential impedance (Zdiff ) and eye diagram comparison be-

tween 30µm and 90µm TSV array pitch. The TSV diameter is 10µm and height

is 150µm.

resistivity, as shown in Fig. 6.3.

Fig. 6.4 shows the differential characteristic impedance (Zdiff ) and eye dia-

gram comparison when changing the TSV array pitch from 30µm to 90µm. As

shown in Fig. 6.4, the Zdiff of TSV is so frequency dependent that it is difficult

to control the impedance over a wide frequency range. By increasing the TSV

pitch from 30µm to 90µm, Zdiff increases from 40Ω to 70Ω at 10GHz due to the

increase of loop inductance and the decrease of admittance between the signal and

ground TSV. Fig. 6.5 shows another impedance comparison when changing the

center-to-center distance between differential signal TSVs from 30µm to 90µm

while keeping the signal to ground distance fixed at 30µm. Similarly, Zdiff in-

creases from 40Ω to 50Ω at 10GHz. Though the impedance difference is obvious,

especially for the first comparison between 30µm and 90µm TSV array pitch, the

transient behavior of signal integrity, however, is not much different at 10GHz.

An industrial transistor-level driver model is adopted with 10Gbps PRBS differ-

ential signals (Vdiff is 600mV with Vh is 1.0V and Vl is 0.7V ) to simulate the

eye diagram using SPICE. Both transmitter and receiver have 100Ω equivalent

differential impedance. Note only one pair of signals are switching in the array so
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Figure 6.5: The differential impedance (Zdiff ) comparison when changing the

center-to-center distance between differential signal TSVs from 30µm to 90µm

while keeping the signal to ground distance fixed at 30µm.

that there is no crosstalk noise.

From Fig. 6.4, it can be shown that both cases can achieve around 550mV eye

opening, while the 30µm pitch case has slightly larger timing jitter (3.11ps) than

the 90µm pitch case (2.25ps) because it causes more impedance discontinuity.

The TSV array pitch impact on signal reflection caused by impedance mismatch

is not significant due to the electrically short length of TSV.

Other than reflection, crosstalk also plays an important role in both traditional

parallel buses and advanced multiple serial links. Fig. 6.6 shows the signal-to-

crosstalk-ratio (SCR) comparison on the 30µm pitch 4 × 4 TSV array. As shown

in Fig. 6.6, when applying single-ended signaling, the victim in the TSV array

has around 12dB SCR at 20GHz with multiple aggressor switching at the same

time. When applying differential signaling, SCR can be further improved to 21dB

at 20GHz. Note that the impact of crosstalk increases when frequency increases,

but the SCR curve has a slope transition at around 5GHz due to the transition

from the slow-wave mode to the quasi-TEM mode.

Fig. 6.7 shows the maximum achievable data rate per TSV in the 4 × 4 TSV

array versus various TSV pitches and diameters. The maximum data rate is de-

termined by the eye diagram constraints including at least 300mV eye open and
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Figure 6.6: Signal-to-Crosstalk-Ratio (SCR) comparison on the 4 × 4 TSV array

when considering (a) single-ended signaling and (b) differential signaling.

10%UI jitter tolerance. As shown in Fig. 6.7, the maximum data rate is limited

by the 2pF loading capacitance and the coupling noise from adjacent TSV pairs

since increasing TSV diameter does not improve the data rate much. Surpris-

ingly, increasing TSV pitch actually decreases the achievable data rate due to

the increased crosstalk. This is because although capacitive coupling decreases

as pitch size increases, the mutual inductance between signal TSVs actually in-

creases. When increasing the pitch size, not only signal TSVs are further away

from each other, ground TSVs are also further away from signal TSVs, which

leads to more magnetic couplings between signal TSVs.

6.3 TSV Power and Bandwidth Trade-off Analysis

Since TSV provides superior performances in terms of signal attenuation, ISI and

crosstalk due to its short electrical length as discussed in precious section, reduced

swing approaches can further be applied to TSV channels for power reduction

purpose [LLF12]. A balance between power and bandwidth, however, has to

be found under various design objectives and different signaling and termination
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Figure 6.7: Maximum achievable data rate per TSV in a 4 × 4 TSV array versus

various TSV pitches and diameters.

techniques.

Fig. 6.8 shows a couple of output driver schemes considered in our trade-

off analysis, including traditional voltage-mode push-pull single-ended signaling

and differential CML-type current-mode signaling. Furthermore, two termina-

tion techniques are considered for the push-pull driver: one has matched resistive

termination while the other has purely capacitive loading. Increased signal reflec-

tion is expected for capacitive loading when data rate increases, however, power

consumption can be significantly improved compared to matched resistive ter-

mination. For push-pull drivers, the output swing is determined by the supply

voltage, thus an extra voltage regulator is required to reduce the signal swing.

For CML-like drivers, the output swing can be easily controlled by adjusting the

current source but it requires more driving current to develop the same voltage

swing since the current source sees a parallel connection of the two termination

resistors.

A 4 × 4 TSV array with 10µm diameter, 150µm height and 30µm pitch, as

shown in Fig. 6.6, is first considered in the trade-off analysis. All three types of
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Figure 6.9: (a) Maximum achievable data rate per TSV versus input swing volt-

ages and (b) corresponding power efficiency versus input swing voltages for various

output drivers and terminations shown in Fig. 6.8.

drivers are combined with the TSV array electrical model and simulated in SPICE

to find out the maximum data rate per TSV for each case under different reduced

swing. The maximum data rate is determined by the eye diagram constraints

including at least a 200mV eye opening [LLF12] and 10%UI jitter tolerance. As

shown in Fig. 6.9, for all the driver schemes, the swing can be lowered down by

almost half without hurting the maximum achievable bandwidth and significantly
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Figure 6.10: Maximum achievable data rate per TSV using single-ended signal-

ing versus driver input swing with different TSV array patterns: (a) G-S-S-G

column-by-column and (b) distributed signal and ground.

improves the power efficiency. This is due to the extra margin provided by the

short TSV channels. Moreover, to achieve the best power efficiency, the unter-

minated single-ended case should be applied, while the terminated single-ended

case can provide the maximum bandwidth. If extremely low swing is targeted,

the terminated single-ended case is no longer suitable and only the unterminated

single-ended or differential signaling can be used. Note that differential signaling

is not as dominant as in traditional chip-to-chip channels because many of its ad-

vantages, such as robustness against crosstalk and better discontinuity tolerance

in the return path, are not taken due to the short length of TSV. However, a pair

of signal TSV is required for each differential channel, which significantly limits

the total bandwidth.

If we intentionally increase the length of the TSV array by 5 times, similar
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to the stacked-dies case as shown in Fig. 6.1 but assuming an extreme situation

that each die has the same substrate thickness as silicon interposer, the signal

integrity becomes much worse, as shown in Fig. 6.10(a) with terminated single-

ended signaling. Without considering crosstalk, the original maximum achievable

data rate per TSV is around 14Gbps. By increasing the length by 5 times, the

achievable data rate drops down to 10Gbps. This is mainly due to channel loss

and reflection caused by impedance mismatch. If all the aggressors start switching

at the same time, crosstalk noise is induced and the achievable data rate drops

down further from 10Gbps to only 6Gbps. This shows the signal integrity is still

playing an important role on TSV channels but is limited by the short length of

the TSV, because if the TSV length is as short as 150µm, crosstalk only affects the

data rate slightly. A similar simulation is performed but this time with the TSV

array having distributed signal and ground TSV arrangements, as shown in Fig.

6.10(b). It can be shown that the crosstalk impact can be reduced significantly

for the single-ended case by interleaving signal and ground TSV in the array.

6.4 Design Challenges on Junction Structures between TSV

and RDL Trace

Beyond the TSV itself, horizontal interconnects such as redistribution layer (RDL)

traces, are also essential to 3D multi-chip integration, as shown in Fig. 6.1 be-

tween chip2 and chip3. Since the RDL trace length is usually much longer than

the length of TSV, severe signal attenuation, ISI, and coupling noise are expected

and have been studied extensively [YKL09, KPC11, DLR12]. However, the im-

portance of the junction structure between TSV and RDL interconnect has not

been sufficiently investigated, especially if we consider the fact that TSV pitch is

usually much larger than RDL traces due to process limitations and mechanical

issues. Specifically, a fanout-like junction structure is required for a successful in-
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Figure 6.11: Fanout-like junction structure between TSV and RDL and the full

link S21 and S11 comparison for different TSV pitches.
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Figure 6.12: G-S-G TSV S21 and S11 comparison for different TSV pitches.

terconnection between TSV and RDL. Fig. 6.11 shows an example of a fanout-like

junction structure between TSV and RDL and its full link (TSV+RDL) S21 and

S11 comparison for different TSV pitches. The RDL coplanar waveguide (CPW)

has a 5µm metal width, 5µm metal spacing, and 5mm length. The TSV diame-

ter is 10µm and the height is 150µm. Both TSV and CPW are arranged in the

ground-signal-ground (G-S-G) pattern. From Fig. 6.11, it can be shown that the

insertion of a 50µm pitch G-S-G TSV introduces an extra insertion loss into the

system (around 1dB at 20GHz). However, it actually improves the return loss

by 5dB at 20GHz. This is because the Z0 of the 50µm pitch TSV happens to be

between source impedance (50Ω) and the Z0 of 5µm/5µm CPW.
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Figure 6.13: Full link S21 and S11 comparison between two different junction

structure between TSV and RDL.

If we keep increasing the pitch of TSV, as shown in Fig. 6.11, not only does the

insertion loss keep increasing, the return loss also rises up and has around 10dB

S11 degradation at 20GHz when changing TSV pitch from 50µm to 200µm. Part

of the reason is because of the impedance change on the G-S-G TSV itself with

different pitch, as shown in Fig. 6.12. The discontinuity introduced by the junc-

tion structure between TSV and CPW also causes comparably extra return loss.

Moreover, from Fig. 6.12, it can be shown that the TSV-only S21 decreases only

by 0.1dB at 20GHz when increasing TSV pitch from 50µm to 200µm. Compared

to Fig. 6.11, it is evident that more than 1dB extra S21 loss is introduced by the

fanout-like junction structure when increasing TSV pitch from 50µm to 200µm.

The reason is that since CPW is used instead of popular microstrip or stripline

due to the lack of ground plane in silicon interposer, signal and ground traces

should be designed close to each other in order to provide a well-defined return

path. However, it becomes a design challenge when connecting between TSV and

CPW with a large pitch difference. A possible improvement for the TSV-RDL

junction can be found in Fig. 6.13. By minimizing the length of the fanout-like

structure at the TSV-RDL junction, the S11 can be improved by as much as 5dB

at 20GHz. However, the S21 improvement is still limited since extra loss is still

introduced by the isolated extra ground segments, which is comparable with the
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loss introduced by TSV.

6.5 Conclusions

In this chapter, we first evalute the signal integrity issues on TSV array based on

3D EM field solver and SPICE simulation. Power and bandwidth trade-off analysis

is further applied to consider reduced-swing signaling with different I/O and ter-

mination techniques. In order to achieve the best power efficiency, unterminated

single-ended reduced-swing signaling should be applied, while terminated single-

ended signaling can provide the maximum bandwidth. Critical design challenges

for the junction structure between TSVs and RDL traces are also revealed and

simulation shows that at 20GHz, the fanout-like junction structure contributes

an even larger performance impact than TSV itself.
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CHAPTER 7

Conclusion

To increase the performance of today’s integrated digital systems along with the

trend of computation and communication efficiency, the I/O interconnection band-

width must be maximized by either increasing the data rate per channel or in-

creasing the bus width or the number of available channels. Serial links have

successfully evolved and achieved the bit-rate of several tens of Gb/s per chan-

nel by applying new generations of IC process and advanced circuit techniques.

However, as process technologies further scale down, severe process variations sig-

nificantly impact the performance of high bit-rate serial links and makes todays

circuit designs have to be optimized not only for nominal performance but also for

a reasonable yield. On the other hand, 3D IC provides a much dense I/O intercon-

nection with higher performance and lower power consumption than conventional

2D integration by stacking multiple dies vertically.

In Chapter 2, a formula-based jitter and noise models considering the com-

bined effect of ISI, crosstalk, and pre-emphasis filter is proposed. By utilizing these

formula-based models, we then develop algorithms to directly find out the input

patterns for worst-case jitter and worst-case amplitude noise through pseudo-

Boolean optimization and mathematical programming. In addition, heuristic al-

gorithm is proposed to further reduce runtime. In Chapter 3, we formulate a

co-optimization problem for digitally tuned analog circuits to optimize the para-

metric yield, subject to power and area constraints. A general optimization frame-

work combing the branch-and-bound algorithm and gradient ascent method is
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proposed. We demonstrate our framework with two examples in high-speed serial

link, the transmitter design and the PLL design. Results show that the proposed

optimization framework improves the yield significantly compared to the design

heuristic from analog designers perspective.

In Chapter 4, a pair-based model for multi-port TSV network is proposed by

decomposing the network into a number of TSV pairs and then applying circuit

models for each of them. This modeling methodology is first verified against

a commercial electromagnetic solver and subsequently employed for a variety of

examples for signal and power integrity analysis. Specifically, in Chapter 6, a

power and bandwidth trade-off analysis is performed on TSV array between dif-

ferent signaling and termination techniques, such as single-ended, differential and

reduced-swing signaling. From our study, to achieve the best power efficiency,

unterminated single-ended reduced-swing signaling should be applied, while ter-

minated single-ended signaling can provide the maximum bandwidth. For 2D

lossy redistribution layer CPW on the silicon interposer, a new equivalent cir-

cuit model is also proposed in Chapter 5. The shunt admittance of the CPW is

derived rigorously based on the partial equivalent element circuit method consid-

ering the metal-isolator-semiconductor layered media. The silicon effects on series

impedance are also considered by employing the modified green functions with

complex image theory. Beyond TSV and RDL trace, critical design challenges

for the junction structure between TSVs and RDL traces are also revealed and

analyzed in Chapter 6.
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APPENDIX A

Mathematical Proof for Pair-based TSV Array

Model

For any nonsingular N × N matrix X and rank-one N × N matrix H , it can be

shown that

KHK ′ = 0, (A.1)

where K = B(AXA′)−1AX. A is a (S + 1) × N matrix and B is a S × (S + 1)

matrix, which can be found in (4.30).

To apply to our case, we can simply define H and G by using (4.32) and let

X = G−1 since G is symmetric.

Proof. (A.1) can be proven true by showing that for any nonsingular N×N matrix

X and K = B(AXA′)−1AX, the sum of each row of K equals to zero such that

KHK ′ equals to zero for any N ×N rank-one matrix H .

Equivalently, we want to show
∑N

j=1 kij = 0 for row i = 1, 2, · · · , S in K. We

first let Y = AX and M = (Y A′)−1Y such that K can be expressed as

K = B(AXA′)−1AX = B · (Y A′)−1Y = B ·M. (A.2)

Without loss of generality, we simply assume

Y =

















y11 y12 · · · y1N

y21 y22 · · · y2N

...
...

...
...

y(S+1)1 y(S+1)2 · · · y(S+1)N

















, (A.3)
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with the following equality must be satisfied:

Y = (Y A′)M, (A.4)

or equivalently
















y11 y12 · · · y1N

y21 y22 · · · y2N

...
...

...
...

y(S+1)1 y(S+1)2 · · · y(S+1)N

















=

















y11 y12 · · · y1S

∑N
i=S+1 y1i

y21 y22 · · · y2S

∑N
i=S+1 y2i

...
...

...
...

...

y(S+1)1 y(S+1)2 · · · y(S+1)S

∑N
i=S+1 y(S+1)i

















·M,

(A.5)

where
















y1(S+1) · · · y1N

y2(S+1) · · · y2N

...
...

...

y(S+1)(S+1) · · · y(S+1)N

















= (A.6)

















y11 · · · y1S

∑N
i=S+1 y1i

y21 · · · y2S

∑N
i=S+1 y2i

...
...

...
...

y(S+1)1 · · · y(S+1)S

∑N
i=S+1 y(S+1)i

















·

















m1(S+1) · · · m1N

m2(S+1) · · · m2N

...
...

...

m(S+1)(S+1) · · · m(S+1)N

















.

As a result, M can be expressed as

M =























1 0 · · · 0 m1(S+1) · · · m1N

0 1 · · · 0 m2(S+1) · · · m2N

...
...

...
...

...
...

...

0 0 · · · 1 mS(S+1) · · · mSN

0 0 · · · 0 m(S+1)(S+1) · · · m(S+1)N























,

where mij is defined in (A.6) for i = 1, 2, · · · , (S + 1), j = (S + 1), · · · , N .

In other words,

yi(S+j) =

S
∑

k=1

yikmk(S+j) +m(S+1)(S+j)

N
∑

l=S+1

yil, (A.7)

110



for i = 1, 2, · · · , (S + 1) and j = 1, 2, · · · , (N − S), and we can find that the

summation for each row i in (A.6):

N−S
∑

j=1

yi(S+j) (A.8)

=

N−S
∑

j=1

S
∑

k=1

yikmk(S+j) +

N−S
∑

j=1

N−S
∑

k=1

yi(S+k)m(S+1)(S+j)

=

S
∑

k=1

yik(

N−S
∑

j=1

mk(S+j)) +

N−S
∑

k=1

yi(S+k)(

N−S
∑

j=1

m(S+1)(S+j))

=
S

∑

k=1

yikΣk + Σ(S+1)

N−S
∑

k=1

yi(S+k). (A.9)

From (A.9), it is clear that

Σk =







0 if k ≤ S

1 if k = S + 1
(A.10)

and the sum for any row k in M all equals to 1 since

N
∑

j=1

mkj =







1 +
∑N

j=N−S mk(S+j) = 1 + Σk = 1 if k ≤ S
∑N

j=N−S m(S+1)(S+j) = Σ(S+1) = 1 if k = S + 1
(A.11)

Equivalently,

N
∑

j=1

mij =
N

∑

j=1

mkj for i, k = 1, 2, · · · , S + 1, (A.12)

for any (S + 1) ×N matrix Y and M = (Y A′)−1Y .

Since B =
[

IS −1S×1

]

and K = BM , it can be easily shown that the sum

of each row in K equals to zero,

N
∑

j=1

kij = 0 for i = 1, 2, · · · , S, (A.13)

and KHK ′ equals to zero for any N ×N rank-one matrix H , which proves (A.1).
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APPENDIX B

3D IC Technology and TSV Dimension in ITRS

Roadmap

The International Technology Roadmap for Semiconductors (ITRS) 2007 identi-

fied the interconnection problem as one of the near- term (through 2015) grand

challenges since additional device and interconnect scaling alone could not deliver

the required increase in IC performance. A 3D technology with TSVs aligned on

a tight pitch was one of the new technologies identified to meet that challenge.

The 3D IC technology potential is not leveraged due to insufficient scaling of

the through-silicon via (TSV) pitch. Since technological limits restrict the TSV

ratio at about 10:1, minimum chip thickness enables us to take full advantage of

the 3D IC concept. ITRS 2008 projects decreasing chip thickness to support three-

dimensional integrated circuit (3D IC) solutions. Wafer thinning was the only

technique considered for achieving thin chips. It was projected that at thicknesses

below 10µm a sequential combination of mechanical grinding, chemicalmechanical

polishing (CMP), wet etching and plasma treatment, and dry chemical etching

would be required to allow for control of such small chip thickness and to produce

a die free of stress. Table B.1 shows a summary of the ITRS projection on high-

density TSV [Ass08].

In this dissertation, most of the TSV signal integrity studies focus on the

TSV array in the silicon interposer. For the interposer, typical silicon substrate

thickness is usually larger than 50µm. With the 10:1 aspect ratio, the minimum

TSV diameter is around 5µm. On the other hand, the TSV pitch is limited by
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Table B.1: High-density TSV projections in 2008 ITRS update [Ass08].

2008 2009 2010 2011 2012 2013 2014 2015

Min Wafer Thickness (µm) 15 15 10 10 10 10 10 8

TSV diameter (µm) 1.6 1.5 1.4 1.3 1.3 1.2 1.2 1

TSV pitch (µm) 5.6 5.5 4.4 3.8 3.8 2.7 2.6 2.5

PAD spacing (µm) 1 1 1 0.5 0.5 0.5 0.5 0.5

PAD diameter (µm) 4.6 4.5 3.4 3.3 3.3 2.2 2.1 2

the micro-bump pitch, the landing pad size and the keep-out zone (KOZ), and is

usually larger than 30µm for 10µm diameter TSVs. However, the proposed TSV

array modeling method is not only valid for the interposer TSV but also valid for

the high-density TSV in future 3D IC as long as the proximity effect assumption

holds. As shown in Table B.1, the 6× ratio between TSV pitch and radius still

holds for future high-density TSV.
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