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Abstract—To accommodate spectrum access in multi-channel
cognitive radio networks, channel assembling technique which
combines several channels together as one channel has been
proposed in many MAC protocols. However, analytical models
for cognitive radio networks enabled with this technique have not
been thoroughly investigated so far. In this paper, two representa-
tive channel assembling strategies are proposed considering spec-
trum adaptation and heterogeneous traffic, and the performance
of these strategies is evaluated based on proposed continuous
time Markov chain models. Moreover, approximations of these
models in the quasi-stationary regime are analyzed and closed-
form capacity expressions are derived in different conditions.
The performance of different strategies including the one without
assembling is compared with each other based on the numerical
results obtained from these models and validated by extensive
simulations. Furthermore, simulation studies are also performed
for other types of traffic distributions in order to evaluate
the validity and the preciseness of the mathematical models.
Through both analyses and simulations, we demonstrate that
channel assembling represented by those investigated strategies
can improve system performance if a proper strategy is selected
with appropriate system parameter configurations.

Index Terms—Cognitive radio networks, channel assembling,
spectrum adaptation, continuous time Markov chain models,
performance analysis.

I. INTRODUCTION

C
ONSIDER typical scenarios in cognitive radio networks

(CRNs) [1] where multiple channels exist. There are two

options for channel access. On the one hand, secondary users

(SUs) can follow the original channel structure for primary

users (PUs), as proposed in many CRN MAC designs [2]–

[5]. On the other hand, with the support of more sophisticated

hardware, SUs can make a decision on whether to assemble

multiple idle channels together as one channel for providing

higher data rate or still treat them as separated channels. In

the latter case, when two or more channels in the frequency
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domain are idle, they can be combined together as one channel

using channel assembling. This technique has indeed been

utilized in many CRN MAC protocols [6]–[11].

The research work on CRN spectrum access can be cat-

egorized into two phases. The first phase is MAC protocol

design itself, aiming at proposing feasible strategies in order

to allow CRNs access spectrum in a more efficient way [2]–

[11]. The second phase is to build analytical models in order

to help us better understand the theory behind these protocols

and evaluate the performance of different strategies [12]–[17].

In this study, we aim at the second phase and focus on the

performance analysis of channel assembling. This work is

motivated by the observation that although widely discussed

in CRN MAC protocols, the performance of CRNs with

channel assembling itself has not been thoroughly analyzed

through recognized mathematical models. For example, the

performance of an SU network when a PU channel could

be divided into several SU channels is analyzed based on a

continuous time Markov chain (CTMC) model in [13]–[15].

In our previous work [16], the performance of several channel

assembling strategies when spectrum adaptation is not enabled

is studied through CTMC models. In a similar study [17],

channel aggregation for CRNs is analyzed mathematically with

and without spectrum handover. However, only homogeneous

traffic is considered in CRNs in all those studies, and none

of them analyze channel assembling strategies with spectrum

adaptation systematically through mathematical modeling.

The meanings of spectrum adaptation are twofolds. On

the one hand, it is inherited from spectrum handover, which

allows SUs to switch an ongoing SU transmission to a vacant

channel that is not occupied by PUs or SUs, if it exists, when

a PU activity appears on the current channel. On the other

hand, it is meant that an ongoing SU service can adaptively

adjust the number of assembled channels according to the

availability of channels as well as other SUs’ activities. How

spectrum adaptation is utilized depends on specific channel

assembling strategies. Furthermore, spectrum adaptation can

be performed either by a base station centrally or by the cogni-

tive radios themselves through a suitable distributed protocol.

Since spectrum adaptation is one of the essential principles

of CRNs, i.e., sensing the radio environment and adapting to

it accordingly, we propose and investigate two representative

channel assembling strategies with spectrum adaptation in this

study. Based on these proposed strategies, we present CTMC

models to analyze their performance. Then, the models in the

quasi-stationary regime (QSR), i.e., when the time scale of
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PU activities is much larger than that of the SU activities,

are introduced. Although various assembling strategies exist in

different systems, similar modeling process can be developed,

and we believe that, with minor modifications, the models

we develop for these two strategies can also be applied to

many other strategies. Thirdly, numerical results obtained

from mathematical models are analyzed and compared, and

the correctness of the mathematical models is validated by

extensive simulations. Finally, to evaluate the preciseness and

the robustness of the mathematical models, the results under

traffic distributions rather than the ones used in CTMC models

are examined by simulations and compared with the analytical

results from the CTMC models.

In brief, the major contributions of this paper can be outlined

as follows:

• Two representative channel assembling strategies for

CRNs considering heterogeneous traffic are proposed and

thoroughly investigated. Although the strategies may be

complex from implementation point of view, the analyses

of them still have significance as they provide theoretical

insight on the performance gain that can be obtained by

channel assembling.

• Mathematical models for analyzing these strategies are

proposed using CTMCs. This allows us to examine the

performance of those strategies theoretically by assuming

Poisson traffic arrival processes and exponential service

time distributions for PUs and SUs.

• The approximations for these models in the QSR are

introduced. With these approximations, closed-form ex-

pressions for capacity calculation are derived for different

types of traffic.

• Other more realistic traffic patterns which may not follow

the Poisson arrival and the exponential service time

assumptions are evaluated through extensive simulations.

Therefore, the rationality and the robustness as well as

the applicability of the proposed mathematical models

are verified to a much larger extent.

The rest of this paper is organized as follows. Section II

summarizes the related work. The system model and assump-

tions are given in Section III. After the channel assembling

strategies are described in Section IV, different CTMC models

are built in Section V in order to analyze the performance of

these strategies. Furthermore, the models of these strategies

in the QSR is analyzed in Section VI, followed by numerical

results and corresponding discussions presented in Section VII.

Finally, the paper is concluded in Section VIII.

II. RELATED WORK

In this section, we summarize the state-of-the-art CTMC

models established for different channel access strategies and

application scenarios in CRNs.

In [13], [14] and [15], the case when a PU channel could be

split into several SU channels are modeled through CTMCs.

The authors of [13] and [14] mainly focus on the cases when

there are infinite number of users, and both spectrum handover

and non-handover cases are considered. In [15], it is analyzed

the performance of the secondary network in the cases with a

finite user population. In [12], three spectrum access schemes

are proposed and analyzed through CTMCs. However, channel

assembling is not considered in that paper.

In [16] and [17], channel assembling is investigated mathe-

matically from different angles. In [16], the performance of the

secondary network with different channel assembling strate-

gies is studied when spectrum adaptation is not implemented.

Three strategies, i.e., without channel assembling, with a

fixed number of assembled channels, and assembling all idle

channels when SU services access the system, are investigated

and compared. Similarly, in [17], three channel assembling

strategies with and without spectrum handover are studied.

However, the CTMC models and some parameters used in [17]

are not appropriately adjusted. Moreover, the second meaning

of spectrum adaptation, i.e., the number of assembled channels

for ongoing SU services can be adapted, is not considered in

these studies, neither in [16] nor in [17]. In our recent work

[18], different channel assembling strategies with spectrum

adaptation are studied. Based on these preliminary studies,

we propose two representative channel assembling strategies

considering spectrum adaptation and heterogeneous traffic, and

investigate them in depth afterwards.

III. SYSTEM MODEL AND ASSUMPTIONS

Before we describe channel assembling strategies, the sys-

tem model and the assumptions are given as follows. Assume

that there are two types of radios, PUs and SUs, operating in

the same frequency band which consists of M ∈ N
+ channels

for PUs, where N
+ denotes the set of positive natural numbers.

PUs have priority to utilize the spectrum and can acquire the

channels being used by SUs at any time. Each PU service

occupies only one channel while SUs can assemble multiple

channels. Those multiple channels can be either neighboring

to or separated from one another in the spectrum domain.

In this work, we consider two heterogeneous SU traffic

types, i.e., elastic traffic and real time traffic. For elastic

traffic, like file downloading, the service time will be reduced

if more channels are utilized for the same service due to

higher data rate. On the other hand, for a real time traffic

flow, like a real time voice conversation, sufficient service

quality is provided given a fixed number of channels, and its

service time is fixed even if more channels are assembled1.

Since channel assembling is more beneficial for elastic traffic

because of its flexibility, our focus will be mainly on the elastic

traffic in this analysis. An admission control phase which can

provide further tradeoff between both types of SU services

can be applied according to the calculated blocking probability

based our models of various strategies. Once accepted, the SU

services will experience stable services without interruption

due to channel fading with the help of advanced underlined

physical layer techniques.

For the sake of conciseness, we refer to traffic flows as

services, and use events to indicate the arrival and departure

of services for both PUs and SUs. In the following analysis,

we focus on the performance of the secondary network. It

1Of course the quality of the voice conversation will be improved up to a
limit when more channels are assembled.
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is assumed that the services of the secondary network are

independent of each other. PUs are not aware of the existence

of SU activities, and SUs can detect PU activities with high

enough spectrum sensing accuracy. We further assume that

the sensing and spectrum adaptation latency is much shorter

than the duration of the service events. In other words, the

arrivals or departures of services are unlikely to happen during

the sensing and spectrum adaptation period. Furthermore, it is

assumed that there is a protocol running among SUs to support

channel assembling and spectrum adaptation.

IV. CHANNEL ASSEMBLING STRATEGIES

To study SU performance with channel assembling, two

strategies with spectrum adaptation are proposed, as presented

below. For the first strategy, i.e., the Static (a,W, V ) strategy,

referred to as S(a,W, V ), the first meaning of spectrum adap-

tation, i.e., spectrum handover only, is applied. The second

strategy, Dynamic (a,W, V ), referred to as D(a,W, V ), uses

the full meaning of spectrum adaption, i.e., not only the

spectrum handover is adopted, but also the number of the

assembled channels for an ongoing SU service is adjustable.

In our notations, parameter a ∈ N
+ indicates the number of

channels assembled by a real time SU service in the network.

Parameters W, V ∈ N
+ represent, respectively, the lower

bound and the upper bound of the number of assembled

channels for an elastic SU service. The values of them are pre-

defined for a given strategy and network configuration, at the

network initiation phase. Let N ∈ N
+, W ≤ N ≤ V , denote

the number of channels that an elastic SU service assembles,

which may vary from one elastic SU service to another, and

may also vary along time for an ongoing elastic SU service

when the dynamic strategy is employed. However, the number

of channels for a real time service is always fixed. Denote a

real time SU service and an elastic SU service by SUr and

SUe respectively.

A. S(a,W, V )

In this strategy, upon an SUr arrival, the service can com-

mence if the number of idle channels is larger than or equal

to a. When an SUe tries to access channels, if the number of

idle channels, denoted by Ic, is larger than or equal to W at

this moment, it can commence with the number of assembled

channels as min{V, Ic}. If not enough idle channels exist, i.e.,

the number of idle channels is lower than W for an SUe or a
for an SUr, the service will be blocked. Static here means that

once an SU service starts, the number of assembled channels

cannot be changed any longer. In other words, during an SU

service time period, even if new idle channels emerge, for

instance when any PUs or other SUs finish their transmissions,

ongoing SU services will not assemble those newly available

channels. On the other hand, when an arriving PU takes any

one of the assembled channels that is in use by an ongoing SU

service, the SU service will switch to an idle channel which

is not occupied by PUs or SUs, if it exists. Otherwise, the SU

service is forced to terminate.

A special case of this strategy is a = W = V = 1,

which represents the legacy channel access strategy without

channel assembling. We denote it as no assembling (NA)

and its performance will be compared with the proposed two

strategies later in this paper.

B. D(a,W, V )

If there are enough idle channels upon an SU arrival, i.e.,

the number is larger than or equal to W for an SUe or a
for an SUr, it will react in the same way as in the static

strategy. However, if there are not enough idle channels for a

newly arrived SU service, instead of blocking it, ongoing SUes

will share their occupied channels to the newly arrived SU

service, as long as they can still keep at least W channels and

the number is sufficient for the new SU service to commence

after sharing. When an SU service needs the channels shared

by ongoing SUes to commence and there are several SUes in

the system, the one that occupies the maximum number of

channels will donate first, due to the consideration of fairness

among SU services. If the SUe with the maximum number

cannot provide enough channels, the one with the second

maximum number will share its channels then, and so on.

The newly arrived SUe will join the network as long as W
channels are gathered, including both the idle channels and the

ones released by other SUes, if the number of idle channels

is lower than W . If the number of idle channels together with

the number of channels to be released by all SUes is still not

enough, i.e., the number is lower than W for an SUe or a for

an SUr, the new SU arrival is blocked.

In this strategy, if any channels become idle, the ongoing

SUes with less than V channels will assemble those newly

available channels up to V . In the presence of multiple SUes

that can utilize newly vacant channels, it designates the one

which currently has the minimum number of channels to

occupy them first, again, due to the fairness consideration

mentioned above. If the SUe with the minimum number of

channels assembles V channels after adjustment and there are

still vacant channels, other SUes will occupy the remaining

ones according to the same principle, until all those vacant

channels are utilized or all existing SUes have V channels.

On the other hand, when PU services arrive and there is no

idle channel available, SUes can flexibly adjust downwards

the number of assembled channels, as long as the remaining

number of channels is still not fewer than W . If an arriving

PU acquires any one of the channels that is occupied by an

SUe with exactly W channels and there is no idle channel, this

already commenced SUe is forced to terminate. To give higher

priority to SUr, if any one of the channels being used by an

SUr is taken by an arriving PU and there is no idle channel at

the moment, the SUe with the maximum number of channels

will donate one channel from its occupied set. In this way, the

SUr can be kept. A forced SUr termination happens only if it

is interrupted by a PU arrival when all SUes occupy exactly

W channels and no idle channel exists.

V. CTMC MODELS FOR CHANNEL ASSEMBLING

STRATEGIES

To model different strategies with channel assembling, we

develop CTMCs by assuming that the arrivals of both SU and
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TABLE I
TRANSITIONS FROM A GENERIC STATE x = (i, ga, jW , . . . , jV ) OF S(a,W, V ).

Activity Destination state Trans. rate Conditions

PU DP2. (i− 1, ga, jW , . . . , jV ) iµP i > 0.
PU AR, no FT. (i+ 1, ga, jW , . . . , jV ) λP b(x) < M .

PU AR, FT in an SUr . (i+ 1, ga − 1, jW , . . . , jV )
aga

M − i
λP b(x) = M ; i < M ; ga > 0.

PU AR, FT in an SUe(k). (i+ 1, ga, jW , . . . , jk − 1, . . . , jV )
kjk

M − i
λP b(x) = M ; i < M ; jk > 0; W ≤ k ≤ V .

SUr DP. (i, ga − 1, jW , . . . , jV ) gaµ
′

S ga > 0.
SUe(k) DP. (i, ga, jW , . . . , jk − 1, . . . , jV ) kjkµS jk > 0; W ≤ k ≤ V .
SUr AR. (i, ga + 1, jW , . . . , jV ) λ′

S M − b(x) ≥ a.
SUe AR. (i, ga, jW , . . . , jk + 1, . . . , jV ) λS k = min{V,M − b(x)} ≥ W .

PU services are Poisson processes. The SU service arrival rates

are λS and λ′S for elastic and real time services respectively,

and the PU service arrival rate is given by λP . Upon a PU

service arrival, it will access one of the channels that are not

occupied by ongoing PU services with the same probability.

Similarly, the service times are exponentially distributed. The

service rates of PU services and SU real time services are

µP and µ′
S respectively, and the service rate for elastic SU

services is µS in one channel. For real time traffic, the service

rate is constant as stated earlier. For elastic traffic, the service

rate will be higher if several channels are accumulated for

the same service. Assume further that all the channels are

homogeneous. Then the average data rate is approximately

linearly increasing with the number of assembled channels.

Therefore, the service rate of the N assembled channels for

an SU elastic service is approximated as N times of that in

one channel, i.e., NµS . The unit for these parameters could

be services/unit time. Given concrete values for these services,

the system capacity could be expressed in kbps or Mbps. For

this reason, in our analysis and results illustrated later, the unit

of system capacity is not explicitly expressed.

According to the above strategies, different CTMC models

can be built3. The states of these CTMC models can be

represented by x = (i, ga, jW , ...jk, ..., jV ), where i is the

number of PU services, ga is the number of SUrs assembling

a channels, while jk is the number of SUes that assemble k =
W,W + 1, . . . , V channels. Denote by b(x) the total number

of utilized channels at state x, as b(x) = i+aga+
∑V

k=W kjk.

We start from modeling the static strategy first.

A. CTMC analysis for S(a,W, V )

Let S be the set of feasible states, as S =
{x | i, ga, jW , . . . , jV ≥ 0; b(x) ≤ M}. Table I summarizes

the state transitions in this strategy. Given feasible states and

their transitions in a CTMC, we can construct the global

balance equations and the normalization equation. That is, the

equations which indicate that, in steady-state, for each state

the average incoming transition rate is equal to the outgoing

2For illustration convenience, we use AR to indicate an arrival event, DP
to indicate a departure event, and FT to indicate a forced termination event
in Table I. Notation SUe(k) represents an SUe with k channels in this table.
Similar notations apply to Tables II, III, and IV as well.

3The protocol overhead for each strategy is different, e.g., the dynamic
strategy requires highest control overhead in order to support access flexibility.
To keep our analysis simple and consistent for all strategies, the protocol
overhead is not included in our models presented below.

rate, and that the sum of the probabilities of all states is equal

to one. From these equations, the state possibilities, denoted

by π(x) as the probability of state x, are obtained. Given the

state probabilities π(x), system performance parameters can

be developed as follows.

The blocking probability of a type of SU services is the

sum of the probabilities of states that cannot accommodate

more SU services of that type. Let Pb and P ′
b be the blocking

probability of SUe and SUr respectively, expressed by

Pb =
∑

x∈S,
M−b(x)<W

π(x); P ′
b =

∑

x∈S,
M−b(x)<a

π(x). (1)

The capacity of a type of SU services is defined as the

average service rate of SUs in that type, i.e., the average

number of SU service completions per time unit [13]. Let

ρ and ρ′ be the capacity of SUe and SUr respectively, shown

as follows,

ρ =
∑

x∈S

V
∑

k=W

kjkµSπ(x); ρ′ =
∑

x∈S

gaµ
′
Sπ(x). (2)

Forced termination represents a preemption of an ongoing

SU service. In this work, we consider the fraction of forced

terminations over commenced SU services. Therefore, the

forced termination probability can be expressed as the mean

forced termination rate (denoted by Rf for SUe and R′
f for

SUr) divided by the rate of the commenced SU services

[14] (denoted by λ∗S for SUe and λ′∗S for SUr). Let Pf and

P ′
f be the forced termination probability of SUe and SUr

respectively. They are obtained as follows.

Pf =
Rf

λ∗S
=
λP
λ∗S

∑

x∈S,
b(x)=M,i<M

V
∑

k=W

kjk
b(x)− i

π(x);

P ′
f =

R′
f

λ′∗S
=
λP
λ′∗S

∑

x∈S,
b(x)=M,i<M

aga
b(x)− i

π(x), (3)

where λ∗S = (1− Pb)λS and λ′∗S = (1− P ′
b)λ

′
S .

The average service rate per ongoing SU service, i.e., at

which rate an ongoing SU service is processed on average,

is defined as the capacity divided by the average number of

ongoing SU services of the same type. Let µps and µ′
ps be the

average service rate per ongoing SU service of SUe and SUr
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TABLE II
TRANSITIONS FROM A GENERIC STATE x = (i, ga, jW , . . . , jk, . . . , jV ) OF D(a,W, V ), W ≤ k ≤ V UPON A SERVICE DEPARTURE FOR BOTH PU AND

SU SERVICES.

Activity Dest. state Trans. rate Conditions

PU DP. An SUe(k) uses the vacant channel. (i−1, ga, jW , . . . , jk−1,
jk+1 + 1, . . . , jV )

iµP jk > 0, k = min{r|jr > 0,W ≤ r ≤ V − 1}; i > 0;
V > 1.

PU DP. SUes cannot use the vacant channel. (i − 1, ga, jW , . . . , jk ,
. . . , jV )

iµP jk = 0, W ≤ k < V ; i > 0. Or W = V ; i > 0.

SUe(k) DP. Other SUes, if exist, cannot use the
vacant channel(s).

(i, ga, jW , . . . , jk − 1,
. . . , jV )

kjkµS jk = 1, k < V ; jm = 0, ∀m < V and m 6= k;
V > W . Or jk > 0, k = V ; jm = 0, ∀m < V ;
V > W . Or jk > 0, k = W = V .

SUe(k) DP. The SUe with the minimum number
of channels, h, uses all the vacant channel(s).

(i, ga, jW , . . . , jh − 1,
. . . , jk − 1, . . . , jl + 1,
. . . , jV )

kjkµS jk = 1; h = min{r|jr > 0, r ∈ {W, . . . , k− 1, k+1,
. . . , V − 1}}; l = k + h ≤ V ; V > W . Or jk > 1;
h = min{r|jr > 0,W ≤ r ≤ V −1}; l = k+h ≤ V ;
V > W .

. . . . . . . . . . . .

SUe(k) DP. All other SUes with fewer than V
channels use the vacant channel(s) and achieve
the upper bound, V .

(i, ga, 0, . . . , 0, . . . , 0, . . . ,
jV + q)

kjkµS k ≥
∑V −1

m=W
(V − m)jm − (V − k); V > W ;

q =
∑V −1

m=W
jm − 1 .

SUr DP. Other SUes, if exist, cannot use the
vacant channel(s).

(i, ga − 1, jW , . . . , jk ,
. . . , jV )

gaµ
′

S ga ≥ 1; jm = 0, ∀m < V ; V > W . Or ga ≥ 1,
W = V .

SUr DP. The SUe with the minimum number
of channels, h, uses all the vacant channel(s).

(i, ga−1, jW , . . . , jh−1,
. . . , jl + 1, . . . , jV )

gaµ
′

S ga ≥ 1; h = min{r|jr > 0,W ≤ r ≤ V − 1};
l = a+ h ≤ V ; V > W .

. . . . . . . . . . . .

SUr DP. All other SUes with fewer than V
channels use the vacant channel(s) and achieve
the upper bound, V .

(i, ga − 1, 0, . . . , 0, . . . ,
jV + q)

gaµ
′

S ga ≥ 1; q =
∑V −1

m=W
jm; a ≥

∑V −1

m=W
(V − m)jm;

V > W .

TABLE III
TRANSITIONS FROM A GENERIC STATE x = (i, ga, jW , . . . , jk, . . . , jV ) OF D(a,W, V ), W ≤ k ≤ V WHEN AN SU SERVICE ARRIVES.

Activity Destination state Trans. rate Conditions

SUe AR. Enough idle channels exist. (i, ga, jW , . . . , jk +1, . . . ,
jV )

λS k = min{M − b(x), V } ≥ W .

SUe AR. The SUe with the max-
imum number of channels, m, do-
nates channel(s) to the newly arrived
service.

(i, ga, jW +1, . . . , jn+1,
. . . , jm − 1, . . . , jV )

λS V > W ; m = max{r|jr > 0,W + 1 ≤ r ≤ V };
n = m− [W − (M − b(x))], W ≤ n < m.

SUe AR. Two SUes, m and h, do-
nate channels.

(i, ga, jW +2, . . . , jn+1,
. . . , jh−1, . . . , jm−1, . . . ,
jV )

λS V > W > 1; m = max{r|jr > 0,W + 1 ≤ r ≤ V };
h = max{r|jr > 0,W + 1 ≤ r ≤ m − 1} if jm = 1, or
h = m if jm > 1; n = h+m−2W +M−b(x), W ≤ n < h.

. . . . . . . . . . . .

SUe AR. All SUes with more than
W channels donate channel(s).

(i, ga, jW + q, 0, . . . , 0,
jn + 1, 0, . . . , 0)

λS q =
∑V

m=W+1
jm; n =

∑V
m=W+1

(m−W )jm+M − b(x),
W ≤ n < min{r|jr > 0,W + 1 ≤ r ≤ V }; V > W .

SUr AR. Enough idle channels exist. (i, ga+1, jW , . . . , jk , . . . ,
jV )

λ′

S M − b(x) ≥ a.

SUr AR. The SUe with the max-
imum number of channels, m, do-
nates channel(s).

(i, ga+1, jW , . . . , jn+1,
. . . , jm − 1, . . . , jV )

λ′

S V > W ; m = max{r|jr > 0,W + 1 ≤ r ≤ V };
n = m− [a− (M − b(x))], W ≤ n < m.

SUr AR. Two SUes, m and h, do-
nate channels.

(i, ga + 1, jW + 1, . . . ,
jn + 1, . . . , jh − 1, . . . ,
jm − 1, . . . , jV )

λ′

S V > W ; a > 1; m = max{r|jr > 0,W + 1 ≤ r ≤ V };
h = max{r|jr > 0,W + 1 ≤ r ≤ m − 1} if jm = 1,
or h = m if jm > 1; n = h + m − W − a + M − b(x),
W ≤ n < h.

. . . . . . . . . . . .

SUr AR. All SUes with more than
W channels donate channel(s).

(i, ga + 1, jW + q − 1, 0,
. . . , 0, jn + 1, 0, . . . , 0)

λ′

S n =
∑V

m=W+1
(m − W )jm + M − b(x) − a + W ,

W ≤ n < min{r|jr > 0,W + 1 ≤ r ≤ V }; V > W ;

q =
∑V

m=W+1
jm.

respectively, shown as follows,

µps=ρ/
∑

x∈S

V
∑

k=W

jkπ(x); µ′
ps=ρ

′/
∑

x∈S

gaπ(x) = µ′
S . (4)

B. CTMC analysis for the D(a,W, V )

The feasible states in this strategy can be expressed as S=
{(i, ga, 0, ..., 0, jV )|i + aga + V jV < M} ∪ {x |b(x) =M}.

Tables II, III, and IV summarize the state transitions in this

strategy.

In a similar way as the analysis for S(a,W, V ), the state

probability of π(x) can be obtained and then the system

performance parameters can be computed. For D(a,W, V ),
the capacity and the service rate per ongoing SU service share

the same expressions as Eqs. (2) and (4) respectively, while

the blocking probability becomes,

Pb =
∑

x∈S,

M−b(x)+
∑

V

k=W+1(k−W )jk<W

π(x);

P ′
b =

∑

x∈S,

M−b(x)+
∑

V

k=W+1(k−W )jk<a

π(x). (5)

Correspondingly, the forced termination probability is ob-
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TABLE IV
TRANSITIONS FROM A GENERIC STATE x = (i, ga, jW , . . . , jk, . . . , jV ) OF D(a,W, V ), W ≤ k ≤ V WHEN A PU SERVICE ARRIVES.

Activity Dest. state Trans. rate Conditions

PU AR. At least a vacant channel exists. (i + 1, ga, jW , . . . , jk ,
. . . , jV )

λP b(x) < M .

PU AR. An SUe(k) is interrupted and reduces
its channels.

(i + 1, ga, jW , . . . ,
jk−1+1, jk−1, . . . , jV )

kjk

M − i
λP b(x) = M ; jk > 0, k > W ; V > W .

PU AR. FT in an SUe(W ). No spectrum adap-
tation.

(i + 1, ga, jW − 1, . . . ,
jk , . . . , jV )

WjW

M − i
λP jW = 1; jk = 0, W + 1 ≤ k ≤ V − 1; b(x) = M ;

W > 1. Or jW ≥ 1; b(x) = M ; W = 1. Or
jW ≥ 1; b(x) = M ; W = V .

PU AR. FT in an SUe(W ) and releases chan-
nel(s). The SUe with the minimum number of
channels, h, uses all the vacant channel(s).

(i + 1, ga, jW − 1, . . . ,
jh − 1, . . . , jl + 1, . . . ,
jV )

WjW

M − i
λP jW = 1; h = min{r|jr > 0,W +1 ≤ r ≤ V − 1};

l = h+W − 1 ≤ V ; V > W > 1; b(x) = M . Or
jW > 1; h = W ; l = h+W−1 ≤ V ; V > W > 1;
b(x) = M .

. . . . . . . . . . . .

PU AR. FT in an SUe(W ). All other SUes with
fewer than V channels use the vacant channel(s)
and achieve V .

(i + 1, ga, 0, . . . , 0, . . . ,
0, . . . , jV + q)

WjW

M − i
λP V > W > 1; b(x) = M ; q =

∑V −1

m=W
jm − 1;

W − 1 ≥
∑V −1

m=W
(V −m)jm − (V −W ).

PU AR. An SUr is interrupted and the SUe with
the maximum number of channels, k, donates a
channel.

(i + 1, ga, jW , . . . ,
jk−1+1, jk−1, . . . , jV )

aga

M − i
λP jk > 0, k = max{r|jr > 0,W + 1 ≤ r ≤ V };

b(x) = M ; V > W .

PU AR. FT in an SUr . No spectrum adaptation. (i + 1, ga − 1, jW , . . . ,
jk , . . . , jV )

aga

M − i
λP b(x) = M ; a = 1; ga ≥ 1; jr = 0, W+1 ≤ r ≤ V .

Or b(x) = M ; jk = 0, W ≤ k ≤ V ; ga ≥ 1;
V > W . Or ga ≥ 1; b(x) = M ; W = V .

PU AR. FT in an SUr and releases channel(s).
An SUe(W ) uses all the vacant channel(s).

(i + 1, ga − 1, jW − 1,
. . . , jk + 1, . . . , jV )

aga

M − i
λP b(x) = M ; a > 1; ga ≥ 1; jr = 0, W+1 ≤ r ≤ V ;

jW ≥ 1; k = a+W − 1 ≤ V ; V > W .
. . . . . . . . . . . .

PU AR. FT in an SUr . All SUes use the vacant
channel(s) and achieve V .

(i + 1, ga − 1, 0, . . . , 0,
. . . , 0, . . . , jV + q)

aga

M − i
λP b(x) = M ; a > 1; ga ≥ 1; jr = 0, W+1 ≤ r ≤ V ;

q = jW ≥ 1; a− 1 ≥ jW (V −W ); V > W .

tained as

Pf =
Rf

λ∗S
=

∑

x∈S,b(x)=M,
jW>0,i<M

λPWjW
(M − i)λ∗S

π(x);

P ′
f =

R′
f

λ′∗S
=

∑

x∈S,b(x)=M,i<M,
jr=0,∀r>W

λPaga
(M − i)λ′∗S

π(x), (6)

where λ∗S = (1− Pb)λS and λ′∗S = (1− P ′
b)λ

′
S .

VI. ANALYSIS IN THE QUASI-STATIONARY REGIME

In the QSR, it is assumed that the distribution of SU services

reaches equilibrium between consecutive PU events, i.e., PU

activities are so slow compared with the ones of SUs that

almost no forced SU termination happens4. Therefore, when i
PU services exist in the system, there are M − i channels

available and those channels are in a sense dedicated for

SU services. Then, the state probability of the system can

be expressed as the combination of the state probability in

two Markov chains which represent PU and SU activities

respectively. Let π(φ, i) be the state probability of the system,

where i denotes the number of PU services and φ represents

the corresponding state for SU services, which might be

multi-dimensional for a particular strategy. Then, we have

π(φ, i) = π(φ|i)π(i), where π(i) is the state probability of

having i PU services, and π(φ|i) is the conditional probability

4Forced terminations will still occur but there will be, at most, one at
each arrival of PU services. Since between two consecutive arrivals of PUs
an infinitely large number of SU arrivals occur, the probability of forced
termination is zero.

of state φ representing SU services given i PU services. In

the QSR, π(φ|i) can be calculated as the probability of state

φ given M − i channels dedicated for SUs.

In general, the state probability of PU services, π(i), can be

derived from an M + 1 state birth and death process (BDP)

with π(i) = (λP

µP
)i 1i!

[

∑M
k=0(

λP

µP
)k 1

k!

]−1

.

To calculate π(φ|i) in this regime, we only need to consider

the events of SU services given M− i dedicated channels. For

a given i, state φ contains two types of SU services, and its

transitions and the corresponding rates are also illustrated in

Tables I-IV, with PU events ignored. In the following, we

focus on special cases when only one type of SU traffic

exists in the network, in which the closed-form expressions

can be further derived. We use capacity as an example but

other performance parameters can also be derived in a similar

way. We start from the case without real time traffic.

Proposition 1: In the QSR, the capacity of SUes for the

dynamic strategy when real time traffic does not exist is given

as follows,

ρde =

[

1−

M
∑

i=0

π(I|i)π(i)

]

λS , (7)

where

π(j|i) =











(

λS

V µS

)j
π(0|i)

j! , ∀ 1 ≤ j ≤ C,
(

λS

QµS

)j
QC

V C

π(0|i)
C! , ∀ C < j ≤ I,

(8)

π(0|i)=





C
∑

j=0

(

λS
V µS

)j
1

j!
+

I
∑

j=C+1

(

λS
QµS

)j
QC

V CC!





−1

, (9)
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and Q =M − i, I =
⌊

Q
W

⌋

, and C =
⌊

Q
V

⌋

.

The proof is deferred to Appendix A. More detailed inspec-

tion of the proof reveals that the expression for the capacity in

the dynamic strategy given in Eq. (7) can actually be applied

to a broader class of strategies which exhibit the following

common features: 1) ongoing SUes will always occupy as

many idle channels as they are able to; 2) if there are fewer

than W idle channels upon an SUe arrival, ongoing SUes will

donate their occupied channels to the newcomer, as long as

N ≥W is still satisfied for all SUes after donating.
Proposition 2: In the QSR, the capacity of SUes for the

static strategy when real time traffic does not exist is upper
bounded by ρsue ,

ρ
su
e =

M
∑

i=0

(

C
∑

j=1

jV µSπ(j|i)π(i) +QµSψiπ(C + 1|i)π(i)

)

, (10)

where ψi =
⌊

Q−CV
W

⌋

indicates whether the state with C + 1

services exists (ψi = 1) or not (ψi = 0) for a given i, and the

π(j|i) is calculated as follows. If Q − CV < W , π(j|i) =

( λS

V µS
)j 1

j!

[

∑C
k=0(

λS

V µS
)k 1

k!

]−1

. Otherwise, π(j|i) is given by

Eqs. (8) and (9) using I = C + 1. The proof is shown in

Appendix B. Note that although the closed-form capacity is

not available in this strategy, we are still able to calculate its

value through its CTMC model in the QSR.

Now we consider the case without elastic SU traffic and the

following result is derived.

Proposition 3: In the QSR, the capacity of SUrs when

elastic traffic does not exist is,

ρr =

M
∑

i=0

⌊(M−i)/a⌋
∑

j=0

jµ′
Sπ(j|i)π(i), (11)

where π(j|i) = (
λ′

S

µ′

S

)j 1
j!

[

∑⌊(M−i)/a⌋
k=0 (

λ′

S

µ′

S

)k 1
k!

]−1

.

The mathematical proof of this result is similar to Proposi-

tion 1 when W = V = a. Hence, we do not show the detailed

proof to save space.

VII. NUMERICAL RESULTS AND DISCUSSIONS

In this section, the obtained numerical results under dif-

ferent conditions are presented. In the first subsection, the

performance of the investigated strategies with pure elastic SU

traffic is illustrated. In the second subsection, we observe the

results when both types of SU traffic co-exist. Furthermore, the

results in the QSR are plotted in comparison with the results

from the original CTMC models in the third subsection, and

the results under diverse traffic distributions are illustrated in

the final subsection.

In order to verify the mathematical models, the simulation

results obtained from a custom-built MATLAB simulator

together with the analytical results are plotted in Figs. 1–5.

In these figures, the solid lines represent the analytical results

while the marks are obtained from simulations. From these

curves, we can observe that the simulation results precisely

coincide with the analytical results. Therefore, the correctness

of the mathematical analysis is validated.

The simulations are conducted as follows. Each round of

the simulation is performed for 10000 time units. Each time

unit, denoted as T , is further divided into n sub-intervals

each with duration h, i.e., T = nh, where h is the minimum

unit in this simulation and it is configured sufficiently small

so that the probability of simultaneous events is ignorable.

Then the probability that exactly one PU, SUe, or SUr arrival

occurs in each sub-interval is λPh, λSh, or λ′Sh, and the

probability of no arrival is 1 − λPh, 1 − λSh, or 1 − λ′Sh
respectively. The lengths of PU and SU services are integer

times of h, following exponential distributions with parameters

corresponding to various services. For an ongoing PU service,

after each h, the integer will decrease by one, meaning that

part of this PU service has elapsed. The same principle applies

to SUr. However, for an ongoing SUe with N channels, after

each h, the integer will decrease by N since the service rate

will increase N times. In each sub-interval, the events of both

PUs and SUs are checked and processed according to the

employed strategy. The service is considered as finished when

this integer number reaches zero. In the end of each simulation,

the statistics of the system can be calculated. For example, the

capacity is obtained from the total number of successful SU

services averaged by the total simulated time units.

A. Performance illustration with pure elastic SU traffic

Since only SUes will contribute to the system performance

with channel assembling, we examine the cases where only

SUes exist in the secondary network first. In this subsection,

ρ, Pb, Pf , and µps are plotted in Figs. 1–4 respectively, given

M = 6, λ′S = 0, λS = 1.5, µS = 0.82, and µP = 0.5. In the

labels of strategies in these figures, a is not given a specific

value since SUrs do not exist. In order to compare the effects

of different threshold values, we plot two groups of results for

each strategy, i.e., W = 1, V = 3 and W = 3, V = 6. The

results of NA are also illustrated for the comparison purpose.
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Fig. 1. System capacity as a function of λP for pure elastic SU traffic.

1) System capacity: As shown in Fig. 1, the system ca-

pacity of SUes decreases for all strategies with an increasing

λP due to the fact that SUs get fewer chances to start their

services when PUs become more active. Interestingly, most

of the channel assembling strategies do not perform better

than NA does, except D(a, 1, 3). The advantage of NA is

because that a larger number of parallel services, i.e., jk
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Fig. 2. Blocking probability as a function of λP for pure elastic SU traffic.
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Fig. 3. Forced termination probability as a function of λP for pure elastic
SU traffic.

in Eq. (2), could contribute to system capacity significantly.

Dynamic strategies achieve higher capacity than static ones

with the same parameter configuration. Comparing two groups

of W = 1, V = 3 with W = 3, V = 6, the results

in the former group for each strategy are better than the

corresponding latter ones. The reason is that in the latter group,

the strategies require at least three vacant channels out of a

total number of six channels in order to start an SU service,

leading to wasted spectrum opportunities compared with the

strategies in the former group.

2) Blocking probability: Fig. 2 depicts the blocking proba-

bility of SUs. One can observe that D(a, 1, 3) has the lowest

blocking probability since it needs only one channel for

initiating an SU service and can dynamically adjust the number

of assembled channels upon different events. Similarly, NA has

the second lowest blocking probability as compared with the

other strategies. Comparing the group W = 1, V = 3 with

W = 3, V = 6, the blocking probability is generally higher

in the latter group. The reason is straightforward since more

channels are required in the latter case before a service request

can be accepted.

3) Forced termination probability: To examine the forced

termination probability of the commenced SU services, we plot

Pf in Fig. 3. As expected, Pf becomes higher for all strategies
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Fig. 4. Average service rate per ongoing SU service as a function of λP

for pure elastic SU traffic.

as λP increases since PUs become more active. The forced

termination probability in NA is not as good as that of the

D(a, 1, 3), and increases even higher than that of D(a, 3, 6)
when λP is large. It means that a lower Pf could be achieved

if an appropriate strategy and suitable threshold values are

selected. For the static strategies, since they will assemble

multiple channels and the number of assembled channels is not

adjustable, services would be more likely forced to terminate

than the dynamic cases.

4) Average service rate per ongoing SU service: Fig. 4

illustrates the average service rate per ongoing SU service, i.e.,

µps. This value indicates the rate that an ongoing SU service

will be processed on average. As illustrated in this figure, the

larger the number of channels an SU service assembles, the

higher the average service rate per ongoing service a strategy

can achieve. For NA, the µps value does not change with

different λP values since each SU service occupies only one

channel all the time thus µps = µS , whereas the other curves

decline as λP increases.

It is worth mentioning that µps shown in Fig. 4 is the

average service rate per ongoing SU service, which is different

from the total average service rate for SU services, i.e.,

capacity, ρ, shown in Fig. 1. As can be observed from Eq. (4),

µps is equal to the capacity value, ρ, divided by the average

number of ongoing SU services, meaning that a strategy with

a larger µps value does not necessarily lead to higher capacity.

For example, S(a, 3, 6) has the highest µps however the lowest

capacity when λP is small as observed in Fig. 1. The reason

is that with a small λP the forced termination probability

and the blocking probability for this strategy are higher than

those of other strategies. Indeed we observe in our simulations

a much lower average number of ongoing SU services in

the system with this strategy, even though each ongoing SU

service occupies more channels.

B. Performance illustration with heterogenous traffic

In Fig. 5, it is illustrated the achieved capacity of the

strategies in presents of heterogenous traffic. We adopt a = 1,

λ′S = 1 and µ′
S = 0.6 for the real time traffic and utilize
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Fig. 5. Capacity as a function of λP for heterogeneous traffic. In this figure,
E indicates elastic traffic while R denotes real time traffic.

the same parameter for PUs and SUes as in the previous

subsection. From Fig. 5, one can observe that the capacity

for SUes of all these strategies is lower than the one shown in

Fig. 1 because the resource is shared with real time traffic.

Compared with NA, the dynamic strategy achieves higher

capacity in both SUe and SUr, which means that the advantage

of channel assembling in SUes is shared among these two

traffic types. In contrast, the static ones cannot provide any

benefit in terms of capacity. The advantage of the dynamic

channel assembling strategy is also observed in all other

performance parameters however not shown here due to page

limit. The main observation here is that the benefit of channel

assembling using the dynamic strategy is obvious and the

advantage obtained by SUe is shared with real-time flows.

However, the static strategy has poorer performance than NA

except when µps is investigated.

C. Performance in the QSR

In Fig. 6, the results from the analytical models in the QSR

and those from the precise models developed in Section V,

are illustrated. In this subsection, we introduce a scaler, f , to

reflect the dynamics of PU activities while keeping the offered

load constant for both PU and SU services, as λP = 1 × f ,

µP = 0.5× f , λ′S = 0, λS = 1.5, µS = 0.82 and M = 6.

As illustrated in Fig. 6, when f << 1, meaning that the

service time of PUs is quite long while the arrival rate is

low, i.e., PUs appear sporadically and PU services are long-

lasting, the system capacity deduced from the precise models

fits the results in the QSR well. When f becomes larger,

as 1 < f < 103, meaning that PUs are more dynamic,

the capacity obtained from the precise models deviates more

and more from the corresponding results in the QSR, due

to the fact that more and more SU connections are abruptly

terminated by PUs. Moreover, when f becomes even larger as

f > 104, the capacity is close to zero for all the investigated

strategies, since PUs are so active that SU services cannot

survive from preemption.

Not surprisingly, the dynamic strategy has again achieved

the best performance when comparing the results in the
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Fig. 6. System capacity as a function of f . The dynamic behavior of PU
activities is represented by a traffic intensity scale f . The results in the QSR
of D(a, 1, 3) is calculated based on Eq. (7), and that of NA is also achieved
by the same equation given V = W = 1. The upper bound for S(a, 1, 3)
in the QSR is plotted according to Eq. (10), while its precise capacity in the
QSR is calculated through its CTMC model in this regime.

QSR among different strategies, followed by the one without

channel assembling. Moreover, the static strategy has lower

capacity than its upper bound given by Eq. (10) in the QSR,

confirming Proposition 2.

D. Traffic pattern with various distributions

In our previous discussions, Poisson arrival and expo-

nentially distributed service time are assumed. In real life,

however, the traffic patterns might be quite different from

those ones. This observation triggers our motivation to fur-

ther investigate the applicability and the preciseness of our

Markov chain based analytical models, by applying the same

simulation programs mentioned earlier to diverse PU and SU

traffic distributions.

As an example, Fig. 7 illustrates the forced termination

probability of two sample strategies with pure elastic SU

traffic, i.e., NA and D(a, 1, 3) as a function of λS , under

two traffic models based on real-life traffic observations [19],

[20]. For traffic pattern one, Poisson arrival and log normal

distributed service time for both PU and SU services are

utilized. Within this traffic type, we consider further two

cases. The first case is that both the mean values and the

variances of the log normal distributions equal to those of

the corresponding original exponential distributions, labeled as

LN . The other case is that the variance values of log normal

distributions are greater than those of the original exponential

distributions while the mean values are kept the same, labeled

as LN∗. The reason for using larger variance values in LN∗

is that it can model more precisely the traffic in modern data

networks where high variability has been observed in flow

sizes [20]. More specifically, we adopt a squared coefficient of

variation SCV=4.618 [20] (SCV= variance/mean2). For traffic

pattern two, a random walk model for PU activities [19],

and Poisson arrival and log normal distributed service time

for SU services are adopted, labeled as RW . For the log

normal distribution of SU service time used in this case, we

make the mean value and the variance equal to those of the
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Fig. 7. Forced termination probability as a function of λS when various
distributions are utilized.

original exponential distribution. The results from the original

distributions in our mathematical models are also plotted for

comparison purpose, labeled as O.

From this figure, we can observe that the results of LN and

LN∗ are quite close to the analytical ones, which reveals the

fact that these results are not sensitive to the distribution type

of service time as long as Poisson arrival is kept. Moreover,

although the results under RW do not coincide with the

analytical results precisely, those curves still exhibit similar

results to a large extent. Other simulation results with different

parameter configurations, even though not explicitly illustrated

here, yield also similar results. Therefore, the results under

different traffic models are comparatively close to the ones

obtained based on Poisson arrival and exponential service time

distributions. These observations demonstrate that although

different distributions exist, the mathematical analysis pre-

sented in this paper can be adopted as a robust reference

model for analyzing the performance of channel assembling

strategies in CRNs.

In more details, Fig. 7 are obtained as follows. There are

altogether M = 6 channels and the SU service rate is µS =
0.5 in the original exponential service time distribution. For an

equal comparison, we set λP = 0.5 and µP = 0.15601 in the

original distributions for PUs. This configuration gives three

PU-occupied channels in the system on average, which is equal

to the average number of PU-occupied channels in the random

walk model [19]. Then the average time interval between two

PU events in the random walk model, τ , is computed as τ =
1/(2µPE) = 1.0683, where E = 3 is the average number of

PU-occupied channels.

E. Further discussions

Consider channel allocation from a contrary perspective in

which an SU service requires less than one channel, i.e., one

or several sub-channels within one ordinary channel. In this

case, known as channel splitting, more SU services can be

accommodated in a system given the assumption that SU

services may be provided based on one or multiple sub-

channels. In the QSR, since idle channels are in a sense

dedicated for SUs, the same analysis as illustrated in Section

VI can be applied to channel splitting on a sub-channel basis.

However, without the QSR assumption, the arrival of one PU

service may influence multiple SU services and the analysis

will then become more sophisticated.

Finally, to make our channel assembling strategies smarter,

the lower and upper bounds, i.e., W and V , can be adjusted

dynamically according to different parameters. For example,

the value of V in D(a, 1, 3) can be tuned according to the

arrival rate of PUs. As shown in Fig. 1, when λP is less than

0.1, the performance of NA and D(a, 1, 3) is quite close to

each other. Therefore, V = 1, i.e., NA is recommended since

it can achieve similar capacity without employing complicated

channel assembling algorithm. When λP becomes larger,

however, V = 3 will be selected in order to achieve better

performance. In real life, a measurement-based estimation of

the arrival intensities can be utilized to feed our analytical

models for parameter calculations so that W and V can be

adjusted accordingly on the fly.

VIII. CONCLUSIONS

In this paper, channel assembling approaches represented

by the two proposed strategies in multi-channel CRNs are

investigated thoroughly considering heterogeneous SU traffic

types, and their performance is evaluated and compared with

each other and with the legacy no assembling strategy through

both mathematical analyses and simulations. The numerical

results demonstrate that the dynamic strategy can achieve

better performance than the strategy without assembling does

in the investigated cases. For the static strategy, however, its

overall performance is poorer than the no channel assembling

case except one aspect, i.e., a higher average service rate

per ongoing SU service. Therefore, we would recommend

the dynamic strategy as the most appropriate alternative for

channel assembling in multi-channel CRNs.

APPENDIX A

PROOF OF PROPOSITION 1

Proof: Without SUrs, ga can be eliminated from φ.

However, φ = (jW , . . . , jV ) may still be multi-dimensional

for a given i. In what follows, we will firstly map the process

for SU services from a multi-dimensional Markov chain into

a BDP as shown in Fig. 8 for a given i, and then calculate the

capacity based on the BDP.

� � � ���

�� �� ��

�������	��
	��	�� ……

�� ��

�

��

���……

Fig. 8. The birth and death process of SU services for a given i.

Consider all states of SU services for a given i. Let us re-

arrange these states according to the number of ongoing SU

services that these states have, i.e., using an integer pair (r, l)
to represent a state, where r denotes the number of ongoing

SU services and l represents a particular state among all the

states with r SU services. Let L(r) be the number of states that

have r SU services, therefore we have l ∈ {1, . . . , L(r)}. Let

π′(r, l) be the corresponding state probability. Denote |φ| as
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µS

(

m(r)−

∑L(r)
l=1 (m(r)− b(r, l))π′(r, l)

∑L(r)
l=1 π′(r, l)

)

L(r)
∑

l=1

π′(r, l) + λS

L(r)
∑

l=1

π′(r, l) (12)

= λS

L(r−1)
∑

n=1

π′(r − 1, n) + µS

(

m(r + 1)−

∑L(r+1)
l=1 (m(r + 1)−b(r + 1, l))π′(r + 1, l)

∑L(r+1)
l=1 π′(r + 1, l)

)

L(r+1)
∑

l=1

π′(r + 1, l).

the number of ongoing SU services at state φ. For a generic

state φ, say, the lth state with |φ| = r SU services, where

r ∈ {1, . . . C − 1}, the balance equation can be expressed as:

(λS + rV µS)π
′(r, l) =

L(r−1)
∑

n=1

Pr−1,n,lλSπ
′(r − 1, n)

+

L(r+1)
∑

n=1

P ′
r+1,n,l(r + 1)V µSπ

′(r + 1, n), (13)

where Pr−1,n,l is the probability from state (r− 1, n) to state

(r, l) upon an SU arrival while P ′
r+1,n,l is the probability

from state (r + 1, n) to state (r, l) upon an SU departure.

Pr−1,n,l and P ′
r+1,n,l represent different ways of access upon

an event in this strategy. Note that
∑L(r)

m=1 Pr−1,n,m = 1 and
∑L(r)

m=1 P
′
r+1,n,m = 1. If we sum up all these equations of

states with r SU services, the left hand side can be expressed

as a common factor of outgoing rates by the sum of the

probabilities of the states with r SU services. Similarly, on

the right hand side, the transitions indicating SU arrivals share

the common factor λS while the transitions indicating SU

departures share the same rV µS . Consequently, the following

equation holds,

(λS + rV µS)

L(r)
∑

l=1

π′(r, l) = λS

L(r−1)
∑

n=1

π′(r − 1, n)

+ (r + 1)V µS

L(r+1)
∑

n=1

π′(r + 1, n). (14)

If we regard the sum of the probabilities of all states

satisfying |φ| = r as a whole, Eq. (14) is the same as the

balance equation for the state with r services in the BDP as

shown in Fig. 8. Therefore, the sum of the probabilities of all

states with |φ| = r can be regarded as one state probability

with r services in the corresponding BDP. Similar analysis

applies to r ∈ {C, . . . I}. To calculate the capacity, knowing

the sum of the probability of the states that have the same

number of SU services given i PU services is sufficient since

the service rates are identical for all these states.

The state probability for the BDP, for a given i, is derived

as shown in Eqs. (8) and (9). Considering all possible i,
the blocking probability for SU services becomes Pb =
∑M

i=0 π(I|i)π(i). Since capacity can be represented by the

completed SU services over time, i.e., the commenced and

survived (not forced to terminate) ones among all arrivals, we

have ρ = (1 − Pb)(1 − Pf )λS . Considering Pf = 0 in this

regime, the capacity can be expressed as shown in Eq. (7).

APPENDIX B

PROOF OF PROPOSITION 2

Proof: Without SUrs, ga can be eliminated from φ.

Therefore, φ = (jW , . . . , jV ). In the static strategy, since

ongoing SU services cannot adjust the number of their chan-

nels, the states that have the same number of ongoing SU

services may have different assembled service rates given i PU

services. Let us label all states satisfying |φ| = r in two dimen-

sions, as (r, l), indicating the lth state which has r SU services.

For a generic state (r, l), denote b(r, l) as the number of

channels that all ongoing SU services assemble at state (r, l),
i.e., b(r, l) =

∑V
k=W kjk for (r, l)⇔(jW , . . . , jk, . . . , jV ).

Then the balance equation for (r, l) can be expressed as:

(λS + b(r, l)µS)π
′(r, l) =

L(r−1)
∑

n=1

Pr−1,n,lλSπ
′(r − 1, n)

+

L(r+1)
∑

n=1

P ′
r+1,n,lb(r + 1, n)µSπ

′(r + 1, n), (15)

where π′(r, l), L(r), Pr−1,n,l, and P ′
r+1,n,l have the same

definition as in Appendix A.

Let m(r) = maxl(b(r, l)). Summing up all the balance

equations for states with |φ| = r, we have Eq. (12). Look

at the service rate for states with r services on the left hand

side of Eq. (12). Clearly, m(r) ≤ rV , i.e., m(r) is less than or

equal to the maximum number that r SU services can utilize.

Note that
∑L(r)

l=1 (m(r)−b(r,l))π′(r,l)
∑L(r)

l=1 π′(r,l)
is non-negative. Therefore

(

m(r)−
∑L(r)

l=1 (m(r)−b(r,l))π′(r,l)
∑L(r)

l=1 π′(r,l)

)

≤ rV . The service rate on

the right hand side of the equation, i.e., the one corresponds

to states with r + 1 services, follows the same principle.

Consequently, for the state with r SU services in the BDP

based on the static strategy, the service rate will not be

higher than the corresponding one that will always achieve

the maximum possible service rate. If we make the service

rate for all states with r services equaling to the maximum

possible service rate, i.e., let b(r, l) = m(r), the capacity can

be derived in a closed form as shown in Eq. (10). With a lower

or an equal service rate in each state for the static strategy

than the one shown in Eq. (10), the capacity, i.e., the average

number of SUs that can be served at a time unit, will be upper

bounded by ρsue .
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