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ABSTRACT

Cloud-scale models apply two drastically different methods to represent condensation of water vapor to

form and grow cloud droplets. Maintenance of water saturation inside liquid clouds is assumed in the com-

putationally efficient saturation adjustment approach used in most bulk microphysics schemes. When super-

or subsaturations are allowed, condensation/evaporation can be calculated using the predicted saturation

ratio and (either predicted or prescribed) mean droplet radius and concentration. The study investigates

differences between simulations of deep unorganized convection applying a saturation adjustment conden-

sation scheme (SADJ) and a scheme with supersaturation prediction (SPRE). A double-moment micro-

physics scheme with CCN activation parameterized as a function of the local vertical velocity is applied to

compare cloud fields simulated applying SPRE and SADJ. Clean CCN conditions are assumed to demon-

strate upper limits of the SPRE and SADJ difference. Microphysical piggybacking is used to extract the

impacts with confidence. Results show a significant impact on deep convection dynamics, with SADJ featuring

more cloud buoyancy and thus stronger updrafts. This leads to around a 3% increase of the surface rain

accumulation in SADJ. Upper-tropospheric anvil cloud fractions are much larger in SPRE than in SADJ

because of the higher ice concentrations and thus longer residence times of anvil particles in SPRE, as

demonstrated by sensitivity tests. Higher ice concentrations in SPRE come from significantly larger ice su-

persaturations in strong convective updrafts that feature water supersaturations of several percent.

1. Introduction

Condensation of water vapor to form and grow cloud

droplets is one of themost fundamental processes of cloud

and precipitation formation. It drives cloud-scale dy-

namics through the release of latent heat and determines

the strength of convective updrafts. Cloud-scale models

simulate condensation by applying two drastically differ-

ent methods [see, for instance, Grabowski and Jarecka

(2015, hereinafter GJ15) and references therein]. The first

is the bulk condensation where water-saturated condi-

tions are assumed inside liquid clouds. Bulk condensation

is calculated by assuming that all water vapor in excess of

saturation is converted into cloud water, maintaining

saturated conditions at the completion of the model time

step. Conversely, bulk evaporation is calculated by

evaporating enough water to maintain saturated condi-

tions at the end of the time step. Saturation adjustment is

computationally efficient because it typically does not

constrain the model time step and allows straightforward

implementation of the centered-in-time differencing (e.g.,

Grabowski and Smolarkiewicz 2002). Most bulk cloud

microphysics schemes apply saturation adjustment to

model condensation (e.g., Lin et al. 1983; Rutledge and

Hobbs 1984; Ferrier 1994; Grabowski 1998, 1999; Hong

et al. 2004; Thompson et al. 2004; Milbrandt and Yau

2005; Morrison et al. 2009).

The second approach involves prediction of the in-

cloud super- or subsaturation and calculation of the

condensation/evaporation based on the predicted satu-

ration ratio. Such an approach is typically used in mi-

crophysical schemes that predict not only condensate
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mass but also relevant features of the droplet size dis-

tribution (e.g., the droplet concentration and mean ra-

dius), such as double-moment bulk or bin microphysics

schemes [e.g., Cotton et al. (2003), Phillips et al. (2007),

and Mansell et al. (2010) for bulk schemes; Kogan

(1991), Khain et al. (2004), and Lebo and Seinfeld (2011)

for bin schemes]. However, many double-moment

schemes still use saturation adjustment (e.g., Ferrier

1994; Cohard and Pinty 2000; Milbrandt and Yau 2005;

Morrison et al. 2009). Predicting in-cloud super- or

subsaturation is numerically cumbersome and often

requires short time steps for numerical stability. The

quasi-analytic approach for the supersaturation evo-

lution (Clark 1973; Morrison and Grabowski 2008a)

mitigates some of these problems. Moreover, the super-

saturation field near cloud edges typically features large

fluctuations (e.g., Grabowski 1989; Stevens et al. 1996)

that can significantly affect droplet activation. These can

only be avoided through a properly designed numerical

procedure in which evolution of the temperature and

moisture is controlled by an independently evolving su-

persaturation field, as inClark (1973) [seeGrabowski and

Morrison (2008) for details]. More importantly, since ice

initiation in deep convection is tied to the cloudwater and

drizzle/rain transported from the lower troposphere in

convective updrafts, details of the condensational growth

can also have a significant impact on the ice field devel-

opment. This will be one of the key points documented in

the current study.

GJ15 discuss these two approaches to modeling con-

densation for the case of shallow nonprecipitating con-

vection. They show that a bulk scheme with saturation

adjustment provides more buoyancy than a bin scheme

with explicit super-/subsaturation prediction because of

greater latent heating, but the impact on shallow convective

updrafts is relatively minor. This is because supersatura-

tions are typically small (i.e., below 1%) for shallow con-

vection updrafts, given their fairly weak vertical velocities.

The 1% supersaturation gives about a 0.1-K reduction of

the potential density (buoyancy) temperature between

the two approaches to condensation for temperatures

and pressures typical for warm shallow convection [see

section 2, (6), and Fig. 1 in GJ15]. This small impact on the

updraft dynamics in shallow convection agrees with results

discussed in Clark (1973). GJ15 also show that the satura-

tion adjustment applied for the bulk evaporation of cloud

water near cloud edges results in a significant reduction of

the cloud fraction when compared to the bin scheme.

The validity of the saturation adjustment approach for

simulatingmoist convectionhas beenquestioned in thepast

(see discussion relevant to shallow convection in GJ15). As

far as deep convection is concerned, Lebo et al. (2012,

Fig. 13 therein) show large supersaturations in the case of

supercell simulations. Because supercells feature strong

vertical velocities (up to several tens of meters per second),

large supersaturations should not be surprising. As

Grabowski and Morrison (2016, hereinafter GM16) docu-

ment, large supersaturation can also exist within simula-

tions of unorganized (scattered) deep convection, like that

over the Amazon basin.

GJ15 applied microphysical piggybacking (Grabowski

2014, 2015) to document the impact of saturation adjust-

ment with high fidelity. The main idea behind the piggy-

backing method is to apply two sets of thermodynamic

variables (the potential temperature, water vapor mixing

ratio, and all variables describing aerosol, cloud, and pre-

cipitation particles) in a single cloud field simulation. The

first set is coupled to the dynamics anddrives the simulation

(D set), and the second set piggybacks the simulated flow

but does not affect it (P set).Because the two sets are driven

by the same flow, the methodology allows assessing the

microphysical impact with high accuracy, and it is capable

of detecting even minuscule impacts on bulk cloud prop-

erties, such as the cloud cover, liquid and ice water path,

and surface precipitation (Grabowski 2014). It also allows

for comparing local cloud buoyancies between driving and

piggybacking sets of thermodynamic variables and thus

exploring possible impacts on cloud dynamics. The impact

on the dynamics is assessed by performing a second simu-

lation with the microphysical sets swapped so the D set

becomes the P set, and vice versa. Although the second

simulation features a different flow realization, the com-

parison of the two simulations allows for assessing the im-

pact of cloud microphysics on the cloud dynamics. In

a nutshell, if the difference between results from theD and

P sets in the two simulations (i.e., in the original simulation

and in the one with sets swapped) are the same except for

the sign, then the cloud dynamics is arguably insignificantly

affected by the cloudmicrophysics.Grabowski (2014, 2015)

documented the fidelity of the piggybacking methodology

in simulations of shallow and deep convection, respectively.

Unequivocal separation of the microphysical and dynami-

cal impacts on moist convection by swapping the D and P

sets is the key advantage of the piggybacking methodology

over the kinematic (prescribed flow) strategy used in the

past to compare simulations with various microphysical

schemes (e.g., Szumowski et al. 1998; Morrison and

Grabowski 2007; Shipway and Hill 2012).

GM16 discuss piggybacking simulations applying a

double-moment microphysics scheme with the explicit

prediction of the supersaturation field to investigate the

impact of pollution aerosols on deep convection. The

idealized setup follows the case of daytime convective

development over land based on observations during the

Large-Scale Biosphere–Atmosphere (LBA) field project

in Amazonia as in Grabowski (2015). GM16 show that
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the simulated in-cloud supersaturations are large, up to

several percent in both pristine and polluted conditions,

and they call into question results from deep convection

simulations applying microphysical schemes with satu-

ration adjustment. The latter provides motivation for

the investigation reported here. In addition, GM16

document a significant impact of assumed CCN charac-

teristics on the upper-tropospheric convective anvils. As

discussed in the current manuscript, similar differences

exist between simulations applying saturation adjustment

and simulations with the supersaturation prediction.

This paper follows GM16 by using the same model

and double-moment microphysics scheme (with some

modifications as discussed herein), the same modeling

setup, and the same piggybacking methodology. These

are briefly reviewed in the next section with the em-

phasis on modifications of the double-moment scheme

to allow saturation adjustment and to include CCN ac-

tivation as a function of aerosol properties and vertical

velocity. Section 3 discusses piggybacking simulations

and contrasts results obtained applying microphysical

schemes with the supersaturation prediction and with

saturation adjustment. To better understand the differ-

ences, we introduce modifications to the microphysics

scheme and discuss resulting sensitivity simulations

in section 4. The discussion in section 5 concludes

the paper.

2. The model and modeling case

The dynamic model used in this study, the same as in

Grabowski (2014, 2015), GJ15, and GM16, is a simpli-

fied serial version of the 3D nonhydrostatic anelas-

tic Eulerian/semi-Lagrangian (EULAG) model (http://

www.mmm.ucar.edu/eulag/), referred to as the baby-

EULAG. The same modeling setup as in GM16 is used

here with the double-moment scheme of Morrison and

Grabowski (2007, 2008a,b) (see the discussion in GM16).

The double-moment microphysics scheme (Morrison

and Grabowski 2007, 2008a,b) predicts mass and number

mixing ratios for cloud water (qc andNc) and rain (qr and

Nr). For ice, the scheme predicts the number mixing ratio

for ice particles Ni and two mixing ratios describing the

bulk mass of ice grown by the diffusion of water vapor qid
and by accretion of supercooled water qir. See the dis-

cussion concerning motivations for such an approach and

examples of simulations applying it in Morrison and

Grabowski (2008b) and in GM16. (Note that the symbols

defined here will be used in Figs. 8 and 9.)

Two versions of the microphysics scheme are used.

The first applies saturation adjustment (SADJ) to

calculate cloud water condensation/evaporation (CE)

using

CE5
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where qy and qs are the water vapor mixing ratio and the

water vapormixing ratio at saturation,Ly is the latent heat

of vaporization, cp is the specific heat of air at constant

pressure, Ry is the gas constant for water vapor, T is tem-

perature, and Dt is the model time step. In subsaturated

conditions (qy , qs), (1) is limited by the amount of

available cloudwater.Numerically, (1) is applied following

the centered-in-time approach, as discussed in section 2b

of Grabowski and Smolarkiewicz (2002). This ensures that

microphysical processes are calculated from a thermody-

namic state that is at near–water saturation inside liquid

clouds. As in most bulk schemes applying saturation ad-

justment, rain evaporation and ice deposition/sublimation

are calculated explicitly from the saturation ratio di-

agnosed from the temperature and water vapor mixing

ratio fields, while rain condensation is neglected.

The second version calculates cloud water condensation/

evaporation explicitly [supersaturation prediction (SPRE)].

The approach is described in Morrison and Grabowski

(2008a).Absolute supersaturation, equal to thewater vapor

mixing ratio minus the saturation mixing ratio, is a prog-

nosed variable, with corresponding adjustments for con-

sistency between the temperature, water vapor, and cloud

water described by Grabowski and Morrison (2008) to

avoid spurious oscillations of saturation ratio near cloud

edges. An overview of the approach is given in the

appendix, including a brief description of new improve-

ments. It is emphasized that, other than the treatment of

condensation/evaporation, SADJ and SPRE are identical.

Note that throughout thepaper theword ‘‘supersaturation’’

refers to the water supersaturation: that is, the supersatu-

ration with respect to a planar surface of liquid water.

To allow meaningful comparison, a simple diagnostic

CCN activation scheme is used for both the SADJ and

SPRE simulations. This approach is based on Abdul-

Razzak andGhan (2000), and it relates the numbermixing

ratio of activated CCN to the local updraft speed as well

as to the local temperature and pressure and aerosol

composition and size distribution. This contrasts with the

explicit droplet activation scheme as a function of the

predicted supersaturation used in GM16, which cannot

be used with SADJ since these simulations have no su-

persaturation by design. Here, following Morrison and

Grabowski (2008a), the number mixing ratio of previously

activated CCN is a model prognostic variable. At each

time step and grid location, the prognostic number of

previously activated CCN is compared to the number ac-

tivated using the Abdul-Razzak and Ghan (2000) scheme.

If the former is smaller than the latter, the difference
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represents the activation of new droplets during the time

step. We use a double-mode CCN distribution as applied

in pristine sensitivity ensemble simulations in GM16 (see

section 4 therein). The first CCNmode is characterized by

the mean dry radius of 0.05mm and the number mixing

ratio of 100mg21. The second mode assumes mean dry

radius of 0.01mm and number mixing ratio of 500mg21.

For illustration, Fig. 1 shows the concentration of activated

CCN as a function of updraft velocity for a temperature

283.15K and a pressure of 850hPa. We focus on pristine

environmental conditions because supersaturations in

clouds developing in such an environment are larger

compared to polluted conditions, and the simulations

provide an upper limit for the expected impact. However,

simulated supersaturations inside strong updrafts of pol-

luted clouds are still large (several percent; see Figs. 9 and

13 in GM16), and the difference between simulations ap-

plying saturation adjustment and those with the supersat-

uration prediction are expected to be significant for the

polluted conditions as well.

Primary ice initiation is the same as GM16. Deposition/

condensation-freezing nucleation is parameterized fol-

lowing the supersaturation-dependent formulation of

Meyers et al. (1992), applied at temperatures below288C

and ice supersaturation greater than 5%, and limited to a

maximum ice concentration of 100L21. The concentration

of existing ice is compared to the concentration diagnosed

from the Meyers et al. (1992) formulation, and if the

concentration diagnosed from theMeyers formula is larger

than the concentration of existing ice, then the difference is

the concentration of new ice crystals that are nucleated.

This is similar to the approach used in most microphysics

schemes that do not explicitly track ice nuclei (e.g.,

Thompson et al. 2004; Milbrandt and Yau 2005; Morrison

et al. 2009). Cloud droplet and raindrop heterogeneous

freezing follows the volume-dependent formulation of

Bigg (1953). Contact freezing of cloud droplets follows the

approach in Morrison and Pinto (2005). Homogeneous

freezing of all cloud and rainwater is assumed to occur

at 2408C. Ice initiation by rime splintering is calculated

following Hallett and Mossop (1974).

The modeled case simulates daytime convective devel-

opment over warm-season continents and features a

transition from shallow to deep convection as a result of

strongly increasing surface latent and sensible heat fluxes.

The 12-h simulations (i.e., from 0730 to 1930 local time)

apply evolving surface fluxes as in Grabowski et al. (2006)

[see Fig. 1 in Grabowski (2015) and the appendix in

Grabowski et al. (2006)]. The model setup is exactly the

same as in Grabowski (2015) and GM16. The horizontal

domain of 50kmby 50km is coveredwith a uniform 400-m

grid. In the vertical, the domain extends up to 24km, ap-

plying 81 levels with a stretched grid. The vertical grid

length is around 100mnear the surface, with about a dozen

levels below 1.5km. The vertical grid length increases to

about 300 and 400m at 5 and 15km, respectively. The

model time step is 4 s.

We apply the piggybacking methodology following

GM16. In the first ensemble of simulations, SPRE drives

and SADJ piggybacks the predicted flow. The ensemble

includes fivemembers, with individual simulations referred

FIG. 1. Activated CCN number mixing ratio as a function of the

vertical velocity as represented in the CCN activation parameter-

ization used in this study. (top) The dependence for the two CCN

modes; (middle),(bottom) dependencies when only the small or

large mode is included, respectively.
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to as D-SPRE/P-SADJ. As in GM16, ensemble members

are generated by applying different sets of random num-

bers to the temperature, moisture, and prescribed surface

fluxes. In the second five-member ensemble, SADJ drives

and SPRE piggybacks the predicted flow. These simula-

tions are referred to as D-SADJ/P-SPRE.

As in GM16, simulation results are saved as snapshots

of model fields every 6min of the simulation time, and

surface precipitation rate is saved every 3min as the

average over all time steps from the preceding 3-min

period. These data are used in the analysis of model

results discussed in the next section.

3. Results

a. Buoyancy and updraft statistics

GJ15 provide a theoretical argument for the impact of

nonzero supersaturations on the cloud buoyancy [see their

section 2 and (6)] and document the impact on simulations

of shallow nonprecipitating convection. Since the range of

temperatures and pressures as well as the supersaturations

is significantly larger in the case of deep convection, Fig. 2

shows the difference in the potential density temperature

[defined as ud5 u(11 «qy2 qc2 qr2 qid2 qir) where «5

Ry/Rd 21 and Ry and Rd are the gas constants for water

vapor and dry air, respectively], calculated assuming either

saturation adjustment or a finite supersaturation and de-

rived for conditions that approximately correspond to the

lower, middle, and upper troposphere. The decreasing

slope of the lines represents decreasing amount of water

vapor available for saturation adjustment when one moves

from the lower to the upper troposphere. A 10% super-

saturation gives a small increase of buoyancy in the upper

troposphere when saturation adjustment is used. However,

in the middle and lower troposphere, the differences are

relatively large, about 0.4 and 0.8K, respectively.

To document the link between nonzero supersatura-

tions and in-cloud buoyancy, Fig. 3 shows statistics of the

potential density temperature difference between the

cloud and environmental profiles for hours 5–8. Only

points with vertical velocity larger than 1ms21 and the

sum of cloud water and ice mixing ratio larger than

0.1 gkg21 are considered. This figure shows profiles of the

median potential density temperature difference from

sets D of thermodynamic variables for all ensemble

members (solid lines) and the difference between the

median from sets D and P (multiplied by 4 to fit the scale;

dashed lines). In general, differences between median

profiles forD-SPREandD-SADJ are small. This perhaps

agrees with the fact that only extreme buoyancies are

significantly affected by large supersaturations (i.e., for

large vertical velocities). The D minus P median profiles

[dashed lines; positive (negative) for D-SADJ (D-SPRE)]

are relatively small. However, the magnitude of the dif-

ference is larger when SADJ drives (top panels). This is

consistent with stronger updrafts when SADJ drives,

leading to larger supersaturations in P-SPRE. As one

might expect, profiles of 90th-percentile differences are

similar but with larger values (not shown).

Figure 4 shows profiles of median contributions to the

potential density temperature difference between the

cloud and the environment (the median potential tem-

perature difference is shown in Fig. 3) for hour 7 of the

simulations. As in Fig. 3, all ensemble members are

used. Dashed lines show the median D 2 P difference

multiplied by 4 to fit the scale. Figure 4 shows that the

temperature perturbations provide the largest contri-

bution to the cloud buoyancy, except for the upper

troposphere, where ice condensate loading makes a

significant contribution as well. The relatively small D2 P

difference peaks in the lower troposphere and is domi-

nated by the temperature difference. The D 2 P tem-

perature contribution is positive (negative) when SADJ

drives (piggybacks) the flow, in agreement with what one

should expect based on the finite supersaturation impact

on buoyancy documented in Fig. 2.

Figures 5 and 6 show histograms of the vertical velocity

in the format of Fig. 11 in GM16 for levels in the lower

and middle (3- and 5-km heights) and middle and upper

(7- and 11-km heights) troposphere and for all time levels

during hours 7 and 8. Large panels show histograms

constructed from all ensemble members, whereas small

panels show whether the difference between D-SADJ

and D-SPRE is statistically significant. In general, two

FIG. 2. Difference between potential density temperatures using

saturation adjustment ubd and allowing supersaturation ud as

a function of the supersaturation S. See (6) in GJ15. Green, red,

and blue lines correspond to conditions of upper,middle, and lower

troposphere, respectively, with specific pressure and temperature

values shown in the key.
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ensembles are statistically different at the 95% confi-

dence level (i.e., confidence interval around 2.3 for the 8

degrees of freedom of the two ensembles) if the Student’s

t test statistic is larger than approximately 1.0: that is, the

difference of the mean is larger than the mean standard

deviation (the latter calculated as the square root of the

sum of the squared standard deviations from the two five-

member ensembles; the standard deviation for a given

ensemble member refers here to the deviation from the

mean for all time levels for hours 7 and 8). The asterisks in

the small panels show the ratio between the mean stan-

dard deviation and the difference between the mean

values. Thus, if the star is between the dotted lines

(showing the 21 and 11 values), then the difference

between D-SAD and D-PRE is statistically significant at

the 95% confidence level.

The histograms at the heights of 3 and 5km (Fig. 5)

extend to about 15ms21. For updrafts stronger than about

5ms21, there is a statistically significant difference be-

tween SADJ and SPRE, with SADJ bins showing larger

counts. This is consistent with larger cloud buoyancy when

water supersaturations are not allowed. For updrafts in the

3–5ms21 range, SPRE seems to have a statistically sig-

nificant larger number of counts, perhaps more difficult to

explain. At higher levels (7 and 11km; Fig. 6), the statistics

extend to stronger updrafts (around 20ms21), and a sta-

tistically significant larger number of counts is present for

SADJ, as one might expect.

b. Macroscopic cloud and precipitation

characteristics

Figure 7 (in the format to be used for other simula-

tions) shows the key macrophysical outcomes from the

D-SPRE/P-SADJ and D-SADJ/P-SPRE ensembles. The

top two rows show the evolution of the cloud fraction

profiles for hours 2, 4, 6, 8, 10, and 12, with SADJ and

SPRE driving in first row and second row, respectively.

As in all subsequent figures, solid (dashed) lines show

results from the driver (piggybacker). The cloud fraction

at any level is defined as the fraction of grid points at that

FIG. 3. Profiles of the median density temperature difference between the cloud and its environment for hours 5, 6, 7, and 8 (solid lines)

for driving sets [(top) SADJ and (bottom) SPRE] conditionally sampled for points with w . 1m s21 and the sum of cloud water and ice

larger than 0.1 g kg21. Dashed lines show the median D 2 P difference multiplied by 4 to fit the scale.
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level with the sum of the cloud water and total ice mass

mixing ratios larger than 0.01 gkg21, as in GM16. Left

panels in the bottom part of the figure show the evolution

of the surface total rain accumulations, and the evolution

of the D 2 P difference (i.e., solid minus dashed lines in

the left panels) is shown in the right panel.

The cloud fraction panels show the typical convective

development in the LBA case: no clouds at the onset,

only shallow convection at hours 2 and 4 (barely no-

ticeable for hour 2 in the figure), transition to deep

convection between hours 4 and 6, and only convective

anvils at hour 12. As in Grabowski (2015) and GM16,

individual simulations document the need for an en-

semble approach for these relatively small horizontal

domain runs. The differences between sets D and P of

thermodynamic variables are relatively small until sig-

nificant upper-tropospheric anvils develop in the second

half of the simulation. In general, SPRE has significantly

higher anvil cloud fractions regardless of whether they

drive (second row) or piggyback (first row) the simula-

tion. Since SPRE members have weaker updraft veloc-

ities as a result of significant supersaturations, an aspect

quantified previously, higher anvil cover in SPRE cases

is surprising. This aspect will be explored through sen-

sitivity simulations discussed in section 4. Larger anvil

fractions when SADJ drives (first row) compared to

when SPRE drives (second row) are consistent with

stronger updrafts in the SADJ cases.

The bottom panels show that SADJ simulations have

about 3%more rain accumulation regardless of which set

drives the simulation. Since SADJ features larger droplet

concentrations below the 08C level compared to SPRE

(to be documented in Fig. 8), higher surface rain accu-

mulation suggests that the D 2 P difference comes not

from warm rain but rather from ice processes. There is

still a noticeable increase in the D 2 P difference (right

panel) when SADJ is driving, but not as large as in the

polluted versus pristine accumulations inGM16 (see their

FIG. 4. Median contributions to the in-cloud updraft density potential temperature difference between the cloud and its environment

shown in Fig. 3 due to (left)–(right) temperature (temp), water vapor (vap) liquid water (liq), and ice water (ice) for hour 7 for the entire

ensemble of simulations. Note different scale on horizontal axis in different panels. Dashed lines show the median D 2 P difference

multiplied by 4 to fit the scale.
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Figs. 6 and 12). There is also slightly more rain accumu-

lation for SPRE for the shallow convection phase (i.e.,

before hour 4; note that the difference lines cross the zero

line around hour 5 in the bottom right panel), arguably

because of lower average droplet concentrations in SPRE

(see Fig. 8) and instantaneous cloud water evaporation

near cloud edges in SADJ cases (see discussion in GJ15).

c. Microphysical cloud and precipitation

characteristics

Figures 8 and 9, in the format of Fig. 4 in GM16, show

conditionally sampled cloud and precipitation profiles

averaged for all time levels saved to the output files for

hours 7 and 8 and for all drivers and piggybackers fromall

ensemble members of D-SPRE/P-SADJ and D-SADJ/

P-SPRE simulations. Figure 8 shows profiles of mean

conditionally sampled fields including all volumes with

cloudwater mixing ratio larger than 0.01 gkg21 for cloud,

drizzle/rainwater larger than 0.001 gkg21, and the total

ice mixing ratio larger than 0.001 gkg21. Figure 9 shows

similar profiles, but with additional restriction of updraft

velocity larger than 10ms21. However, the number of

conditional sampling data points in Fig. 9 rapidly de-

creases with height in the upper troposphere. It is below

100 above 15km, compared to over 2000 at 10km for

each ensemble. We only show statistics for the period of

the most vigorous convection, as they best illustrate the

origin of the key differences between SPRE and SADJ.

The key results shown in Fig. 8 can be summarized as

follows. Cloud droplet number mixing ratios for tem-

peratures below 2408C are higher for the SADJ re-

gardless of if it drives or piggybacks the flow. This comes

from larger vertical velocity (on which CCN activation is

based) in SADJ cases. The differences extend well

above the 08C layer where ice processes become pro-

gressively more important moving to lower tempera-

tures. The drizzle/rainwater mixing ratios do not vary

significantly between SADJ and SPRE below the 08C

layer, but there are some noticeable differences higher

up. The large maxima of the rain number and mass

mixing ratios arguably comes from melting of solid

precipitation falling fromabove.1Thedifferences between

FIG. 5. Histograms of the vertical velocity at (top) 3 and (bottom)

5 km for hours 7 and 8 in simulations driven by SPRE and SADJ

sets of the thermodynamic variables. Bin size is 1m s21 and two

bars are shown for each bin: one for SPRE (red color) and one for

SADJ (blue). Also shown is the statistical significance of the dif-

ference between SPRE and SADJ vertical velocity in each bin. The

difference in the updraft statistics is statistically significant if the

asterisk is between the dashed lines. An asterisk located above

(below) the zero line implies that SPREminus SADJ for this bin is

positive (negative).

FIG. 6. As in Fig. 5, but for heights of 7 and 11 km.

1 For simplicity, the 08 and 2408C levels shown in the figure are

based on the initial temperature profile. Using the predicted hor-

izontally averaged temperature profile changes these levels little,

while conditionally sampling using varying rain or cloud water

mass mixing ratio thresholds leads to varying increases in the

heights of these levels. This explains why cloud water appears at

temperatures colder than the homogeneous freezing level and also

likely explains why the rainwater maximum occurs just above the

08C level.
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SADJ and SPRE are similar between the left and right

panels. The ice number mixing ratio increases almost

linearly with height on the log-linear plot, with values

up to several thousand per gram (i.e., approximately

per liter) at tops of the anvils. The ice number mixing

ratios in SPRE sets are significantly higher in both

D-SPRE/P-SADJ and D-SADJ/P-SPRE simulations.

Since the ice mass mixing ratios are similar above the

homogeneous freezing level in SPRE and SADJ, the

simulated mean ice particle mass is smaller in SPRE,

and thus it has smaller sedimentation velocity. This is

consistent with significantly higher anvil cloud fractions

for SPRE late in the simulations, as documented in

Fig. 7.

When averaged only over cloud updrafts stronger

than 10m s21 (Fig. 9), the SADJ and SPRE differences

FIG. 7. (top),(middle) Evolutions of the cloud fraction profiles for five members of (top) D-SADJ/P-SPRE and (middle) D-SPRE/

P-SADJ piggybacking simulations for hours 2, 4, 6, 8, 10, and 12 as marked. (bottom) Corresponding evolutions of (left) total rain

accumulations and (right) evolutions of the D2 P differences. Solid (dashed) lines are for thermodynamic sets driving (piggybacking) the

simulated flow.
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are smaller. However, the actual mass and number

mixing ratios are much larger than shown in Fig. 8 be-

cause such strong updrafts are no doubt only weakly

diluted by entrainment. High ice number mixing ratios

in the upper troposphere, similar in amplitude to the

lower-tropospheric cloud droplet mixing ratios, come

from homogeneous freezing of cloud and (arguably to a

smaller extent) drizzle and raindrops. In contrast to the

profiles shown in Fig. 8, the ice mass mixing ratio grown

by riming is similar in magnitude to the mass grown by

diffusion of water vapor.

Figures 10 and 11 show scatterplots of the supersatu-

ration in the SADJ set, local vertical velocity, and number

mixing ratio of activated CCN as a function of the su-

persaturation in SPRE set, the latter driving the simula-

tion in the left panels or piggybacking in the right panels.

The data come from hour 7 of the simulation, with

Figs. 10 and 11 showing statistics at heights of 3 and 9km,

FIG. 8. Profiles of conditionally sampled cloud, rain, and ice fields for all ensemblemembers and for all 20 time levels during hours 7 and

8 of the simulation (left) D-SPRE/P-SADJ and (right) D-SADJ/P-SPRE. Solid (dashed) lines are sets driving (piggybacking) the flow.

Horizontal lines show approximate heights of 08 and 2408C based on the initial sounding.
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respectively. We first note that supersaturations in SADJ

are approximately zero, as they should be, confirming

that the saturation adjustment works correctly. Second,

supersaturations in SPRE are large, up to 10% and larger

(and larger at 9 than 3km), and they are associated with

strong updrafts (up to 13ms21 at 3km and 18ms21 at

9km) and typically significant precipitation. These values

are consistent with simulation results of Hall (1980), as

discussed in GM16 (see the right column on p. 3767), and

the quasi-equilibrium supersaturations as discussed later

(cf. Fig. 15), similar to the pristine versus polluted simu-

lations presented in GM16 (see Fig. 9 therein). Finally,

the number mixing ratio of activated CCN increases with

the updraft velocity in a manner similar to the activation

parameterization (cf. Fig. 1).

d. Summary

The results presented above document a modest dy-

namical impact and a large microphysical impact when

saturation adjustment is applied in the microphysical

FIG. 9. As in Fig. 8, but only for grid points with updraft velocity larger than 10m s21. Note different scales on horizontal axes inmost of the

panels compared to Fig. 3.
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scheme. Note that the dynamical and microphysical im-

pacts seem to work in the opposite directions. On one

hand, stronger updrafts with SADJ as the driver suggest

that more cloud mass can be transported into the upper

troposphere, which should lead to a larger anvil coverage.

On the other hand, smaller ice concentrations together

with similar ice mass mixing ratios in SADJ imply larger

ice particle and thus larger sedimentation rates that lead

to a smaller anvil coverage. However, despite the differ-

ences in updraft statistics discussed above, profiles of the

cloud updraft and downdraft mass fluxes differ little re-

gardless of whether SADJ and SPRE is the driver (not

shown), and overall the microphysical impact dominates.

Sensitivity simulations that further support these conclu-

sions are discussed in the next section.

4. Sensitivity simulations

In this section, additional piggybacking simulations

are discussed to better understand the differences

between SPRE and SADJ. The methodology is to

systematically change elements of the microphysics to

bring the SPRE and SADJ schemes closer to each

other. If changing a given part of the model physics

brings D and P sets closer to each other, this implies

that the modified part of the model plays a significant

role in creating the D and P differences in the original

simulations. Below, we describe systematic changes

and outcomes of sensitivity piggybacking simulations.

These simulations will be referred to as SPxx (as SPRE

with ‘‘xx’’ describing additional changes) and SAxx (as

SADJ with additional changes). Only three members

are run for these ensemble sensitivity simulations.

a. Simulations with constant cloud droplet

concentration

Because of the impact of nonzero in-cloud super-

saturations on the buoyancy field and thus on the

vertical velocities, simulations SPRE and SADJ result

FIG. 10. (bottom) Supersaturation in the SADJ set of thermodynamic variables, (middle) updraft velocity, and (top)

concentration of the activated CCN in (left) D-SPRE/P-SADJ and (right) D-SADJ/P-SPRE simulations. Pluses (cir-

cles) are for driver (piggybacker) in (top). Data at t5 7 h and z5 3 km. Only points with qc . 0.1 g kg21 are included.

Red (blue) color marks points with precipitation (i.e., rain plus snow) mixing ratio smaller (larger) than 1 g kg21.
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in different cloud droplet concentrations when applying

the CCN activation parameterization described in sec-

tion 2 (see Fig. 8). Thus, the first sensitivity test is to

prescribe constant cloud droplet concentrations of

50mg21 (i.e., around 50 cm23) in both SPRE and

SADJ. The thermodynamic variable sets in piggyback-

ing simulations are referred to as saturation prediction

(SP)/saturation adjustment (SA) with constant droplet

concentration (NC) (SPNC and SANC). Figure 12,

in the format of Fig. 7, shows the impact on the differ-

ence between SPNC and SANC.Overall, the differences

between Figs. 7 and 12 are relatively small. Of note are

the smaller differences between precipitation accu-

mulation between D and P sets (note that the scales

on the vertical axes in Fig. 7 are twice as large as in

Fig. 12). Having the same droplet concentrations re-

duces the D2 P difference in the surface precipitation.

The D 2 P anvil fractions are similar in SANC/SPNC

and SADJ/SPRE ensembles (i.e., saturation adjust-

ment leads to lower anvil fractions during the

last 3 h of the simulations regardless of whether it

drives or piggybacks the simulation). This implies that

the droplet concentration (higher in the SADJ en-

semble and assumed constant in the SANC/SPNC en-

sembles) has only a small role in driving the SADJ/

SPRE anvil fraction differences. However, the differ-

ence in the anvil fractions in simulations when SADJ

drives versus when it piggybacks (i.e., top vs bottom

cloud fraction panels) apparent in Fig. 7 is no longer

evident in Fig. 12. Updraft statistics are similar be-

tween SADJ/SPRE and SANC/SPNC ensembles (i.e.,

more updrafts in most bins in SANC ensemble; how-

ever, the differences are not statistically significant

because of the smaller ensemble size).

b. Simulations with constant cloud droplet

concentration and the same ice initiation

Ice initiation formulation in simulations discussed so

far strongly contributes to the D2 P differences. This is

because the Meyers et al. (1992) ice initiation formula-

tion depends on the ice supersaturation, with the num-

ber mixing ratio of ice nuclei (kg21) given by

FIG. 11. As in Fig. 10, but at a height of 9 km.
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5min

�
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r
,
1000

r
exp(20:6391 0:1296S

i
)

�

, (2)

where r is the air density and Si is the supersaturation ratio

with respect to ice (%). However, with significant water

supersaturations in SPRE (cf. Fig. 11), the ice supersatu-

rations are higher as well. Thus, one should expect higher

rates of ice initiation in SPRE that eventually lead to

higher anvil fractions. To show that this is the key mech-

anism,we performa set of piggybacking simulationswhere

the ice supersaturation-dependentMeyers et al. (1992) ice

initiation formulation is replaced by the temperature-

dependent Cooper (1986) formulation:

N
IN

5min

�

100

r
,
5

r
exp[0:304(273:152T)]

�

, (3)

where T is in kelvins. These simulations also assume con-

stant cloud droplet concentration, as in the previous sec-

tion. The sets of thermodynamic variables are referred to

as saturation adjustment with modified ice initiation

FIG. 12. As in Fig. 7, but for constant droplet concentration piggybacking ensemble SPNC and SANC. Note a different scale on

(bottom right) the difference compared to Fig. 2.
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(SAIC) and saturation prediction with modified ice initi-

ation (SPIC), and the simulations areD-SAIC/P-SPIC and

D-SPIC/P-SAIC. Figure 13 shows results of these simula-

tions. Applying the modified ice initiation formulation

and a constant cloud droplet concentration has a small

impact on the surface precipitation but a large effect on the

evolution on upper-tropospheric anvils. The differences

between anvil cloud fractions for D and P sets of thermo-

dynamic variables are significantly reduced when com-

pared to previous ensembles. This implies that the lower

anvil fractions for the saturation adjustment scheme in

SADJ/SPRE ensemble come mainly from higher ice su-

persaturations in SPRE and thus higher ice initiation rates

when the Meyers et al. (1992) scheme is used.

c. Simulations with constant cloud droplet

concentration, the same ice initiation, and constant

particle fall velocities

The final simulation ensemble assumes constant drop-

let concentration and modified ice initiation as in

FIG. 13. As in Fig. 7, but for constant droplet concentration and modified ice initiation ensemble SPIC and SAIC.
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the ‘‘NC’’ and ‘‘IC’’ simulations in the two previous sec-

tions and adds a constant fall velocity assumption for both

water and ice. In these simulations, the sedimentation

velocity (mass weighted for mass mixing ratios and

number weighted for number mixing ratios and thus dif-

ferent for masses and numbers in addition to being dif-

ferent for cloud droplets, rain, and ice) is assumed to be

zero for cloud water number and mass mixing

ratios, 5ms21 for rainmass and number, and 0.5ms21 the

for ice variables. Sets of thermodynamic variables from

these simulations are referred to as saturation adjustment

with constant sedimentation velocity VT (SAVT) and

saturation prediction with constant sedimentation veloc-

ity VT (SPVT). Figure 14 shows cloud fractions

and surface rain accumulations in the same format

as Figs. 7, 12, and 13. As Fig. 14 documents, the impact on

FIG. 14. As in Fig. 7, but for constant droplet concentration, modified ice initiation, and constant sedimentation for cloud and

precipitation fields for ensembles SPVT and SAVT. Note that solid and dashed lines in the cloud fraction profiles overlay

each other.
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the upper-tropospheric anvil fractions is dramatic, as the

driver and piggybacker sets are virtually indistinguishable

(i.e., the solid and dashed lines overlay each other). The

surface rain accumulations are further reduced (bottom-

left panels), whereas the D2 P differences are similar to

previous sensitivity simulations (Figs. 12, 13).

Motivated by the impact on the anvil cloud fractions

in these simulations, we also run simulations as with

SADJ and SPRE, but with the same sedimentation

velocities as in the VT ensembles. The outcome is very

similar to SAVT and SPVT, with the solid and dashed

lines almost exactly one over another (not shown). This

clearly shows that the key difference in the anvil evo-

lution in SADJ/SPRE ensemble is directly tied to the

sedimentation velocity of the ice field, with larger anvil

fractions at the end of simulations resulting from larger

ice concentrations, smaller mean sizes, and lower ice

sedimentation in SPRE.

5. Discussion and conclusions

Motivated by large supersaturations inside convective

updrafts in simulations of deep unorganized convec-

tion contrasting pristine and polluted conditions dis-

cussed in GM16, we investigate the impact on deep

convection simulations of the saturation adjustment often

applied in bulk microphysical schemes. For shallow

nonprecipitating convection, this has already been in-

vestigated in GJ15. GJ15 simulations show a rather small

impact on convective drafts, but a significant reduction of

the simulated mean cloud fractions as a result of the in-

stantaneous evaporation of cloud water near cloud edges

when saturation adjustment is used (see also Xue and

Feingold 2006). Hall (1980) simulated supersaturation

values higher than 5% in upper parts of a cloud where

updraft velocity exceeded 8ms21. He argued that such

high supersaturations originated from removal of cloud

water by precipitation processes and inability of the re-

maining cloud droplets to absorb water vapor available

for diffusional growth in the strong cloud updraft (cf.

Figs. 10 and 11 herein). Lebo et al. (2012) showed large

supersaturations (several percent and larger) in their

supercell simulations applying various microphysical

schemes. Large supersaturations in simulated deep

convection call for observational support for their ex-

istence, either directly (i.e., by combining accurate

temperature and water vapor measurements) or in-

directly, for instance, by investigating residuals of

cloud droplets (i.e., the CCN they formed on) in an

attempt to expose their activation history.

We apply the piggybacking methodology (Grabowski

2014, 2015; GJ15; GM16) to separate dynamical and

microphysical impacts applying either the saturation

adjustment (SADJ) or predicting the supersaturation

(SPRE) in the same double-moment microphysical

scheme. The dynamical impact comes from large super-

saturations in SPRE that reduce cloud buoyancy and thus

affect convective dynamics. This is shown to modify up-

draft statistics, with SADJ featuring stronger updrafts.

The impact on the surface precipitation is relatively mi-

nor, with SADJ showing a few-percent-larger rain accu-

mulations. The primary microphysical impact concerns

ice initiation. Because the Meyers et al. (1992) ice initi-

ation scheme includes a dependence on the ice super-

saturation, significant water supersaturations in SPRE

also imply larger ice supersaturations and thus higher

ice initiation rates. This leads to a significant increase

of ice concentrations and significantly higher upper-

tropospheric anvil fractions in SPRE. The anvils are left

in the upper troposphere after deep convection termi-

nates, with the difference between SPRE and SADJ en-

semble members gradually increasing with time.

An updraft invigoration effect of stronger condensa-

tion latent heating is manifested in the increased fre-

quency of updraft speeds exceeding 5m s21 owing to

saturation adjustment in contrast with weaker diabatic

forcing associated with explicit condensation and satu-

ration prediction (Figs. 5, 6). The supersaturations sim-

ulated by themodel are large, several percent, especially

for relatively large vertical velocities and in volumes

with significant precipitation that rapidly removes cloud

water (Hall 1980). However, the microphysical impact

may be dependent on the assumed CCN characteristics

(e.g., as in pristine vs polluted simulations of GM16), on

the specific details of the ice initiation, and on details of

the ice growth and fallout. GM16 showed that the

polluted versus pristine difference in the upper-

tropospheric anvil fractions strongly depends on the

assumed CCN distribution. We selected the double-

peak CCN distribution for which GM16 piggybacking

simulations show reduced pristine minus polluted dif-

ferences compared to simulations with a single CCN

mode (i.e., without a small aerosol particle mode).

These differences become much larger for the same

CCN distribution when SADJ is contrasted with SPRE

in simulations applying the ice initiation scheme as de-

scribed in section 2 together with the bulk ice parame-

terization of Morrison and Grabowski (2008b) (see

Fig. 7 herein and Fig. 12 in GM16). It follows that the

microphysical impact between SADJ and SPRE may

change when different CCN concentrations, ice initia-

tion schemes, or ice process parameterizations are used.

Moreover, the SADJ and SPRE difference may also

depend on the degree of convective organization

and thus may be different for organized convection

(e.g., a squall line). Overall, subsequent studies using
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models with different representations of cloud micro-

physics and simulating clouds in different environments

are needed to further assess the impact of finite super-

saturations on simulated cloud properties.

Sensitivity simulations with fixed water and ice sedi-

mentation velocities document the key role of ice fall

velocity in the anvil cloud fraction evolution. This has

been pointed out in the past [e.g., Heymsfield et al. (2007)

and references therein; Morrison andGrabowski (2011)].

For populations of ice particles in the anvil, a significant

issue is the uncertainty of the fall velocity at a given size

because of the effects of particle shape and density, rather

than how the fall velocity varies across the size distribu-

tion. This can be investigated applying a bin microphysics

scheme and comparing bulk and bin scheme results using

the piggybacking methodology, as done in GJ15 for

shallow nonprecipitating convection.

Our results suggest that the numerically efficient

scheme based on saturation adjustment may not be

appropriate for deep convection simulations. However,

the scheme can be improved if the adjustment applies

not exactly water saturation conditions, but the quasi-

equilibrium supersaturation. The quasi-equilibrium

supersaturation corresponds to the exact balance be-

tween the source of the supersaturation due to vertical

velocity and the sink due to the growth of cloud drop-

lets [e.g., Squires 1952; Politovich and Cooper 1988; see

discussion in Grabowski and Wang (2013)]. Such a

methodology can also be used in single-moment bulk

schemes with assumed cloud and drizzle/raindrop

number concentrations as well as in double-moment

schemes where the concentrations are predicted. To

further motivate such an approach, we present in

Fig. 15 a scatterplot of the quasi-equilibrium super-

saturation Sqe calculated as discussed in the appendix

and the actual supersaturation S predicted by the

model for all time levels saved to the output files during

the sixth hour of the simulation at heights of approxi-

mately 3, 6, and 9 km (and corresponding temperatures

around 98, 288, and 2278C, respectively). Only points

with vertical velocity larger than 1m s21 and cloud

water mixing ratio larger than 0.3 g kg21 are included.

Red (blue) color marks grid boxes with the phase re-

laxation time [i.e., as in the dominator in (A5)] smaller

(larger) than 10 s. At 3 km (i.e., above freezing), the

points are clustered around the 1:1 line. For sub-

freezing temperatures, the scatter is larger, and the

points are no longer clustered around the 1:1 line. The

increase of the scatter is perhaps expected because of

significantly more complicated thermodynamics when

ice processes are involved. However, the decrease of

the mean S versus Sqe slope with decreasing tempera-

ture is intriguing and requires further investigation.

Nevertheless, it seems that replacing the S5 0 condition

with S 5 Sqe in the saturation adjustment procedure for

temperature above freezing is justified. For temperatures

below freezing, the behavior of the mean slope for the S

versus Sqe relationship needs to be understood first, and

then it can perhaps be used in an improved saturation

adjustment procedure. We plan to explore the feasibility

of such a method in a future investigation.

Acknowledgments. This work was partially supported

by the U.S. DOE ASR Grant DE-SC0016476. WWG

FIG. 15. Scatterplot of the quasi-equilibrium supersaturation calculated as detailed in the appendix vs the actual predicted supersat-

uration for one member of the ensemble with SPRE driving the simulation and for all output file time levels during the sixth hour of the

simulation at heights of approximately (left) 3, (center) 6, and (right) 9 km.Only points with vertical velocity larger than 1m s21 and cloud

water mixing ratio larger than 0.3 g kg21 are included. Red (blue) color corresponds to grid boxes with the phase relaxation time smaller

(larger) than 10 s.

2264 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 74



was also partially supported by the Polish National

Science Center (NCN) ‘‘POLONEZ 1’’ Grant 2015/19/

P/ST10/02596. The POLONEZ 1 grant has received

funding from the European Union’s Horizon 2020

Research and Innovation Program under the Marie

Sklodowska-Curie Grant Agreement 665778.

APPENDIX

The Quasi-Equilibrium Supersaturation

The purpose of this appendix is to briefly describe the

quasi-equilibrium supersaturation calculations discussed

in section 5 and modifications to the double-moment

microphysics scheme of Morrison and Grabowski

(2007, 2008a,b) (MG scheme). A key aspect of the

MG scheme is the prediction of supersaturation. This

approach solves the supersaturation evolution and

condensation/evaporation rates using quasi-analytic

solutions, allowing for numerical stability even with

long time steps [see Morrison and Grabowski (2008a)

for details]. Predicting the supersaturation, rather than

diagnosing it from the predicted potential temperature

and water vapor mixing ratio, also allows for the miti-

gation of cloud-edge supersaturation fluctuations using

the technique described in Grabowski and Morrison

(2008). The predicted supersaturation approach was

extended to the ice phase, as described inMorrison and

Milbrandt (2015) [see (C1)–(C7) therein] (see also

Korolev and Mazin 2003).

The supersaturation equation when cloud, rain, and

ice hydrometeors are present is

dd
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(A1)

where d 5 qy 2 qs is the absolute supersaturation, qy is

the water vapor mixing ratio, es and qs are, respectively,

the saturation vapor pressure and saturation mixing

ratio (both with respect to water), t is time, r is the air

density, p is air pressure, g is the gravitational acceler-

ation, cp is the specific heat of air at constant pressure, w

is the vertical velocity, T is the temperature, Ls is the

latent heat of sublimation, Gi 5 11 (Ls/cp)(dqsi/dT),

where qsi is the saturation mixing ratio with respect to

ice, di is the absolute supersaturation with respect to ice,

and tc, tr, and ti are the supersaturation relaxation time

scales associated with growth of cloud droplets, rain, and

ice, respectively. Here (dqy/dt)phy and (dT/dt)phy are

the time tendencies of qy and T due to physical pro-

cesses other than condensation, evaporation, deposi-

tion, and sublimation (e.g., subgrid-scale mixing and

radiation). Note that in the simulations presented

herein the explicit subgrid-scale mixing and radiation

are excluded. Nonetheless, we retain (dqy/dt)phy in (A1)

for generality.

Solving (A1) requires knowledge of the vertical ve-

locity w field. In (A1) w should be consistent with evo-

lution of the temperature field through adiabatic

expansion/compression. Since potential temperature u

is the predicted thermodynamic variable in the model

rather than temperature, the adiabatic expansion/

compression is not explicitly calculated and is instead

implicit in the vertical advection of u. Given the typi-

cally complicated form of higher-order advection

schemes, it may not be obvious what value of w in (A1)

is consistent with the vertical advection of u. This issue

may be particularly important near cloud edges where

the thermodynamic and w fields often have sharp

spatial gradients.

To address this issue and improve consistency, we

use a new approach for the simulations herein and in

GM16, derived as follows. First, consider the equations

for temperature and potential temperature written in

flux form for the anelastic system:
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where u is the wind vector, SH is the temperature

change from all physical processes, P is the Exner

function (nondimensional pressure), and r0 is the base-

state air density in the anelastic system that is hori-

zontally homogeneous but varies with height . The

Exner function P only varies with height in this model,

implying that ›T/›t5P›u/›t. However, because there

are unavoidable truncation errors when calculating

advection, in general = � (r0uT) 6¼ P= � (r0uu) for the

set of discretized model equations. Dividing (A2) byP,

subtracting (A3), eliminating the ›/›t terms using

›T/›t5P›u/›t, and rearranging terms gives

w5
c
p

gr
0

[P= � (r
0
uu)2= � (r

0
uT)] . (A4)

This equation provides values of w for the supersatu-

ration equation that are consistent with the evolution of
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u. This w is diagnosed from (A4) using the advection of

T and u at each time step calculated by the model, and

applied in solutions of the supersaturation equation and

condensation/evaporation rate.

The quasi-equilibrium supersaturation discussed in

section 5 and shown in Fig. 15 is derived from (A1)

with the assumption that dd/dt5 0. Rearranging terms

gives
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