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Modeling Developmental Processes Using Latent
Growth Structural Equation Methodology
Terry E. Duncan and Susan C. Duncan, Oregon Research Institute

Mike Stoolmiller, Oregon Social Learning Center

Recent advances in latent growth modeling allow
for the testing of complex models regarding develop-
mental trends from both an inter- and intra-individual

perspective. The interpretation of model parameters for
the latent growth specification is illustrated with a
simple two-factor model. An example application of
latent growth methodology analyzing developmental
change in adolescent alcohol consumption is presented.
Findings are discussed with particular reference to the
utility of latent growth curve models for assessing de-
velopmental processes at both the inter- and intra-indi-
vidual level across a variety of behavioral domains.
Index terms: alcohol consumption, change measure-
ment, developmental models, growth measurement, la-
tent growth models.

There has been a recent resurgence of interest in

statistical models for time-ordered data using struc-
tural equation modeling (SEM) methodology. Inter-
est in models that have the ability to incorporate
information concerning the group or population, and
also information concerning changes in the indi-
vidual, has reintroduced the formative work of Rao

(1958) and Tucker (1958). The basic notion that
Rao and Tucker promoted was the idea that although
everyone develops the same way, individual differ-
ences are both meaningful and important. These
researchers proposed a partial solution to this prob-
lem by constructing a procedure that included un-
specified longitudinal growth curves. Latent growth
models (LGMS) provide a means of modeling indi-
vidual differences in growth curves.

Although strongly resembling confirmatory fac-
tor analysis, the latent growth factors are actually

interpreted as representing individual differences
in attributes of growth trajectories over time

(McArdle, 1988). For example, two potentially in-
teresting attributes of growth trajectories are rates
of change and initial status; in simple, straight-line
growth models these are the slope and intercept,
respectively. Meredith & Tisak (1990) noted that

repeated measures polynomial analysis of variance
models are actually special cases ofLGMs in which
only the factor means are of interest. In contrast, a

fully expanded LGM analysis takes into account both
factor means, which correspond to group level in-
formation, and variances, which correspond to in-
dividual differences. This combination of individual

and group level analysis is unique to the procedure.
Heuristically, growth curve methodology can be

thought of as consisting of two stages. In the first
stage, a regression curve, not necessarily linear, is
fit to the repeated measures of each individual in
the sample. In the second stage, the parameters for
an individual’s growth curve become the focus of
the analysis rather than the original measures.

Thus, the modeling task involves identifying an

appropriate growth curve form that will accurately
and parsimoniously describe individual develop-
ment and allow the study of individual differences
in the parameters that control the pattern of growth
over time. If, for example, the trajectories are well
described by a collection of straight lines for a

sample of individuals, the developmental model
should reflect individual differences in the slopes
and intercepts of thosc lines. Beyond describing and

summarizing growth at the group and individual lev-
els, however, the model also can be used to study
predictors of individual differences to answer ques-
tions about which variables exert important effects

Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227.  

May be reproduced with no cost by students and faculty for academic use.  Non-academic reproduction  

requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 



344

on the rate of development. Because researchers
such as Meredith & Tisak (1990) and McArdle

(1988) have extended the basic model to permit the
use of current standards in estimation and testing
procedures found in confirmatory SEM programs
such as LISREL (J6reskog & S6rbom, 1984) andEQS
(Bentler, 1989), statistical tests of overall model fit
and the significance of individual model parameters
are available.

The LGM approach is presented in more technical
detail in Meredith & Tisak (1990), Muth6n (1991),
and Stoolmiller (1994). Applications of the LGM may
be found in Duncan & Duncan (1994), Duncan,
Duncan, & Hops (1994), Duncan & Stoolmiller

(1993), Stoolmiller, Duncan, Bank, & Patterson

(1993), McArdle (1988), McArdle & Epstein (1987),
and McArdle & Hamagami (1991 ). Other approaches
to growth modeling can be found in Bryk &
Raudenbush (1987) and Willett, Ayoub, & Robinson

(1991).
Because the LGM uses SEM methodology, it

shares many of the same strengths and weaknesses.
Some of the strengths of the LGM approach include
the capability (1) to test the adequacy of the hy-
pothesized growth form, (2) to incorporate both
fixed and time varying covariates, (3) to correct
for measurement error in observed indicators, (4)
to incorporate growth on several constructs simul-
taneously, and (5) to develop from the data a com-
mon developmental trajectory, thus ruling out
cohort effects. Some of the limitations of LGMs

include the requirement of large samples, multi-

normally distributed variables, and the assumption
that change is systematically related to the pas-
sage of time, at least over the time interval of in-
terest (>3urchinal ~ ~lppelbaum, 1991 ). Evaluating
the extent to which a particular LGM is capable of

describing the observed pattern of change with
respect to time is an important part of growth
model testing. In addition, the application of the
LGM within the SEM framework depends, at least
ideally, on data that are collected when individu-
als are observed at approximately the same time,
and the number and spacing of assessments are
the same for all individuals. Longitudinal panel
data (Kessler & Greenberg, 1981) are typical of

this design. Ware (1985) referred to these kind of
data as &dquo;balanced-on-time.&dquo;

If the number of time points or the spacing be-
tween time points vary across individuals, other

growth curve techniques are available (e.g., Bryk
& Raudenbush, 1987; Hui & Berger, 1983; Klein-

baum, 1973). LGMs can be applied to circumstances
in which individuals are not measured at the same

time intervals; however, specific constraints need
to be placed on the models for parameter identifi-
cation. SEM methodology still can be applied if

change on the variables of interest is not related to
time. That is, any ordinal variable can be used as
the index of the growth function and time is only
one useful possibility. However, the models lose
their growth curve interpretations. If change is not

systematically related to the passage of time, study-
ing individual trajectories over time will not be

very informative. In this case, generalized estimat-
ing equations methodology (Zeger & Liang, 1986)
is likely to be more appropriate.

Although LGM methodology generally is applied
to data generated from a true longitudinal design,
given the constraints of time, attrition, and the cost
of continual assessment, alternative approaches and
methods for accelerating the collection of longitu-
dinal information are often necessary. Bell (1954)
advocated the &dquo;convergence&dquo; method for meeting
research needs not satisfied by either longitudinal
or cross-sectional methods. This method consists

of limited repeated measurements of independent
age cohorts resulting in temporally overlapping
measurements of the various age groups. This tech-

nique, which has gained recent popularity as the

&dquo;cohort-sequential&dquo; design (Nesselroade & Baltes,
1979), provides a means by which adjacent seg-
ments consisting of limited longitudinal data on a

specific age cohort can be linked together with simi-
lar segments from other temporally related age co-
horts to determine the existence of a common

developmental trend, or growth curve. In addition,
this technique allows the researcher to determine
whether those trends observed in the repeated ob-
servations are corroborated within short time peri-
ods for each age cohort. Within this approach, the
researcher approximates a long-term longitudinal
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study by conducting several short-term longitudi-
nal studies of different age cohorts simultaneously.

Development of Adolescent Alc&reg;h&reg;1 Consumption

Alcohol consumption is considered a relatively
universal experience for American adolescents
(Sutker, IVIcCleary, & Allain, 1986). However, few
studies have examined the progression or develop-
ment of alcohol consumption during the time in
which this behavior tends to become established

(e.g., Duncan et al., 1994; Jessor, 1987; Newcomb
& Bentler, 1986). Given that studies consistently
demonstrate the likelihood that alcohol consump-
tion precedes the use of illicit drugs (e.g., Andrews,
Hops, Ary, Lichtenstein, & Tildesley, 1991), longi-
tudinal studies assessing change in adolescent al-
cohol use and possible correlates of such change
are necessary in order to understand future patterns
of behavior, including the progression into more
serious forms of substance use.

With increased interest in the development of
substance use, greater emphasis has been placed on
the time dimension and the development of dynamic
models pertaining to both intra- and inter-individual
development of substance use and its etiology dur-

ing adolescence. Within this approach, age is viewed
as a dimension along which behavior changes are
superimposed, forrriing part of the definition of the

dependent variable in developmental studies. This

dependent variable is, therefore, defined in terms
of specific aspects or parameters of the function

describing those changes that occur with age
(Wohlwill, 1970).

Extensive longitudinal studies (Patterson, Capaldi,
& Bank, 1990; Patterson, Reid, & Dishion, 1992;
Patterson & Stouthamer-Loeber, 1984) have sug-
gested that family management practices are precur-
sors to the development of early problem behavior.
Although measures of family functioning vary among
studies, the bulk of the evidence indicates that nega-
tive interactive patterns and parental monitoring both
have an independent influence on adolescent prob-
lem behavior (Loeber & Dishion, 1983; Patterson,
Reid, & Dishion, 1992; West & Farrington, 1973).
Poor monitoring, parental permissiveness, and incon-
sistent limit setting also have been associated with

substance use (Coombs & Landsverk, 1988;
Newcomb, Maddahian, Skager, & >3cntler, 1987;
Pendergast & Schaefer, 1974) and antisocial behav-
ior (Canter, 1982; Loeber & Dishion, 1983). In
Patterson et al.’s (1992) longitudinal model of boys’
delinquency, poor parental monitoring was consis-

tently associated with boys’ antisocial behavior
(Patterson & Bank, 1989). Similarly, adolescent sub-
stance use and delinquency are more likely to occur
in families in conflict. Increased smoking, drinking,
and drug use have shown reliable relationships with
coercive adolescent/parent relationships (Coombs &
Landsverk, 1988; Selnow, 1987) and less support and
involvement from parents (Coombs & Landsverlc,
1988; Hawkins, Lishner, Catalano, & Howard, 1986).

In this study, a cohort-sequential model using
LGM methodology was tested using EQS (Bentler,
1989). Based on previous findings (Patterson et al.,
1992), it was hypothesized that inept monitoring
and coercive exchanges would account for indi-
vidual differences in the growth parameters of ado-
lescent alcohol use over the 5&reg;ycar period estimated
within the cohort-sequential design.

Method

Data

Members of the Kaiser Permanente health main-

tenance organization (HMO) were recruited to par-
ticipate in a longitudinal clinical trial to evaluate the

efficacy of an adolescent smoking cessation program.
In the first phase of recruitment, age eligible adoles-
cents of the HMO were mailed a screening question-
naire that was designed ostensibly to survey young
people about their health habits. The questions con-

cerning smoking were used to identify current smok-
ers who could be asked to participate in the second

phase of the assessment. In addition, a smaller sample
of nonsmokers was recruited to participate in order
to better study the correlates of health behavior. For
the purpose of the present study, data were assessed
from three differcnt age cohorts ( 14, 15, and 16 years
of age at the initial assessment period), each mea-
sured at three occasions over the course of the clini-

cal trial.

These age cohorts were selected so that the time

of measurement and age of testing were &dquo;approxi-
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mately staggered&dquo; (McArdle & Anderson, 1990).
McArdle used this term to mean that the average age
of the first cohort at the second measurement period
is approximately the average age of the second co-
hort at the initial measurement, and so on. The sample
size was 162 for Cohort 1 (age 14 at initial assess-

ment) ; 114 for Cohort 2 (age 15 at initial assessment);
and 64 for Cohort 3 (age 16 at initial assessment).
The complete sample of 340 adolescents (200 males
and 140 females) had a mean age of 14.71 years (stan-
dard deviation = .766) at the first assessment, 275 or
81% were from two-parent families, and the major-
ity of the participants were Caucasian (93.2%).

Adolescents and their parent(s) completed ques-
tionnaires in their homes during a home visit by
research staff. Follow-up assessments occurred at

approximately 12 and 18 months. Participants were
not paid.

Measures

Table 1 summarizes the items used to assess each

of the variables measured.

Alcohol use. Measures of alcohol use were con-

structed from items assessing adolescents’ rates of
use during the previous week, month, and 6-month

periods. Questions relating to rates of use focused
on global frequency of drinks (e.g., &dquo;During the last
6 months, how many drinks of alcohol did you
have?&dquo;). The alcohol use measure represented the
adolescent’s average use of alcohol during the pre-
vious 6-month period. Coefficient alpha (a;
Cronbach, 1951 ) was calculated to determine the
internal consistency of the composite measure; val-
ues of .~ 1, .~3, and .~3 at Time 1, Time 2, and Time

3, respectively, were obtained.

Monitoring. The index representing inept pa-
rental monitoring was defined by six items, four
from the parent report (e.g., the degree to which
the parent tracks the adolescent’s activities outside
of school) and two from the adolescent report (e.g.,
parents allow the adolescent to do things on the
weekends without informing the parents of his/her

Table 1

Items Used to Measure Alcohol Use, Monitoring, and Coercion and Their Scaling (For True/False Items:
T = 2 and F =1; for Likert Items 1-5: 1 = Never and 5 = Always, Except for * Where 1 = None and 5 = All;
Items With Ranges of 0-12 Were Assessed as Frequency of Use: 0, 1, ..., 10, 11 =11-20, and 12 = 20+)
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whereabouts). Items were standardized and summed
to create the index of parental monitoring. Items
were recoded so that higher scores suggested poorer
monitoring on the part of the parents. Internal con-
sistency of the composite measure, a = .78, was
considered adequate.

Coercion. 11 adolescent report items com-

prised the measure of adolescent/parent coercive-
ness [e.g., &dquo;We (my mother/father and I) have big
arguments about little things.&dquo; and &dquo;We fight a lot
in our family.&dquo;]. With the exception of the latter
item, parallel items measured interactions with
mother and interactions with father, which were
standardized and averaged into a composite parent
scale. Items then were summed to create the index

of coercion. Higher scores on this scale indicated
greater conflict. Internal consistency of the coer-
cion scale was a = .81.

The LGM Model

The model depicted in Figure I represents a co-

hort sequential LGM in which the basic parameters
describe a systematic pattern of individual differences
in change over time. Figure 1 shows the model for

Cohort 1 at ages 14, 15, and 16. For Cohort 2 the
same model was used at ages 15-1’7, and for Cohort
3 at ages 16-18. Thus the model allows for tests of

hypotheses concerning convergence across separate
groups and the feasibility of specifying a common
growth trajectory over the five years represented by
the latent variable cohort sequential design. It should
be emphasized that equality constraints were imposed
for common parameters across the various groups,
which, because of the assumption that the hypoth-
esized model is invariant across groups, insures cor-

rect estimation of model parameters.

Figure I
Representation of a Cohort-Sequential LGM Using Three Successive Measurements Across

Three Separate Age Cohorts
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Because of the overlap between ages in the co-

hort-sequential design, a longitudinal study span-
ning ages 14-18 was created. This method of
analysis has been used extensively by McArdle &

Anderson, 1990; h4cArdle & Epstein, 1987; and
McArdle & Hamagami, 1991. Because each cohort
represents a different pattern of 66~~SS~ngness&dquo; in
the context of the overall developmental curve, it is

possible to build the complete curve using infor-
mation from all cohorts simultaneously.

The first common factor in Figure 1 is the inter-

cept (F,) and is a constant for any individual across
time. It represents information in the sample con-

cerning the mean.j~, and V~ri~r~cc,17;, of the collec-
tion of individual intercepts that characterize each
individual’s growth curve. The Ms can be thought of
as latent means or as the 0 weights for the regression
of the latent factors on a unit constant (a vector of

1 s). When the only predictor in a regression equa-
tion is the constant 1, the (3 weight for the regression
of the latent factors on the constant is equal to the
mean of the dependent variable, called M here.

In standard SEM methodology, theDs (Di, ~5) are
usually deviation-from-predicted-value variables,
and represent regression residual or error variance.
Thc ~7s can have a different interpretation with LGMS.

They represent deviation-from-the-mean variables;
hence, the Ds represent the variance of the latent
factors. This is not true in general, however, and
when additional predictor variables are in the equa-
tion, these parameters have different interpretations.
Specifically, the Ms now represent the regression
intercept, or that part of the dependent variable mean
that is not explained by the additional predictor vari-
ables, and theDs are deviation-from-predicted-value
variables, generally referred to as disturbance terms,
representing unexplained or residual variation. In
the model, all measured variables from the three
assessment periods have loadings with the common
factor representing the intercept, or initial status,
constrained at 1.0.

The second factor, the slope (F-2), represents the
shape of an individual’s trajectory determined by the
repeated measures. The slope factor has a mean, IY~I ,
and ~r~ri~racc,17s, across the entire sample. Al~ and 1~5
can be estimated from the observed data (M and Dj

the mean and variance, respectively, associated with
the intercept also can be estimated from the observed
data). The nonconstrained parameter estimates for
the measured variables form the basic shape of the
reference curve. F’~ and ~’2 are allowed to covary, l~;s,
which is represented by the double-headed arrow
between the two factors. The es correspond to time-

specific errors in the observed variables.
The scaling of the slope can be controlled by

the choice of loadings on F2. Rather than using a
model with fixed parameter restrictions (e.g.,
straight-line growth), a developmental function
was specified that reflected an optimal patterning
over occasions for the changes in alcohol use
scores. Within this approach, the freely estimated
parameters reflect the developmental function with
maximal fit to the data (Rao, 1958). In this ex-

ample, the loadings of the measured variables from
the Time 1 and Time 2 assessments with the com-

mon factor representing the slope of the reference
curve, were constrained at values of 0 and 1.0,

respectively. Although the choice of loadings was
somewhat arbitrary, it is important to note that F,
is inextricably bound to the time scale. By shift-
ing the factor loadings on ~, the scale of time is
altered and this in turn affects the meaning and
interpretation of M, and Di. To illustrate this idea
consider the collection of straight lines depicted
in Figure 2.

Notice that with movement from right to left
along the horizontal time axis, the variance at any
given time point changes. The rank order on K, some
variable of interest, from highest to lowest also
chan~es. ~f th~ factor loadings were selected to force

F, to be located at Time 0, the variance of ~’, would
be different than if it were located at Time 1. Simi-

larly, th~ correlation and the covariance between Fj
and will vary depending on how the factor load-
ings are selected.

Changing the fixed loadings, which changes the
time scale, simply rescales Mg and Ds, in this case
by constants; however, this is not true for Mj and

1~;. Rescaling by constants does not change the fun-
damental meaning or affect significance tests of the
parameters. It also will not affect the level of corre-
lation &reg;f ~’2 with other predictors in the model. Fix-
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Figure 2
Straight Line Growth Curves

ing the parameter estimates at these values, how-
ever, scales the metric for growth rate allowing for
an unambiguous interpretation of Fj as the initial
developmental status that has been corrected for
measurement error.

To further explain the nature of the LGM, con-
sider the equation for a growth curve for a single
individual with three data points:

where

bi is the intercept,
b2 is the slope (amount of vertical increase per

unit of horizontal run of the growth curve),
f. is thejth value of time, and

represents the time-specific errors of predic-
tion,

For this hypothetical individual, therefore, the set
of equations is:

Relating these equations to Figure 1, for any given
individual, b, corresponds to the intercept factor score
(~’,), bZ corresponds to the slope factor score (F,), tj
is the factor loading f&reg;r ~2 where the k in Equation 4
represents factor loadings to be estimated, and g cor-
responds to the time-specific errors of prediction.

EQS 3.0 (l3~ntl~r9 1989) was used to test the hy-
pothesized cohort-sequential growth model (com-
plete program specifications and input data are
available from the authors). In this analysis, the num-
ber of equations equals the number of dependent
variables-variables that have unidirectional arrows

directed toward them in Figure 1. Therefore, there
was an equation for each observed variable, V, and
the latent or unobserved variables, ~’, and F,. All other
variables not having a unidirectional arrow directed
toward them-the es, representing errors in measure-
ment, and Ds, disturbances in the latent variables-
were independent variables; they did not have equa-
tions but instead had variances and covariances as

parameters. Each measured dependent variable, F,
was a linear combination of both common factors

and one independent error variable.

Results

A common approach to SEM has been to test the

underlying structure of an hypothesized model and
to report some index of the goodness of fit of that
model to the data. A number of methods exist that

allow determination of the degree of data fit to the

hypothesized model and assessment of whether the
fit could be improved as a function of testing alter-
native models. Commonly accepted indices of fit
used to evaluate model fit are the X2 test statistic
and various goodness-of-fit indexes. Three good-
ness-of-fit indexeS-NFI, NNFI, and CFI-based on the
~Z test statistic and the null model of uncorrelated
or independent variables are provided by EQS. The
Bentler-Bonnet (1980) normed fit index (NFI) is

computed as
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where Xk and Xi are the X2 values obtained for the
model of interest and the corresponding indepen-
dence model, respectively. Values Of NFI range be-
tween 0 and 1, with values greater than .9 desirable.
A non-normed fit index (NNFI) takes into account

the degrees of freedom (df’) of the model and is
computed as

where 1; = nx; / d1; and fie = nx’ldf,, are X2 variates
divided by the associated ca’f. NNFI can exceed NFI
in value and can be outside the 0-1 range.

The comparative fit index (CFI; Bentler, 1990) is
computed as

where ck = max((r~xk - dfz ), &reg;~ based on the model
of interest, and ~; = rnax((~x2 - df,. ), Cr~xk - dfk ), 0].
Both the NNFI and CFI reflect model fit well at all

sample sizes.

Descriptive statistics for the various age cohorts
are presented in Table 2. Univariate values of skew-
ness and kurtosis were in most cases minimal, which
indicates that the assumption of approximate nor-

mality was tenable. Approximate normality justi-
fies the use of normal theory maximum likelihood
estimation techniques found in SEM programs such
as LISREL (J6reskog & Sorbom, 1984) and EQS
(Bentler, 1989).

Fitting the LGM to the alcohol use data resulted in
a mean intercept value of l~l;= 5.~85, t = 9.048, p <

. 00 (testing whether the parameter was significantly
different from 0.0), and mean slope of llfl = 3.516, t=
5.401, p < .001. The intercept variance was 17; _
45.7~7, t = 5.095, p < .001, and the variance of the
latent slope scores was Ds = 18.924, t = 2.296, p <

.Ol, which indicates that substantial variation existed
in individual differences regarding initial status and
the trajectories of alcohol use. The estimated corre-
lation between initial status and slope scores (rate of

change or trajectory) was Ris =-.335, t=-1.405,p <
.O 1. The variance of the errors in the measured vari-

ables, ~= 33.555, t=15.574, p < .001, was required
to be equal across groups. The growth curve param-

Table 2

Descriptive Statistics for the Alcohol Use
and Social Context Variables

eters (or basis terms corresponding to the Xs in Equa-
tions 2-4) of 0, 1, 1.028, 1.213, and 1.549 for alco-
hol use at t, through ts respectively, revealed evidence
of a general upward development in the use of alco-
hol over the 5-year period covered by the cohort-

sequential design. These parameter estimates are
directly proportional to the estimated means (the
observed variable means corrected for measurement

error), 5.885, 9.401, 9.501, 10.151, 11.333, over the
same period. Reported values for the fit indexes-
~tF1 = .950, NNFI = 1.006, CFI = 1.000, X’ = 14.637
with 18 df p = .6~6-indicated an adequate fit of the
model to the data. Figure 3 provides a graphical rep-
resentation of the adequacy of the model in estimat-

ing the common developmental trajectory. The figure
shows the expected latent curve developed from the
estimated means, in relation to the staggered age
group curves developed from the observed alcohol
use means, for each age cohort.

Fitting a simple linear LGM resulted in the lin-
ear slope factor variance being constrained at 0
for these data. Incorrect df for the overall model
fit (X~ = 36.433 with 20 df p = .012), resulted from
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Figure 3
Staggered Age Group Means of Adolescent

Alcohol Use

a linear dependency of one equality constraint and
the return of 1 clf to the model. Although relaxing
specific equality constraints would have allowed
for model convergence without the lower bound

constraint of the slope factor variance being im-

posed by EQS, this solution was considered inap-
propriate.

Having adequately modeled a common trajec-
tory, Figure 1 also specifies two covariates, inept
monitoring and coercive adolescent/parent ex-

changes, thought to have significant impact on
growth parameters representing individual differ-
ences in both initial status and change over time
(intercept and slope, respectively). Model-fitting
procedures for the tests of convergence (i.e., speci-
fying that the effects of the covariates on the de-

velopmental parameters were the same across the
various age cohorts), yielded X’ = 31.369 with 40
df (p = .~33) and fit indexes of NFI = .911, NNFI =
1.020, and CFI = 1.000. Estimated regression pa-
rameters from the converged model suggested that
coercive adolescent/parent exchanges functioned
to increase initial levels (or the intercept) of alco-
hol use (P = .245, ~ t = 2.469, p < .05), but had no
effect on changes in alcohol use (the slope). In con-
trast, inept monitoring was suggestive of higher
rates of change (p= .246, t = 1.791, p < .08), but
had no effect on initial status.

Discussion

Modeling growth or developmental process within
the latent variable SEM format is a potentially valu-
able methodology that many researchers feel is, un-
fortunately, underused (see, e.g., Bryk & Rauden-

bush, 1987 ; Meredith & Tisak, 1990; Rogosa, Brandt,
& Zimowski, 1982; Rogosa & Willett, 1985; Willett
et al., 1991, for comprehensive expositions on the
benefits of growth modeling techniques). One pur-
pose of the present study, therefore, was to demon-
strate the utility of growth modeling methodology
by investigating developmental change in adolescent
alcohol use and to examine parental monitoring and
coercive exchanges as possible correlates of such
change.

The general two-factor LGM approach has many
advantages that make it useful in the testing and
evaluation of developmental models. With the judi-
cious choice of factor loadings to identify the model,
the intercept and slope factors have straightforward
interpretations as initial status and change, respec-
tively. Using this parameterization, investigators can

study predictors of change separately from correlates
of initial status. Although it is possible to keep add-

ing factors until a satisfactory fit to the data is ob-
tained, LGM methodology is most powerful if a small
number of factors can adequately describe the data.
The characteristics of the collection of developmen-
tal trajectories that comprise the sample not only
determine the magnitudes of the estimated model
parameters, but the number of factors that will be

adequate to describe the data.
Results of the present study indicated a good

fit for the hypothesized model that specified mean
level increases in alcohol use over time. This sup-

ports other studies that have found a general in-
crease in the use of alcohol during adolescence
(e.g., Duncan & Duncan, 1994; Duncan et al., 1994).
Because of the overlap between ages in the co-
hort-sequential design, statistical tests [in the form

ofLagrange multipliers (Satorra, 1989)] of wheth-
er these separate curves converged on a single de-
velopmental curve were conducted. On the basis of
these findings, it appears that a complete longitudi-
nal curve spanning a five-year period can be esti-
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mated from three age cohorts using only two years
(three assessments) of data. The provision of an
estimate of long-term developmental trajectories
with minimal longitudinal data represents an effi-
cient method for analyzing development.

Although SEM has become a useful methodology
for testing complex models representing develop-
mental processes, proponents of LGM methodology
have pointed to some potentially serious shortcom-

ings inherent in typically used developmental mod-
els (i.e., linear panel models) that incorporate
autoregressive effects (Kessler & Greenberg, 1 11).
Specifically, serial correlations of errors lead to a
correlation between lagged endogenous variables
and the prediction errors for the unlagged endog-
enous variable. When this occurs, none of the struc-

tural coefficients can be estimated without bias.

However, if the form of the serial correlation is as-
sumed to be nth-order autoregressive, it is possible
to transform the structural equation so that the cor-
relation between the prediction error and the lagged
endogenous variable disappears. Once this is done,
it is possible to estimate the transformed equation
without bias. The order of the autoregressive effect
represents the number of lagged time units for which
errors are serially correlated.

Rogosa (1988) demonstrated the hazards involved
in using linear panel models to study the amount of

change between two time points when nonlinear
growth processes are operative. Linear panel mod-
els are not optimal for studying linear growth pro-
cesses either. All else being equal, the precision of a

slope estimate in a linear growth model is an increas-

ing function of the number of time points employed,
but it takes at least three points to even begin to evalu-
ate the precision of the estimate. In essence, if it is
believed that change is systematically related to the

passage of time (i.e., growth processes are opera-
tive) then growth models should be employed. If
the developmental process of interest is not age-
dependent, then linear panel models can be useful.

With the development of SEM, researchers now
have a powerful tool for the construction, estima-
tion, and testing of complex models involving
developmental processes across a plethora of be-
havioral domains. However, theory testing within

the SEM paradigm requires that the hypotheses be

clearly specified and that adequate measurement

strategies be in place. With each test of the hypoth-
esized model, relationships can be examined be-
tween the theoretical constructs of interest, enabling
the researcher to discard some hypotheses and to

clarify others. Those hypotheses with promise can
be used in more rigorous tests, such as experimen-
tal manipulation of the variables thought to have
causal relationships. Naturally, there is no single
statistical procedure for the analysis of longitudi-
nal data, because different research questions dic-
tate different data structures and, subsequently,
different statistical models and methods. However,
the use of growth curve methodology, in any form,
will likely bolster researchers’ success in modeling
development at both the inter- and intra-individual
levels, and in identifying important predictors of
such change.
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