
Lawrence Berkeley National Laboratory
Recent Work

Title
Modeling Molecules under Pressure with Gaussian Potentials.

Permalink
https://escholarship.org/uc/item/09h4z11s

Journal
Journal of chemical theory and computation, 17(1)

ISSN
1549-9618

Authors
Scheurer, Maximilian
Dreuw, Andreas
Epifanovsky, Evgeny
et al.

Publication Date
2021

DOI
10.1021/acs.jctc.0c01212
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/09h4z11s
https://escholarship.org/uc/item/09h4z11s#author
https://escholarship.org
http://www.cdlib.org/


Modeling Molecules Under Pressure with

Gaussian Potentials

Maximilian Scheurer,† Andreas Dreuw,† Evgeny Epifanovsky,‡ Martin

Head-Gordon,¶,§ and Tim Stauch∗,‖,⊥,#

†Interdisciplinary Center for Scientific Computing, Heidelberg University, D-69120

Heidelberg, Germany

‡Q-Chem Inc., 6601 Owens Dr, Suite 105, Pleasanton, CA 94588, United States of

America

¶University of California, Berkeley, Pitzer Center for Theoretical Chemistry, South Dr,

Berkeley, CA 94720, United States of America

§Lawrence Berkeley National Laboratory, Chemical Sciences Division, 1 Cyclotron Rd,

Berkeley, CA 94720, United States of America

‖University of Bremen, Institute for Physical and Theoretical Chemistry, Leobener Str.

NW2, D-28359 Bremen, Germany

⊥Bremen Center for Computational Materials Science, University of Bremen, Am

Fallturm 1, D-28359 Bremen, Germany

#MAPEX Center for Materials and Processes, University of Bremen, Bibliothekstr. 1,

D-28359 Bremen, Germany

E-mail: tstauch@uni-bremen.de

Abstract

The computational modeling of molecules under high pressure is a growing research

area that augments experimental high-pressure chemistry. Here, a new electronic struc-
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ture method for modeling atoms and molecules under pressure, the Gaussians On Sur-

face Tesserae Simulate HYdrostatic Pressure (GOSTSHYP) approach, is introduced. In

this method, a set of Gaussian potentials is distributed evenly on the van der Waals sur-

face of the investigated chemical system, leading to a compression of the electron density

and the atomic scaffold. Since no parameters other than the pressure need to be spec-

ified, GOSTSHYP allows straightforward geometry optimizations and ab initio Molec-

ular Dynamics simulations of chemical systems under pressure for non-expert users.

Calculated energies, bond lengths and dipole moments under pressure fall within the

range of established computational methods for high-pressure chemistry. A Diels-Alder

reaction and the cyclotrimerization of acetylene showcase the ability of GOSTSHYP

to model pressure-induced chemical reactions. The connection to mechanochemistry is

pointed out.

1 Introduction

Throughout the past few decades, the interest in high-pressure chemistry has been remark-

able.1–3 This enthusiasm is at least partially caused by the availability of diamond-anvil

cells4 and shock-wave technologies,5 which allow the temporary or constant application of

extremely high pressure reaching magnitudes of several hundred GPa. Using high-pressure

technnologies, structural parameters of molecules6–8 and crystals9–12 have been found to

change under pressure and the accompanying changes in charge density have been dis-

cussed.13,14 As a result, many pressure-initiated chemical reactions are known.3,15

However, progress in experimental high-pressure chemistry would have been significantly

slower if it were not for computational methods that allow the modeling of atoms, molecules

and crystals under pressure.16 These methods include approaches that place atoms and

molecules in soft or hard boxes of various shapes and sizes with confining potentials of variable

height.17–26 Moreover, by using periodic boundary conditions (PBC) in calculations, the

multifaceted behavior of extended systems under high pressure can be predicted, including
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pressure-induced changes in crystal structures of diverse materials.27–34 In many cases, the

success of such calculations in terms of comparability with experiments is remarkable.35

In Molecular Dynamics (MD) simulations, pressure can be applied to the investigated

systems by manipulation of the box parameters,36,37 allowing the simulation of biological,38

organic39 and inorganic40–42 materials under pressure. In ab initio Molecular Dynamics

(AIMD) simulations,43 pressure can be applied as well, which has been used, e.g., to simulate

liquids,44 chemical reactions45,46 and spectroscopic properties of molecules47 under pressure.

At the electronic-structure level, the application of pressure is far from straightforward,

since none of the terms in the electronic Hamiltonian depend on pressure explicitly. The sim-

plest method to apply pressure to molecules is provided by mechanochemical approaches,16

in which the compression of the molecules is achieved using mechanical forces. The earli-

est mechanochemical model of pressure is the Generalized Force-Modified Potential Energy

Surface (G-FMPES) approach,48 which has its roots in quantum mechanochemistry.49,50 In

this approach, mechanical forces mimicking pressure pull each atom towards the molecular

centroid. The G-FMPES method has been applied to model chemical reactions under pres-

sure51,52 and investigate pressure-induced changes in vibrational frequencies.48 An extension

of the G-FMPES approach, the Hydrostatic Compression Force Field (HCFF), has been

proposed recently53 and was used to model pressure-induced spin crossover phenomena. In

HCFF, the definitions of the surface area and the applied pressure are changed in compar-

ison to G-FMPES. The newest member of the family of mechanochemical methods for the

application of pressure to molecules is the eXtended Hydrostatic Compression Force Field

(X-HCFF),54 in which truly hydrostatic conditions are simulated by pushing each atom in-

wards strictly perpendicular to the molecular surface. Moreover, in contrast to G-FMPES

and HCFF, in X-HCFF the user-defined pressure (rather than a guess for this quantity) is

applied during a quantum chemical geometry optimization. The applicability of X-HCFF

for the accurate reproduction of structural changes in molecules and molecular crystals as

well as the simulation of a pressure-induced chemical reaction has been demonstrated.54
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However, in all mechanochemical methods pressure is applied to the molecule only through

a compression of the atomic scaffold, whereas the response of the electron density is not

modeled directly. Furthermore, the treatment of atoms is precluded by the dependence on

the nuclear gradient.

An alternative method for the application of pressure to chemical systems is the eX-

treme Pressure Polarizable Continuum Model (XP-PCM).55–57 In analogy to implicit solvent

models, an atom or a molecule is placed inside a cavity. Pressure is subsequently applied by

shrinking the cavity size and increasing the Pauli repulsion term of the surrounding medium.

The applied pressure is then calculated via a fitting procedure as the negative partial deriva-

tive of the electronic energy w.r.t. volume. This ansatz allows the modeling of chemical reac-

tions,56–58 spectroscopic properties,59,60 as well as electronic61 and structural55,62,63 changes

of chemical systems under pressure.

In this paper, a novel electronic structure method for the simulation of atoms and

molecules under pressure, the Gaussians On Surface Tesserae Simulate HYdrostatic Pressure

(GOSTSHYP) approach, is introduced. In analogy to XP-PCM, GOSTSHYP considers a

chemical system inside a cavity that is confined by a tessellated approximation of the van

der Waals surface. Pressure is applied by a dense field of Gaussian potentials located at

the tessellation points of the surface, which interact with the electron density. GOSTSHYP

solves the shortcomings of previous methods for the simulation of chemical systems under

pressure in that 1) the method allows for geometry optimizations and AIMD simulations

under user-defined pressures, 2) both atoms and molecules can be subjected to pressure and

3) the compression of electron density due to pressure is modeled realistically. GOSTSHYP

is verified by comparing against a range of literature values for energies, geometries, dipole

moments and chemical reactions under pressure. The new method has been implemented

in Q-Chem64 and will be available in a future release of the program package. At present,

electronic structure calculations at the levels of Hartree-Fock65,66 and Density Functional

Theory (DFT)67,68 are supported.
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When carrying out experiments under high pressure by using a diamond-anvil cell or by

compressing molecular crystals mechanically, the observed effects are always a result of a

combination of the pure influence of pressure on the investigated molecules and pressure-

induced changes in the interaction between a molecule and its surrounding, e.g. increased

charge-transfer. Hence, experimentally, a separate consideration of these effects is impos-

sible. Even in sophisticated Energy Decomposition Analysis (EDA) schemes,69–71 it is far

from straightforward to decouple important terms like polarization and charge-transfer from

one another when describing such setups. Beneficially, GOSTSHYP allows the separate cal-

culation of the pure influence of pressure on molecules and therefore provides a unique point

of view on pressure-induced experiments.

The rest of the paper is structured as follows: After discussing the theoretical background

of GOSTSHYP (Section 2) and giving some computational details (Section 3), the method

is used to calculate various pressure-dependent quantities and comparisons with literature

values are made (Section 4). The paper closes with a conclusion and a road map of planned

future developments (Section 5).

2 Theoretical Background

In GOSTSHYP, hydrostatic pressure is modeled through a set of Gaussian potentials lo-

cated at the molecule’s van der Waals surface, which is discretized and tessellated through

a Lebedev grid.72 In this procedure, atom-centered spheres with the scaled (pressure-free)

atom-specific van der Waals radii are superimposed and the overlapping regions are omit-

ted, leading to a physically sound tessellation field. Since atomic van der Waals radii are

in fact pressure-dependent,73 in the following we refer to the scaling factors of the atom-

centered spheres as the “tessellation sphere scaling factors”. The dependence of the results

calculated with GOSTSHYP on the technical parameters of the tessellation routine, i.e. the

number of tessellation points per atom and the tessellation sphere scaling factors, is tested

5



in Section 4.1. Each tessera j with the area Aj is assigned a Cartesian Gaussian function of

the form

Gj(r) = pj exp
(
−wj(r − rj)

2
)
= pjG̃j(r). (1)

Here, pj is the amplitude of the Gaussian centered at rj , whereas wj is referred to as the

width parameter. Using the electronic one-particle density matrix Dpq and the molecular

orbitals {φp}, the energy penalty by pressure is given by

Ep =
∑

j

∑

pq

Dpq 〈φp|Gj(r)|φq〉 . (2)

This expression includes three-center overlap integrals, in which the mid center, i.e. the

Gaussian, corresponds to an s-type function. In the following, determination of the function

parameters wj and pj will be outlined. The simplest approximation is that the tessera areas

are circular. Making this assumption and acknowledging that not all areas are equal (cf.

Figure 1), the radius r̃j of the circle j that holds the Gaussian Gj can be calculated by

r̃j =

√
Aj

π
. (3)

The goal of choosing an appropriate width parameter is to create a field of Gaussians that is

as smooth and continuous as possible, because a continuous hydrostatic pressure should be

modeled. Furthermore, “local high-pressure areas”, where Gaussians of the same width and

amplitude are densely packed should be avoided (the green points in Figure 1).

Hence, it is reasonable to demand that at the edge of each tessera the amplitude of

the accomodated Gaussian reaches half of its maximum value. This way, when neighboring

Gaussians that belong to tesserae with similar areas overlap at the border between the two

tesserae, their amplitudes add up to the value each of the Gaussian has in the middle of its

tessera. Clearly, each Gaussian reaches its maximum when r = rj, i.e. at the center of each
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Tessera area
0.001 Å2 0.191 Å2

Figure 1: In the employed surface tessellation routine, some tesserae have larger areas than
others. In this picture, red signifies large areas, whereas green represents small areas.

tessera. At this point, the amplitude is Gj,max = pj. Requiring the value of wj such that

Gj, 1
2
max = 1

2
pj at the border of the tessera leads to

wj =
π ln 2

Aj

. (4)

The amplitudes pj of the Gaussian functions modeling the pressure potential need to be

defined such that the user-defined input pressure is exerted on the embedded molecule. At

the interface between the molecule and the surrounding medium, the force acting from the

outside (Fouter), with which the field of Gaussian potentials compresses the electron density,

needs to cancel the force acting from the inside (Finner), with which the electron density
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“pushes back”. Hence, the requirement is

Fouter = −Finner, (5)

which implies that the absolute values of the force also need to match, i.e.

|Fouter| = |Finner| (6)

or

Fouter = Finner. (7)

Using the definition of pressure,

P =
F⊥

A
, (8)

one realizes that the force acting from the outside is already the normal force F⊥. Hence,

Fouter = PinpAj, (9)

where Pinp is the pressure that the user inputs and Aj is the surface area of tessera j.

To understand the definition of the force acting from the inside, we imagine taking a

Gaussian and displacing along the surface normal vector. Pushing the Gaussian inwards,

i.e. closer to the molecule, results in an increase in energy. Pulling it outwards, i.e. away

from the molecule, results in a lowering of energy. Hence, the derivative of the electronic

energy w.r.t. the position of the Gaussian equals the force with which the molecule pushes

the surroundings back. To obtain the force perpendicular to the surface, the scalar product
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of the derivative vector and the normal vector of the surface n = (nx, ny, nz)
T is used:

Finner =
∂Ep

∂xj

nx +
∂Ep

∂yj
ny +

∂Ep

∂zj
nz

=
∑

pq

Dpq

(
∂

∂xj

nx 〈φp|Gj |φq〉+
∂

∂yj
ny 〈φp|Gj |φq〉+

∂

∂zj
nz 〈φp|Gj |φq〉

)
(10)

Inserting eqs 9 and 10 into eq. 6 yields

PinpAj = pj
∑

pq

Dpq

(
nx

∂

∂xj

〈φp| G̃j |φq〉+ ny

∂

∂yj
〈φp| G̃j |φq〉+ nz

∂

∂zj
〈φp| G̃j |φq〉

)

= −pj
∑

pq

Dpq

(
nx 〈φp| 2wj(x− xj)G̃j |φq〉+ ny 〈φp| 2wj(y − yj)G̃j |φq〉

+ nz 〈φp| 2wj(z − zj)G̃j |φq〉
)

(11)

This expression includes three-center overlap integrals in which the mid center is a p-type

function. Rearranging for pj, the amplitude of Gaussian j, yields

pj = −
PinpAj

F̃j

, (12)

where

F̃j =
∑

pq

Dpq

(
nx 〈φp| 2wj(x− xj)G̃j |φq〉+ ny 〈φp| 2wj(y − yj)G̃j |φq〉+ nz 〈φp| 2wj(z − zj)G̃j |φq〉

)

(13)

=
∑

pq

DpqFj,pq (14)

With the previous expressions at hand, the hydrostatic pressure energy for Gaussian j is
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given by

Ep,j =
∑

pq

Dpq 〈φp|Gj|φq〉

= −
∑

pq

Dpq 〈φp|
PinpAj

F̃j

G̃j|φq〉

= −PinpAj

∑

pq

Dpq 〈φp|G̃j|φq〉

(
∑

pq

DpqFj,pq

)−1

(15)

The total contribution of the set of Gaussians to the energy, Ep, can be calculated as

Ep =
∑

j

Ep,j , (16)

which entails the computation of three-center overlap integrals. The required integral rou-

tines were implemented based on the Obara-Saika scheme74 in a development version of the

Q-Chem 5.3 program package.64

SCF calculations of atoms and molecules in the GOSTSHYP scheme require the contri-

bution to the Fock operator due to the presence of the Gaussian potentials, which reads

Vj,pq =
∂Ep,j

∂Dpq

= −PinpAj

∂

∂Dpq

∑

rs

Drs 〈φr|G̃j|φs〉

(
∑

rs

DrsFj,rs

)−1

= 〈φp|Gj|φq〉+ PinpAj

[
∑

rs

Drs 〈φr|G̃j|φs〉

]
Fj,pq

(
∑

rs

DrsFj,rs

)−2

. (17)

Hence, the Fock operator contribution through the Gaussian potentials is updated in each

SCF iteration with the current one-electron density matrix.

For geometry optimizations and AIMD simulations, analytical nuclear gradients were

derived and implemented. The explicit derivations and equations can be found in the Ap-

pendix. Since the current one-electron density matrix is used for setting up the Gaussian

potentials in each SCF step and the tessellation field is re-calculated in each step of a ge-

ometry optimization or AIMD simulation, the pressure input by the user, Pinp, is applied
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throughout the entire course of the calculations.

Even for small to medium-sized molecules, thousands of Gaussian potentials are usually

considered. In some cases, a small subset of these Gaussian potentials (typically less than 1%)

exhibit negative amplitudes. These are predominantly found at the seams connecting two

van der Waals spheres and lead to an attraction of the electron density in these regions. Since

this is an unphysical effect that counteracts the applied pressure, the Gaussian potentials

with a negative amplitude are omitted during the SCF procedure and the calculation of the

gradient.

Although the calculation of three-center overlap integrals using the Obara-Saika scheme

is relatively inexpensive from a computational point of view, the large number of Gaus-

sian potentials that interact with each basis function increases the computational cost of

GOSTSHYP calculations in comparison to regular, pressure-free geometry optimizations.

The magnitude of this relative increase is pointed out for various small to medium-sized

molecules throughout the course of this paper. A possible remedy is provided by a screening

procedure in which the overlaps between basis functions and Gaussian potentials that exceed

a predefined distance are neglected in the calculation of energies and gradients. The imple-

mentation of such a procedure as well as its performance in terms of accuracy and saving of

computation time will be presented in a future publication.

We note that the field of Gaussian potentials used in the GOSTSHYP approach is de-

signed to be as uniform as possible, so that the applied pressure is hydrostatic. In the case

of crystals, on the contrary, compression typically leads to non-hydrostatic behavior due to

the anisotropy of the crystal packing. Since it would be extremely difficult to model such

anisotropic, non-hydrostatic effects with GOSTSHYP, we instead focus on hydrostatic condi-

tions that dominate, e.g., in diamond-anvil cell experiments. If anisotropic conditions shall be

modeled instead, we recommend using periodic codes to apply pressure to extended systems.
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3 Computational Methodology

All calculations were run using a development version of the Q-Chem 5.3 program pack-

age64 in which the GOSTSHYP approach was implemented. Three-center overlap integrals

calculated with the Obara-Saika scheme74 were verified by comparing against results gen-

erated with Mathematica.75 Analytical gradients were verified by comparing against finite

differences. The atomic van der Waals radii by Bondi were used.76 Various levels of theory,

i.e. Hartree-Fock65,66 and DFT67,68 with different basis sets, were applied to allow valid

comparisons to literature values. The applied electronic structure methods are pointed out

throughout the paper.

Atomic and molecular volumes were estimated using a numerical integration scheme.77

Cube files for the ground state electron density were generated in Q-Chem using the stan-

dard boundaries of the mesh box (± 3Å around the maximum/minimum of the molecular

coordinates) and a grid spacing of 0.1 Å. The number of grid points with an electron density

larger than 0.001 a.u.77 was divided by the number of total grid points and multiplied with

the box volume yielding the molecular volume. The integration scheme was compared to

results from ref. 77 and was found to agree well with their Monte-Carlo technique (data not

shown).

Born-Oppenheimer ab initio molecular dynamics (BOMD) simulations of the Diels-Alder

reaction between cyclopentadiene and ethylene were run using an integration time step of

20 au. Ten independent simulations were run for 1800 time steps at a temperature of 298

K. Initial velocities were randomly generated from a Maxwell-Boltzmann distribution using

the given temperature.
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4 Results and Discussion

4.1 Dependence on Adjustable Parameters

The number of tessellation points per atom and the tessellation sphere scaling factors are

the only adjustable parameters in the GOSTSHYP model. In this Section, the dependence

of calculated structural data on these parameters is tested using the example of trans-

1,3-butadiene, since reference values calculated with XP-PCM55–57 are available.55 These

calculations were carried out at the B3LYP78–80/6-31G(d,p)81 level of theory.

First, the dependence of the length of the carbon-carbon double bond in trans-1,3-

butadiene on the number of tessellation points per atom with a fixed tessellation sphere

scaling factor of 1.2 is tested (Figure 2a). When adjusting the number of tessellation points

per atom to discrete values between 6 and 590, the bond length decreases smoothly with

increasing pressure, which agrees well with chemical intuition. This decrease is most pro-

nounced when using the smallest numbers of tessellation points per atom (6 and 26). At

110 tessellation points per atom, the results are converged, signifying a smooth hydrostatic

pressure field created by the Gaussian potentials. To ensure smoothness in all cases, 302

tessellation point per atom are used as a precaution throughout the remainder of the paper,

unless noted otherwise.

Turning to the tessellation sphere scaling factor, it should be noted that, typically, in

polarizable continuum models a scaling factor of 1.2 is applied to the atomic van der Waals

radii to account for the remaining distance between the solute and the simulated solvent

molecules.72 By contrast, the atomic van der Waals radii were found to decrease under

pressure in an atom-specific manner.73 In GOSTSHYP, however, the results for the carbon-

carbon bond lengths in trans-1,3-butadiene hardly change when adjusting the tessellation

sphere scaling factors to different values while fixing the number of tessellation points per

atom to 302 (Figure 2b). Even at high pressures of over 20 GPa, the difference in these bond

lengths is only approx. 10−3 Å for scaling factors between 0.8 and 1.6. This independence of

13



a)

b)

 1.29

 1.3

 1.31

 1.32

 1.33

 1.34

 1.35

 0  5  10  15  20  25

C
=C

 b
on

d 
le

ng
th

 (
Å

)

Pressure (GPa)

Reference
NTess = 6
NTess = 26
NTess = 110
NTess = 302
NTess = 590

 1.332

 1.333

 1.334

 1.335

 1.336

 1.337

 1.338

 1.339

 1.34

 1.341

 1.342

 0  5  10  15  20  25

C
=C

 b
on

d 
le

ng
th

 (
Å

)

Pressure (GPa)

Reference
TSSF = 0.8
TSSF = 1.0
TSSF = 1.2
TSSF = 1.4
TSSF = 1.6

Figure 2: Length of the carbon-carbon double bonds in trans-1,3-butadiene as a function
of pressure, applied with the GOSTSHYP model at the B3LYP78–80/6-31G(d,p)81 level of
theory. (a) The number of tessellation points per atom (NTess) was varied and the tessellation
sphere scaling factor was set to 1.2. b) The tessellation sphere scaling factor (TSSF) was
varied and 302 tessellation points per atom were set. Reference values refer to XP-PCM55–57

results at the B3LYP/6-31G(d,p) level of theory and were taken from ref. 55.

the results from the scaling factor is very beneficial, since it eliminates the need to adjust this

parameter. In addition, it should be noted that the decrease in the carbon-carbon double

bond lengths in trans-1,3-butadiene at low pressures is monotonic and smoother than in

XP-PCM. Unless otherwise noted, the typical value for the tessellation sphere scaling factor

of 1.2 is used throughout the remainder of the paper, since this value yields roughly the

same slope of the carbon-carbon double bond length with increasing pressure as XP-PCM.
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Note that it may become necessary to increase the tessellation sphere scaling factor for

computations on multiple molecules to avoid generation of tessellation points between the

individual fragments (cf. Section 4.5).

The independence of the structural data calculated with GOSTSHYP from the two ad-

justable parameters (the number of tessellation points per atom and the tessellation sphere

scaling factor) that was demonstrated here is a very valuable feature of the GOSTSHYP

approach, since it allows geometry optimizations of molecules under pressure in a black-box

manner by using the default values suggested here and specifying only the desired pressure

as an input. This is made possible by the fact that the parameters of the Gaussian, i.e. their

amplitudes and widths, react towards changes in the tessellation field, thus guaranteeing

that the input pressure is adjusted during the geometry optimization or the AIMD run.

4.2 Pressure-Dependent Energies and Volumes of Simple Test Sys-

tems

The GOSTSHYP scheme enables the calculation of electronic energies of atoms and molecules

as a function of pressure. In this Section, the total electronic energies of the hydrogen atom

and the H+
2 cation calculated with GOSTSHYP at the Hartree-Fock65,66/cc-pVQZ82 level of

theory are compared to literature values.

As expected, the total energy of the hydrogen atom increases as a function of pressure

(Figure 3a), which is due to the energy contribution by the Gaussian potentials as well as

the compression of electron density. Until pressures of approx. 3000 GPa, the agreement

between GOSTSHYP and literature values, which were generated by placing the hydrogen

atom inside boxes with different sizes and impenetrable walls,23 is remarkable. At higher

pressures, the increase in energy predicted by GOSTSHYP is more pronounced than in the

literature. However, pressures of several TPa are irrelevant for applications in chemical labo-

ratories, given that pressures in the range of a few hundred GPa are available experimentally

today.4 The ability to apply hydrostatic pressure to atoms distinguishes GOSTSHYP from
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Figure 3: Total electronic energies and volumes of the hydrogen atom (a) and H+
2 cation

(b) under pressure, calculated with GOSTSHYP at the Hartree-Fock65,66/cc-pVQZ82 level
of theory. Reference values were taken from refs. 23 (a) and 20 (b). HCFF results were
taken from ref. 53.

the mechanochemical models of pressure,48,53,54 which require at least two atoms to work,

and emphasizes the connection between GOSTSHYP and XP-PCM,55–57 which also allows

for the treatment of single atoms.

In the case of the H+
2 cation (Figure 3b), the GOSTSHYP results again agree well with

literature values, which were generated by placing the ion inside a spheroidal box,20 through-

out the entire tested pressure range. A geometry optimization step with GOSTSHYP for H+
2

at the HF/cc-pVQZ level of theory is on average 8.4 times more expensive in terms of CPU
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time than a regular, pressure-free geometry optimization step. The observed increase in elec-

tronic energy is more pronounced than in the case of the mechanochemical HCFF model,53

since the mechanochemical models of pressure omit a reproduction of the compression of

electron density and the accompanying increase in energy. Instead, in the mechanochemical

models pressure is simulated only via the compression of the atomic scaffold. This important

point is expanded on in Section 4.4.

The results presented here demonstrate that the electronic energies calculated with

GOSTSHYP are chemically intuitive and fall within the range of the results calculated with

established models of pressure. In this regard, GOSTSHYP is clearly superior to simpler

mechanochemical models of pressure, since single atoms can be subjected to pressure and

the increase in energy due to the compression of electron density is accounted for. Based

on the methodology outlined in Section 3, the pressure-dependent volumes of the hydrogen

atom and the H+
2 cation, which are measures of the degree of electron density compres-

sion, were calculated using the electron densities and geometries obtained with GOSTSHYP

(Figure 3). In both cases, a continuous and marked volume decrease with increasing pressure

can be observed, which agrees with chemical intuition. The volume of the hydrogen atom

reaches an asymptote of approx. 23 bohr3 at 2 TPa. Within the smaller pressure range

considered for the H+
2 cation, an asymptotic value has not yet been reached. The volumes

of more complicated molecules under pressure are discussed in Section 4.6.

4.3 Structural Parameters Under Pressure

Crucially, the GOSTSHYP model provides the possibility to perform geometry optimizations

under a predefined hydrostatic pressure. While changes in the length of the carbon-carbon

double bonds in trans-1,3-butadiene as a function of pressure have already been discussed

in Section 4.1 and agreement with literature values was found to be remarkable, in this

Section the diborane molecule serves as an additional, independent test system for assessing

the accuracy of the structural data under pressure calculated with GOSTSHYP. For this
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system, reference data calculated with XP-PCM55–57 at the M06-2X83/6-311++G(d,p)81

level of theory are available.55 Therefore, GOSTSHYP calculations were carried out at the

same level of theory.

Our focus lies on pressure-induced changes in the distance between the boron atoms,

between a boron atom and a bridging hydrogen atom (Hb) and between a boron atom

and a terminal hydrogen atom (Ht) in diborane (Figure 4). As expected, these distances

decrease in a fairly linear manner with increasing pressure. Similar effects have been observed

before with the mechanochemical X-HCFF model.54 Since pressure is proportional to the

normal component of the force, this is the expected behavior in the harmonic regime of

the compression coordinate. In the case of the boron-boron distance, the XP-PCM results

are matched almost perfectly, albeit this quantity decreases more smoothly as a function

of pressure in GOSTSHYP. The pressure-induced decrease in the boron-hydrogen distances

calculated with GOSTSHYP is less steep than in XP-PCM. It can be assumed that these

differences originate from the implicit consideration of the solvent, which is included in XP-

PCM but neglected in GOSTSHYP. The results show that the boron-boron distance can

be compressed easily by pressure and that this coordinate is much softer than the boron-

hydrogen bonds. This opens up the intriguing perspective of comparing the compressibilities

of different coordinates in a molecule.

4.4 Dipole Moment of Water Under Pressure

To test the suitability of GOSTSHYP to calculate a molecular property that depends both

on the pressure and the electron density, the dipole moment of water at different pressures

was calculated at the B3LYP78–80/cc-pVDZ82 level of theory, since reference values for this

system exist: Cruz and Soullard considered the water molecule in a hard spherical box of

varying size and found that a decrease in box size, which simulates an increase in pressure,

leads to an initial increase in the dipole moment of water of up to 20% at a pressure of

1250 GPa and a subsequent decrease.84 Kang and co-workers, on the other hand, carried out
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AIMD simulations of liquid water at elevated temperatures and pressures and calculated the

average dipole moment of water.85 It was found that, e.g., the dipole moment increased by

approx. 35% when adjusting the pressure to 51.7 GPa at a temperature of 2800 K.

Geometry optimizations using GOSTSHYP yield a curve for the dipole moment of water

under pressure that is qualitatively identical to the one found by Cruz and Soullard,84 who

also considered a single molecule (Figure 5). The dipole moment of water initially increases

with increasing pressure, followed by a gradual decrease. The maximum increase in dipole

moment is 17%, which compares favorably with the value of 20% reported previously. In

GOSTSHYP, however, the maximum increase in dipole moment is reached already at ap-

prox. 300 GPa, i.e. at lower values than in the computations by Cruz and Soullard. At

the same time, the pressure-induced increase in the dipole moment of water found with

GOSTSHYP is less pronounced than in the study by Kang and co-workers,85 presumably

because only a single molecule is treated by GOSTSHYP and intermolecular interactions

such as charge-transfer as well as temperature effects are neglected. However, as mentioned

in Section 1, GOSTSHYP allows the calculation of the influence of pressure on an isolated

molecule without the interfering effect of modified interactions with neighboring molecules,

which is an important complement to the work reported previously.85 Moreover, the pos-

sibility to calculate the molecular volume allows the calculation of the electric polarization

PE = µ/V. In the case of the water molecule, the electric polarization shows the same trend

as the dipole moment, with an initial increase and a subsequent decrease (cf. the Supporting

Information, Figure S1). However, the maximum of the electric polarization is reached at

approx. 400 GPa, i.e. slightly later than the maximum of the dipole moment.

In summary, it can be stated that the dipole moment of water calculated with GOSTSHYP

at various pressures agrees qualitatively with literature values, and any discrepancies between

the values can be traced back to the fundamental differences in the underlying models. A

geometry optimization step with GOSTSHYP for the water molecule at the B3LYP/cc-

pVDZ level of theory is on average 2.8 times more expensive in terms of CPU time than a
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pressure-free state, µ/µ0, calculated with GOSTSHYP and X-HCFF54 at the B3LYP78–80/cc-
pVDZ82 level of theory. The values of the dipole moments are given in the Supporting
Information (Table S1).

pressure-free geometry optimization step.

For comparison, the dipole moment of water at varying pressures was calculated with

X-HCFF,54 in which compression is modeled purely mechanically (Figure 5). The observed

progression of the dipole moment is qualitatively different to all previously calculated results

in that the dipole moment consistently decreases with increasing pressure. The underlying

reason is the missing description of the compression of electron density in the mechanochem-

ical models, which leads to qualitatively different results for the structural parameters of the

water molecule under pressure (cf. the Supporting Information, Figure S2): The observed

decrease in the O−H bond length upon application of pressure is much more pronounced in

X-HCFF than in GOSTSHYP and, even more crucially, GOSTSHYP predicts a slight de-

crease in the H−O−H bond angle under pressure, whereas a significant increase is found by

X-HCFF. These discrepancies in the structural parameters of water under pressure explain

the qualitative differences in dipole moment and demonstrate that mechanochemical models

are too simplistic to capture the relevant effects. Instead, a more sophisticated treatment of

the compression of electron density is needed to reproduce physically sound dipole moments
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under pressure.

4.5 Pressure-Induced Chemical Reactions

The ability of GOSTSHYP to model a pressure-initiated chemical reaction is first demon-

strated using the example of a Diels-Alder reaction. The possibility to induce this class of

reactions by pressure has been pointed out in the literature.2,51 In particular, using XP-

PCM55–57 it was found that at a pressure of 11.2 GPa (T = 0K) the Diels-Alder reaction

of cyclopentadiene and ethylene becomes almost barrierless.57 It is interesting to investigate

whether this behavior can be reproduced by GOSTSHYP. In this Section, a tessellation

sphere scaling factor of 1.8 was used to avoid the generation of tessellation points between

the fragments, since, when modeling reactions under pressure, it is important to ensure that

the entire system is in a single cavity.

The application of pressure to a complex of cyclopetadiene (diene) and ethylene (dieno-

phile) via the static GOSTSHYP approach (T = 0K) leads to a monotonic decrease in the

distance d between the diene and the dienophile (Figure 6). Initially, d exhibits two small

downward steps, which can be traced back to minor conformational changes of the diene

relative to the dienophile. Between 39 and 40 GPa, a sudden significant decrease of d marks

the formation of the reaction product through a pressure-induced Diels-Alder reaction. From

40 GPa onward, the reaction product is compressed only insignificantly.

The pressure required to induce the Diels-Alder reaction between cyclopentadiene and

ethylene via GOSTSHYP is by a factor of approx. 3.5 higher than in XP-PCM. This discrep-

ancy can be traced back to the fundamental differences in the computational models. How-

ever, it should be pointed out that GOSTSHYP allows geometry optimizations of molecules

at a user-defined pressure, which is particularly valuable in the treatment of pressure-induced

chemical reactions. A geometry optimization step with GOSTSHYP at the PBE/cc-pVDZ

level of theory for the system considered here is on average 8.2 times slower in terms of CPU

time than a pressure-free geometry optimization step.
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Figure 6: Pressure-induced Diels-Alder reaction of cyclopentadiene and ethylene, modeled
with GOSTSHYP at the PBE86/cc-pVDZ82 level of theory. d, which refers to the distance
between the carbon atoms in cyclopentadiene and ethylene that form a bond during this
reaction, is plotted as a function of pressure. The contribution of the pressure to the energy
(Ep) is plotted as well.

The pressure-induced Diels-Alder reaction characterized here can also be understood

in terms of the contribution of the Gaussian potentials to the electronic energy, Ep (Eq

(2) and Figure 6). Along the reaction coordinate, several regimes in which Ep increases

linearly can be observed. Since pressure is proportional to the normal component of the

compressing force, the linear regimes signify harmonicity, whereas the observed kink between

39 and 40 GPa is an instance of anharmonicity due to the profound changes in geometry and

electronic structure that accompany the formation of the product of the pressure-induced

Diels-Alder reaction. The close connection of pressure and force opens up the interesting
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possibility of investigating how molecules respond to pressure in terms of strain.49 This line

of thought is followed in Section 4.6.

Since nuclear gradients can be calculated with GOSTSHYP, it is possible to carry out ab

initio Molecular Dynamics (AIMD) simulations. To showcase the capabilities of GOSTSHYP

in this regard, as a proof-of-principle Born-Oppenheimer Molecular Dynamics (BOMD) sim-

ulations of cyclopentadiene and ethylene under a constant pressure of 40 GPa at 298 K were

carried out (cf. Section 3 for details on the simulation setup). Throughout the ten simu-

lated trajectories, the average distance between the carbon atoms in cyclopentadiene and

ethylene that form bonds during the Diels-Alder reaction oscillates visibly (Figure 7), which

is a result of the compressing influence of the Gaussian potentials and the repulsion of the

electron clouds of the molecules. During the simulation time, in nine out of ten trajecto-

ries a Diels-Alder reaction can be observed, which is signified by a marked decrease of the

24



average distance between cyclopentadiene and ethylene during bond formation. A movie of

a representative trajectory in which the Diels-Alder adduct is formed can be found in the

Supporting Information. After carbon-carbon bonds have been formed, the molecule still

oscillates, which is again a result of the interplay between compression due to the Gaussian

potentials and the restoring force of the molecule. These oscillations occur with an increased

frequency as soon as the bonds have been formed, which is due to the higher force constant

of the covalent bonds compared to the intermolecular non-covalent coordinate. After bond

formation the oscillation amplitude decreases over time as a result of the relaxation of the

Diels-Alder adduct.

The applicability of GOSTSHYP in AIMD simulations is an important feature of the

method, since it allows investigations of the interplay between pressure and temperature in

a time-resolved manner. This can be expected to be particularly useful when investigating

spin crossover processes, in which the temperature required for the spin crossover is pressure-

dependent.87,88

Another illustrative example of the capabilities of GOSTSHYP in the simulation of

pressure-induced chemical reactions is the cyclotrimerization of acetylene under pressure

yielding benzene.89,90 Three acetylene molecules were placed in the same plane to mimic

the configuration on the surface of a heterogeneous catalyst. Geometry optimizations of

this arrangement of molecules at different pressures were carried out at the B3LYP78–80-

D3BJ91/6-31G(d)81 level of theory. The optimization results for a pressure range from 0 to

100 GPa are shown in Figure 8. Indeed, the pressure exerted on the individual acetylene

molecules through GOSTSHYP ultimately leads to the formation of benzene at a pressure

of 68 GPa. The average bond length of newly formed carbon-carbon bonds (cf. Fig. 8)

steadily decreases up to 67 GPa. At 68 GPa and higher pressures, the carbon-carbon bond

lengths remain at an almost constant value of 1.37 Å. Such high pressures are impossible

to reach experimentally in the gas phase, where a catalyst is used to obtain benzene out of

acetylene.89
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and the GOSTSHYP geometry at a pressure of 100 GPa. Carbon atoms involved in newly
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4.6 Strain Analysis and Compressibility of Small Fullerenes

The behavior of fullerenes under pressure has been investigated in some detail,92 albeit the

focus of past studies has been laid on C60. Here, we provide insight into the strain distribution

and compressibility of small fullerenes (C20, C24, C28, C32, C36, C40) due to pressure by using
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Figure 9: a) Color-coded representation of strain energies in the bonds, bendings and dihedral
angles of small fullerenes under pressures of 50 GPa, as calculated with the Judgement
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investigated fullerenes as a function of pressure.

the GOSTSHYP methodology at the B3LYP78–80/6-31G(d)81 level of theory and using 110

tessellation points per atom. The initial structures used for the compression simulations are

given in the Supporting Information. The connection between pressure and force allows to

discuss the compression of molecules in terms of mechanochemistry.49 In particular, we apply

the Judgement of Energy DIstribution (JEDI)93–95 analysis, which quantifies the distribution

of strain in a deformed molecule among its bonds, bendings and dihedral angles.

Applying the JEDI analysis for each investigated fullerene at a hydrostatic pressure of

50 GPa, one observes that the distributions of strain energy vary significantly from one

case to the other (Figure 9a). This is a result of the different symmetries displayed by the

fullerenes and the resulting variations in the susceptibilities of different parts of the molecules

to compression. In past studies, the localization of strain in inherently strained molecules

has been associated with reactivity in the most strained regions of these molecules.96 Based

on these findings, educated guesses for the pressure-induced reactivity of the investigated

fullerenes can now be made, since the regions with highest strain have been identified using

the JEDI analysis.
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Using again the methodology outlined in Section 3, the volumes of the investigated

fullerenes as a function of pressure was calculated (Figure 9b). Considering the ratio in

volume at a given pressure and the volume at P = 0 GPa, surprisingly, the smallest investi-

gated fullerenes (C20 through C32) are more compressible than the larger fullerenes C36 and

C40. Intuitively, larger molecules are expected to be more compressible due to their more

extended nuclear scaffolds and electron densities, while the opposite is found in the fullerenes

considered here. A possible explanation is an increase in stability of larger fullerenes, leading

to a reduction in compressibility. While the observed differences are small, further investi-

gations on a larger set of fullerenes, including different symmetries for fullerenes with the

same number of carbon atoms, will need to be carried out to test how general this trend is.

The raw volumes of the investigated fullerenes under pressure are given in the Supporting

Information (Table S2).

5 Conclusion and Outlook

In this paper, an electronic structure method for geometry optimizations and AIMD sim-

ulations of chemical systems under pressure, the Gaussians On Surface Tesserae Simulate

HYdrostatic Pressure (GOSTSHYP) approach, was introduced. Unlike other established

methods for the simulation of atoms and molecules under pressure, the user-defined pressure

is applied during geometry optimizations and AIMD simulations, and the compression of elec-

tron density is described realistically, as evidenced by physically reasonable pressure-induced

changes in electronic energies, volumes and dipole moments calculated with GOSTSHYP.

Calculated structural parameters under pressure fall within the range of established methods

for computational high-pressure chemistry. GOSTSHYP reproduces the pressure-induced

Diels-Alder reaction between cyclopentadiene and ethylene, and the cyclotrimierization of

acetylene to benzene under pressure is observed. The dependence of the results on the only

adjustable parameters of GOSTSHYP (the number of tessellation points per atom and the
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tessellation sphere scaling factor) is found to be small, which makes it easy to use the method

in a black-box manner for geometry optimizations and AIMD simulations of molecules under

a desired pressure. GOSTSHYP was implemented in the Q-Chem program package at the

SCF level, enabling Hartree-Fock and DFT calculations, and will be made available in a

future release of Q-Chem.

In the future, it is planned to use GOSTSHYP for the simulation of metal centers un-

der pressure and test the applicability of the method to reproduce pressure-induced spin

crossover processes,87,88,97 which will contribute to the development of novel storage materi-

als for gases, energy and memory. It will be particularly interesting to compare the perfor-

mances of GOSTSHYP and mechanochemical models of pressure,48,53,54 since GOSTSHYP

is expected to describe pressure-induced changes in electronic configuration more accurately

due to the explicit description of electron density compression. Moreover, a wider range

of pressure-induced chemical reactions will be tested with GOSTSHYP in the future with

the aim of suggesting new synthetic routes in organic chemistry and beyond. The imple-

mentation of an efficient screening algorithm that avoids the calculation of the interaction

between a given basis function and remote Gaussian potentials that do not contribute to

the energy and the gradient will significantly speed up calculations on larger molecular and

supramolecular systems. Another plan focuses on the extension of the GOSTSHYP formal-

ism to electronically excited states by including the compression of electron density due to

the Gaussian potentials via a response formalism. This will allow the calculation of UV/Vis

absorption spectra under pressure.10,98–100 Furthermore, extending the GOSTSHYP formal-

ism beyond the SCF level will allow benchmarking studies of various electronic structure

methods, including the Møller-Plesset perturbation theory101 and Coupled Cluster102 family

of methods, in the realm of high-pressure chemistry. Finally, GOSTSHYP will be applied

to study molecular clusters, e.g. molecules with a solvation shell, to reproduce experiments

in which pressure is mediated to solvated molecules via a liquid medium.7,8 Interfacing

GOSTSHYP with implicit solvent models will be an important intermediate step in this

29



direction.
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A Analytical Nuclear Gradients

The derivation of analytical gradients with respect to nuclear coordinate displacement in

the GOSTSHYP model are outlined in the following. A short-hand notation for integrals

according to 〈φp|Gj|φq〉 = 〈p|Gj|q〉 will be used. Recall the definition of the Fock operator

in the presence of the Gaussian potentials,

Fpq = hpq +
∑

rs

Drs (〈pr|qs〉 − 〈pr|sq〉)

+
∑

j


〈p|Gj|q〉 − PinpAj



∑

rs

Drs 〈r|G̃j|s〉 Fj,pq

(
∑

rs

DrsFj,rs

)−2



 , (A1)

with the matrix elements hpq of the core Hamiltonian and the two-electron integrals in

physicists’ notation 〈pr|qs〉.103 Let

ESCF =
∑

pq

Dpqhpq +
1

2

∑

pqrs

DpqDrs (〈pr|qs〉 − 〈pr|sq〉) + Vnn +
∑

j

∑

pq

Dpq 〈p|Gj|q〉 (A2)

be the total SCF energy in presence of Gaussian potentials. Here, Vnn is the nuclear repulsion

energy. Now consider the derivative of the SCF energy with respect to a general perturbation

λ,103,104

∂ESCF

∂λ
=
∑

pq

∂Dpq

∂λ
hpq +

∑

pq

Dpq

∂hpq

∂λ
+

1

2

∑

pqrs

(
∂Dpq

∂λ
Drs +Dpq

∂Drs

∂λ

)
(〈pr|qs〉 − 〈pr|sq〉)

+
1

2

∑

pqrs

DpqDrs

∂

∂λ
(〈pr|qs〉 − 〈pr|sq〉) +

∂Vnn

∂λ

+
∑

j

∂

∂λ
PinpAj

∑

pq

Dpq 〈p|G̃j|q〉

(
∑

pq

DpqFj,pq

)−1

. (A3)
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Everything but the last term is identical to the vacuum analytical SCF energy gradient, so

only the final term is now considered separately for each tessellation point j, i.e.,

Eλ
p,j =

∂

∂λ
PinpAj

∑

pq

Dpq 〈p|G̃j|q〉

(
∑

pq

DpqFj,pq

)−1

(A4)

=Pinp

∂Aj

∂λ

∑

pq

Dpq 〈p|G̃j|q〉

(
∑

pq

DpqFj,pq

)−1

︸ ︷︷ ︸
E

λ,(1)
p,j

+ PinpAj

(
∑

pq

DpqFj,pq

)−1(
∂

∂λ

∑

pq

Dpq 〈p|G̃j|q〉

)

︸ ︷︷ ︸
E

λ,(2)
p,j

+ PinpAj

∑

pq

Dpq 〈p|G̃j|q〉
∂

∂λ

(
∑

pq

DpqFj,pq

)−1

︸ ︷︷ ︸
E

λ,(3)
p,j

. (A5)

The first term in eq (A5) contains the cavitiy derivative,105,106 which can be computed with

the present routines for the non-electrostatic PCM nuclear gradients. Carrying out the

derivatives in the second term, Eλ,(2)
p,j , yields

E
λ,(2)
p,j =pj

∑

pq

Dpq

∂ 〈p|G̃j|q〉

∂λ
(A6)

=pj
∑

pq

Dpq

(
〈
∂p

∂λ
|G̃j|q〉+ 〈p|G̃j|

∂q

∂λ
〉+ 〈p|

∂G̃j

∂λ
|q〉

)
(A7)

Note that all derivatives of the one-particle density matrix are already consumed into the

energy-weighted density matrix contracted with the derivatives of the overlap matrix,104

such that we only need to consider the derivative of the operator explicitly. Hence, the last

term of equation (A7) requires further attention,

〈p|
∂G̃j

∂λ
|q〉 = −

∂wj

∂λ
〈p|(r − rj)

2G̃j|q〉 − wj 〈p|
∂

∂λ
(r − rj)

2G̃j|q〉 , (A8)
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where the first term contains a derivative of the width parameter wj multiplied with a

three-center overlap integral with a d-type function on the mid center, and the second term

represents the Hellmann-Feynman force through the Gaussian potential. The derivative of

the width parameter is straightforward since it depends on the cavity derivative given by

∂wj

∂λ
=

∂

∂λ

π ln 2

Aj

= π ln 2
∂

∂λ

1

Aj

= −π ln 2
∂Aj

∂λ

1

A2
j

(A9)

Considering the last term of eq (A5), Eλ,(3)
p,j , one obtains

E
λ,(3)
p,j = −PinpAj

(
∑

rs

Drs 〈r|G̃j|s〉

)(
∑

rs

DrsFj,rs

)−2∑

pq

Dpq

∂

∂λ
Fj,pq. (A10)

The derivative of Fj,pq is expanded to

∂

∂λ
Fj,pq =

∂

∂λ

(
nx 〈p|2wj(x− xj) exp

(
−wj(r − rj)

2
)
|q〉

+ ny 〈p|2wj(y − yj) exp
(
−wj(r − rj)

2
)
|q〉

+ nz 〈p|2wj(z − zj) exp
(
−wj(r − rj)

2
)
|q〉
)
. (A11)

The first term (the two other terms can be treated analogously) yields three different con-

tributions through the derivative, i.e.,

∂

∂λ
〈p|2wj(x− xj) exp

(
−wj(r − rj)

2
)
|q〉 = nx

[
〈
∂p
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(
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2
)
|q〉

+ 〈p|2wj(x− xj) exp
(
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2
)
|
∂q
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〉

+ 〈p|
∂
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2wj(x− xj) exp

(
−wj(r − rj)

2
)
|q〉
]
,

(A12)
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where the first two terms are simple derivatives of a three-center overlap integral on the

“bra” and “ket” side, respectively. The last term is more involved due to the non-vanishing

derivative of the width parameter,

〈p|
∂

∂λ
2wj(x− xj) exp

(
−wj(r − rj)

2
)
|q〉

= 2
∂wj

∂λ
〈p|(x− xj) exp

(
−wj(r − rj)

2
)
|q〉

+ 2wj 〈p|
∂

∂λ
(x− xj) exp

(
−wj(r − rj)

2
)
|q〉

= 2
∂wj

∂λ
〈p|(x− xj) exp

(
−wj(r − rj)

2
)
|q〉

+ 2wj 〈p| exp
(
−wj(r − rj)

2
)

×

[
∂(x− xj)

∂λ
−2(x− xj)(r − rj)

∂(r − rj)

∂λ
wj−(x− xj)(r − rj)

2∂wj

∂λ

]
|q〉 (A13)

The red terms in the above equations arise from the standard derivative of the Gaussian with

perturbation-independent exponents, whereas the blue term gives rise to an overlap integral

involving (Cartesian) f-type orbitals on the mid center multiplied with the derivative of the

width parameter given in eq (A9). Collecting and assembling the terms for the other two

Cartesian components is straightforward.
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