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Abstract—The goal of this paper is to model the communica- of the communication network on smart grid performance. In

tion latency among distributed intelligent agents becauséatency

1) is not zero, 2) is not constant, and 3) can have a significant

impact on the higher-level capabilities of a smart grid insallation,
in particular any protection or coordination functions. Communi-
cation latency is considered an inherent parameter which décts
the performance of the communication network -- the backboe
of the multi-agent system. Due to many stochastic factors im
communication environment, communication latency will bebest
modeled as a random parameter with a probability density furc-
tion. The latency of sending/receiving messages among dibuted
intelligent agents is randomly generated based on user inpiaata.
In the numerical studies, two abnormal events occurring in he
modified IEEE 34 node test feeder will be simulated to validas
the proposed methodology. The simulation will measure howafst
the smart grid responds to the disturbances when considerim
fixed latency, as well as random latency.

Index Terms—Smart grid, multi-agent systems, communication
latency.

I. INTRODUCTION

a multi-agent system, agents usually communicate with each
other via sending/receiving messages through meshed radio
networks, fiber optic networks and wire/wireless modems Th
two most important inherent properties of these networks ar
bandwidth and latency. In this research it is assumed that
the MAS system was designed such that the throughput is
always less than the communication network bandwidth, i.e.
the communication link between any two agents is capable
of transferring all messages as requested. Instead, thes foc
is to examine the latency to answer the question: how would
the inherent latency of the communication network affeet th
smart grid performance?

In telecommunication, latency is defined as the total time
required for a signal to travel from one point to another,
generally from a transmitter through a network to a receiver
In MAS communication, latency is understood as the amount
of time it takes for a message to be passed from the sending
agent and received at the receiving agent.

ULTI-AGENT SYSTEMS have recently emerged as a Note that this paper does not attempt to model the individual
competitive technology for the advanced distributiosommunication network devices in detail. Rather, the focus
automation requirements of smart grid, which is an advancigdon modeling the agent-to-agent message latency to better

grid that makes use of distributed intelligence to fulfil du-
ties of self-healing, high reliability, high quality, anemhand

understand its impact on high-level smart grid functions. A
secondary application of the latency model in this paperlgvou

response [1]. In fact the application of a multi-agent systebe to establish upper bounds on message latency such that
(MAS) to solve power engineering problems is not new. Thespecific user-defined reliability targets, e.g., SAIFI, BAI
problems include power system disturbance diagnosis [®JAIDI, etc. could be met.

[7], [11]; distributed control [12], [13]; and modeling and The paper is organized as follows: Section Il provides an

simulation [6], [14], [15].

overview of the MAS and its application in power systems.

Communication networks have long been engaged with Section Ill, the modeling of the communication network
electric power systems, playing a vital part in the monitgri is detailed. Case studies and numerical results are shown in
operation and control functions of the system. One can figkction IV and V. Finally conclusions in Section VI and fugur
communication gear in virtually all stages of electric poweyork in section VII are discussed.
systems, starting with power generation, up to transmissio

down to distribution, and increasingly at customer sitae- P 0
viously, in the conventional power system, the communicati

MAS FORAUTONOMOUSPOWER SYSTEM OPERATION

system was mostly seen in the transmission network, wherd\it Nntelligent Agents
served as the backbone for real-time monitoring, centdliz An intelligent agent is an autonomous, goal-oriented gntit

control and protection. Recently, with the introductiorsofart

that can interact with its environment. For example, anllinte

grid technology, communication systems are being deployedgent agent could represent an embedded system contraller fo

distribution networks, where they are needed by the digtith
intelligence platforms, such as MAS.

A multi-agent system is basically a distributed intelligen

a piece of equipment or it could represent a piece of software

without any visible appearance [10].

The multi-agent system presented in this paper is based on

system which is formed by two or more intelligent agentthe “team” concept [2]. A team corresponds to a power line
that must have social ability and therefore must be capablegment bounded by intelligent switching points, see Fig. 1
of communicating with each other. While much research ha#e agents within a team can communicate with each other,
been done on designing intelligent agents to solve powghile a team can communicate with other teams next to it
system problems, little attention has been paid to the itspagia common “teammate(s)”. The “teams” of agents usually
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communicate with each other to negotiate the most efficient
and expeditious reconfiguration of the system in response to

fault conditions and other circuit abnormalities. An itiggnt
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- 1) The user supplies power system data such as power

sources, power network configuration, equipment set-
tings, power demand; and multiagent system such as
team, agent parameters, communication network config-
uration. In addition the user supplies a list of events such
as fault and other abnormalities as input.

2) The simulation starts by setting tinte= 0. The status

of all intelligent switches are initialized to user input

settings.

Given the status of all intelligent switches, the power

system simulation module solves the three-phase power

B. Java Agent DEvelopment Framework (JADE) flow [8].

4) At each intelligent switch, measurements including
present status, current and voltages at both sides are
sampled everyls,,,, seconds and compared to user

Fig. 1. Multi-Agent System and Power System Relationships

agent includes a conventional local controller, which ez

the measurements from and sends control signals to itsiassoc
ated device in the power system. But an agent is different fro
the conventional controller in that it can work autonomgusl
proactively and socially. 3)

Java Agent DEvelopment Framework (JADE) [9] is an
open source platform for peer-to-peer agent based applizat
freely distributed by Telecom lItalia. JADE is fully comptia : o
with the FIPA-IEEE agent-based technology standard. Many  defined limits.

research projects in power engineering have used JADE as ) In the case of any local violation, an agent will initiate
MAS framework [3], [4]. a conversation thread to communicate with other agents

in the team. The conversation thread can propagate to

In a JADE platform, each agent is identified by a globally . X . X -
neighboring teams, if needed, to resolve the violation in

unigue name (AID). JADE allows each agent to initiate =
communication with other agents at any time as well as receiy __ e most efficient way. _ _ .
incoming communication at any time. Agents communicate by 6) At the en(_j of the conversatlon,_each agent will deqde
asynchronous message passing, in which each agent has a sort & NéW switch status and send it back to its associated
of mailbox (the agent message queue) where the JADE runtime  SWitch in the power system simulation module.

posts messages sent by other agents. Whenever a message'ls 1h€ Power system module reconfigures the network
posted in the message queue, the receiving agent is notified. Pased on the information received from the MAS and
The receiving agent then can pick up the message from the ncrements the simulation time= ¢ + timestep. Any
queue to process it. event such as a short circuit or disturbance which is set

A message typically consists of the following fields: to occur at the new time is aIso_mcIuded at this time.
sender 8) If the event is set to end the simulation, then go to 9,
[ ]

) . else go back to step 3.
« intended receivers 9 P

A . 9) Exit simulation.
e COmmunicative intention
e conversation ID

IIl. COMMUNICATION SYSTEM MODELING
e content

A. Communication System

. . _ A multi-agent system is made up of two or more agents
C. Power System and Multi-Agent System Simulation passing messages through a communication network. Two
The idea of co-simulating a power system and a multi-agecdmmon types of communication technologies are used in
system is illustrated in Fig. 2. The power system moduf@wer systems, namely traditional radio-based technology
is responsible for solving power flow while the multi-agenand fiber optic-based technology. Each technology has its
system module, which consists of many distributed intetlig pluses and minuses. Radio-based technology usuallyastiliz
agents, is in charge of working out the best configuration die unlicensed 900 MHz band frequencies, which has low
the power network at any given time. cost, flexible infrastructure but usually has low throughpu
The co-simulation algorithm is described in the followingind long latency. Despite its shortcomings, the radio based
steps: technology is still applicable for large systems spreadiner



TABLE |
NORMAL RANDOM DISTRIBUTION OF COMMUNICATION LATENCY

A -
»>

probability

Point 1 2 3 4 5
Latency (s) || 0.0333 | 0.0667 | 0.1000 | 0.1333 | 0.1667
Probability 0.0060 | 0.0120 | 0.0361 | 0.1265| 0.6328

Point 6 7 8 9 10
Pk Latency (s) || 0.2000 | 0.2333 | 0.2667 | 0.3000 | 0.3333
Pz Probability || 0.1265 | 0.0361 | 0.0120 | 0.0060 | 0.0060

) : Pn-1

P4 'S ® ° Pn
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4, t, t

»

w1t time (sec)
, . _ _ ~ . while the sum of probability values must precisely amount to
Fig. 3. Probability density function of the latency of theramunication link

from agenti to agent; 10,ie.p1 +p2+ ...+ pr + ...+ po = 1.0. For a particular
communication link with a fixed latency valuge meaning no

ZA randomness in communication, the probability of being &t th
3 N°te:fk=i§kp‘ fr;1 180 latency while transmitting messages is always 1.0, thesefo
B o there would be only a single data poiftt,p;) = (¢,1.0) in
< o Fig. 3.
o Fig. 4 shows the cumulative distribution function of the
X ¢ >O random latency variable. The application of this cumuativ
f, ¢ distribution function is elaborated as follows:
11 & _ 1) Agent: sends agenf a message at timg.,,;
b f t ta b time (sec) 2) The message is inserted in the message queue of agent

lative distribution f h fudics dot ind j at ime tucny

Fig. 4. Cumulative distribution function: at each jump tldics dot indicates - ;

the function value at the jump. For example, given a functiatue X, the 3) Agent;j pICkS up the_message at umg..,¢

latency corresponding t& is t;uze = tj 4) Arandom generator is used to produce a random number

X €10,1]
5) A latencyt;.e = ti is found from Fig. 4
a wide geographic area. Fiber optic technology on the other6) Agent; will process the message at timg. civeq =
hand often has much higher cost, but it offers a much higher  tsc: + tiate
throughput and minimal latency.

IV. CASE STUDY

The system under study is a modified IEEE 34-node distri-
Due to the inherent delays of existing communication tecbution system available at [16]. This is a very long unbadahc
nologies, latency must be incorporated into any realistidtim 24.9kV distribution system equipped with two in-line “step
agent system simulation. Communication latency is gelyeratype” voltage regulators, one in-line “step-down” transfher,
considered a stochastic quantity due to many random factargl unbalanced “spot” loads as well as “distributed” loads.
such as distance, repeater malfunction, density of theunedi  More importantly, seven advanced switches have been added
electromagnetic interference, and ambient temperatimerer into the system, namely BRK6, SCT 18, SWI 28, SWI 52,
fore a random model is best suited to model the latency. FBCT_42, SWI 88, SCT 62, which are locally controlled
each directional communication link, the latency data can by seven intelligent agents AGBRK_06, AGT_SCT_18,
obtained from AGT_SWI_28, AGT_SWI|_52, AGT_SCT_42, AGT_SWI_88,
1) Field measurements of an existing communication nAGT_SCT_62 respectively, see Fig. 5. These agents, which are
work, distributed along the feeder, form a multi-agent system of 8
2) Manufacturer data of a proposed communication ndgams:
work, or 1) Team 1 ={AGT_BRK_06}
3) Repeated trials of user-defined latency statistics that2) Team 2 ={AGT_BRK_06, AGT_SCT_18,
yield desired smart grid behavior, i.e., meet certain AGT_SWI_28}
reliability targets. 3) Team 3 ={AGT_SCT_18}
In the case of item 3, the user-defined latency statistics4) Team 4 ={AGT_SWI_28, AGT_SWI_52}
can be specified as upper bound latency profiles for used) Team 5 ={AGT_SWI 52, AGT_SCT_42,
in designing a new communication network. Once statistical ~AGT_SWI_88, AGT_SCT_62}
latency data is available, a discrete probability densincfion ~ 6) Team 6 ={AGT_SCT_42}
is easily created. 7) Team 7 ={AGT_SWI_88}
Fig. 3 shows a discrete probability density function of a 8) Team 8 ={AGT_SCT_62}
communication path from agemtto agentj. The horizontal = Communication latency data must be given for each com-
axis time valuet;, shows the communication latency corremunication link. In general, the communication latencyniro
sponds to a probability of,. Notice that the time sequenceagenti to agentj can be different than the latency from aggnt
must be strictly increasing, i.¢; < ts < ... <t < .. <t, toagent. In this study, all communication links are assumed

B. Communication Latency Model
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Fig. 5. Configuration of Modified IEEE 34 Node Test Feeder Bped with Smart Switches

TABLE Il TABLE IV
EVENT 1: FAULTED SYSTEM, FIXED COMMUNICATION LATENCY EVENT 2: DISTURBED SYSTEM FIXED COMMUNICATION LATENCY
time SWITCH comment time SWITCH comment
8 [se] [<¢] N [SY] [=*] N g [se] [<¢] N N [=*] N
xl :I fl fl :I fl SI :4' :I fl fl :I fl SI
xlo|2|2|o|2|0 glo|2|2|lo|2]0
(s) ol | O|ln|ln|n (s) ol | ||l |®|n
ooooff1 {11211 1] normal ooooff1 (211|211 ]1] normal
1.000(l 1 (2 (1|2 |1]|1]|1 | permanent fault on 1.000/0 |2 (1|2 |21 ]| 1|1 | temporary disturbance
10331 (12 |0 |0 |1]0 /1] fault isolated 1.067|/0 | 0 [0 |0 |0 ]| O | O | feeder isolated
110001 {12 {0 |0 |0 ]| 0| O | SCTA42opened & 1467|111 |0 [0 |0 |0]| 0| O | team 2 reenergized
SCT_62 opened 1917|1112 (0|0 |0 ]| 0| 0O | team 3 reenergized
22001 (12 |(1|0|0]| 0| O | team 4 restored 23001 (1|1 |0 |0 |0 | O | team 4 reenergized
34001 |1 |1 |212|0]|O0 ]| 0 | team 5 restored 35001 (1|1 |2 |00 | 0 | team 5 reenergized
45831 |1 |1 |21 |1 |00 | team 6 restored 46831(| 1 |1 |2 |1]|0]|1]| 0 | team 7 reenergized
53501 (1|1 |21 |1]|0]| 1| team 8restored 54501 (1|1 |21 |1 |1]| 0 | team 6 reenergized
62171 |1 |1 |21 |1 |11 | team 8 reenergized
TABLE Il TABLE V
EVENT 1: FAULTED SYSTEM, RANDOM COMMUNICATION LATENCY EVENT 2: DISTURBED SYSTEM RANDOM COMMUNICATION LATENCY
time SWITCH comment time SWITCH comment
g [9) [=9] N N 0 [ > [9) 9] Y] N 0 N
L T IR i T i LN I I i O i i
xlo|2|2|o|2|0Q glo|2|2|lo|2]0
(s) oDl |O|O|O|D (s) ol || OH|lo|ln|n
ooooff1 {11211 1] normal 0O0oOf[1J1 1121 [21]1] normal
1000 1|11 (2|21 |1]| 1| permanentfaulton 10000 |1 |21 (1|1 |11 | temporary disturbance
10331 |1 |0 |0 (|10 |1 | faultisolated 1067 0 | O[O |0 |0 |0 | O | feederisolated
11001 |12 [0 |0 |0 |0 |0 | SCT42opened & 14001 |0 [0 |0 |0O0]| 0| O | team 2 reenergized
SCT_62 opened 19171 |1 [0 |0 |0 |0 | O | team 3 reenergized
20001 (12 |(1|0|0]| 0| O | team 4 restored 21001 |1 |1 |0 |0 |0 /|0 | team 4 reenergized
31331 |1 |1 |1 |0 |0 | 0 | team 5 restored 31001 |1 |1 |1 |0 |0 |0 | team 5 reenergized
4283||1 |1 |1|1|1]|0]|O0 | team 6 restored 421711 |1 |1 |1 |0 |1 ]| 0 | team 7 reenergized
49831 |1 |1 |1 |1 |01 | team 8restored 495011 |1 |1 |1 |1]|1]| 0 | team 6 reenergized
58831 |1 |1 |21 |1]|1]| 1| team 8 reenergized
to be based on radio technology, sharing the same latency V. SIMULATION RESULT
distribution tabulated in Table I. A. Smulating Events Considering Fixed Communication La-
Two events are under study: tency

1) Fault event : simulation starts at timthhgnapermanent In this case, the events are simulated when latency is
three phase to ground bolted short circuit happens at Bysmeqd to be fixed at the mean value of the distribution

888 at time 1.0 gepond _ _ function in Table I, i.ef = Sp; x t; = 0.168s
2) Disturbance event: simulation starts at time 0 then a tem- The simulation results of event 1 are shown in Table II.

porary dlstu_rbance near tr(;e substation causes_BRK At time 0 s, the system is at the normal state. When a fault
to open at time 1.0 secon happens at 1.0 s at node 888, an excessive amount of current
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Fig. 6. Fault event Fig. 7. Disturbance event

flows in the feeder. As a result, agents in teams 2, 4, and

5, upstream of node 888, sense the fault, causing the agents’

fault timer to start counting. At 1.033 s the fault timers opartially restored. The total restoration time startingnirthe
AGT_SWI 28, AGT_SWI_52, and AGTSWI_88 time out, fault event is5.350 — 1.000 = 4.350s.

and the associated switches open to isolate the faultedesggm

Due to the isolation, AGTSCT_42 and AGTSCT_62 see The simulation results of event 2 are shown in Table IV.
voltage loss, until 1.100 s when they open their correspandiAt time 0 s, the system is at the normal state. A temporary
switches. The bulk of the feeder is islanded due to this gsriodisturbance, such as a tree contact or lightning striker, thea
fault. To restore lost load, the MAS queries the source gubstation at 1.0 s causes switch BRI§ to open, islanding
find out if it has sufficient capacity to pick up some load. Ithe rest of the feeder. As the MAS realizes this problem, it
the source has capacity, then the MAS begins the restoratamders all switches to open at 1.067 s, to prepare for any
process starting from the outaged segment nearest to fheire restoration or reconfiguration. After that, the MAS8rts
source, then working its way down stream. From the teaguerying the source to see if it is ready for restoration. As
2 segment, SWI28 is closed at 2.200 s to reenergize thseoon as the source is ready, the MAS begins the restoration
team 4 segment. SW5H2 is closed at 3.400 s to restore th@rocess starting from the substation and working its wayrdow
team 5 segment. SC#2 is closed at 4.583 s to reconnecstream. The result is teams 2, 3, 4, 5, 7, 6 and 8 are restored
team segment 6. Finally, SC®2 is closed to bring the teamone by one. At 6.217 s, the feeder is fully restored. The
8 segment back in service. The team 7 segment is permanetdtal restoration time starting from the disturbance evient
faulted, therefore switch SW88 is locked out. The feeder is6.217 — 1.000 = 5.217s.



B. Smulating Events Considering Random Communication a multi-agent system must be able to detect and work out an
Latency efficient solution to overcome the problem. The research on

With random communication latency taken into accouriflese two issues has begun and once complete the results will
the results are shown in Table Ill and Table V. It is easye reported.
to see that the sequence of actions is similar to those in
subsection V-A, but notice the change in the time line. In ACKNOWLEDGMENT

event 1, the feeder is restored after 3.983 s while it is 4.8831is research work is part of theerfect Power project at
s for event 2. In contrast to the fixed latency case mentiongghois Institute of Technology, fully funded by the Depar
before, the different restoration time while consideriaghcy ment of Energy, lllinois Institute of Technology, and S&C
is due to the random latency in sending/receiving everylsingz|actric Company under Award DE-FC26-08NT02875. The

message among agents in the MAS to isolate the fault and )&nors would like to thank the sponsors for their financial
disturbance and to work out the best strategy to restore %port.

load.

To better quantify the stochastic impact of the communi-
cation latency on the restoration time of the power system,
500 simulations were run for each event. The restorationNeither the United States Government nor any agency
time -- a period from the occurrence of fault/disturbance tdiereof, nor any of their employees, makes any warranty,
the maximum restoration of load -- for each simulation wagxpress or implied, or assumes any legal liability of re-
recorded and shown in Fig. 6 and Fig. 7. The histogram of tegonsibility for the accuracy, completeness, or usefuiras
restoration time for the fault event is displayed in Fig.)6(aany information, apparatus, product, or process disclosed
The restoration time ranges from 3.711 s to 4.867 s, with &presents that its use would not infringe privately owned
average around 4.220 s. While for the disturbance event, Fights. Reference herein to any specific commercial product
7(a) shows that the restoration time varies between 4.55@rocess, or service by trade name, trademark, manufacturer
and 6.084 s, with an average of 5.114 s. It is observed tit otherwise does not necessarily constitute of imply its
the shape of the two histograms are close to a normal dgpdorsement, recommendation, or favoring by the UnitedsSat
tribution. In addition, cumulative distribution functisrwere Government or any agency thereof. The views and opinions
constructed based on the histograms, see Fig. 6(b) and Egauthors expressed herein do not necessarily state octrefle
7(b). These cumulative distribution functions are usaiuthiat those of the United States Government or any agency thereof.
they show the probability of getting maximum load restanati
in the power system within a given amount of time when a REFERENCES
fault/disturbance occurs.
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