
Reports in Mechanical Engineering 

Vol. 2, No. 1, 2021, pp. 222-234 

ISSN: 2683-5894, DOI: https://doi.org/10.31181/rme2001021222b      222 

  

Journal homepage: https://www.frontpres.rabek.org 

Modeling of neuro-fuzzy system as a  

support in decision-making processes 
 

 

Darko Božanić 1, Duško Tešić 1, Dragan Marinkovic 2, Aleksandar Milić 1 

1 Military Academy, University of Defence in Belgrade, Belgrade, Serbia,  

e-mail: dbozanic@yahoo.com, tesic.dusko@yahoo.com, milickm5@gmail.com.  
2 Faculty of Mechanical Engineering and Transport Systems, TU Berlin, Berlin, Germany,  

e-mail: dragan.marinkovic@tu-berlin.de 

 

Article Info  ABSTRACT 

Article history: 

Received Jun 23, 2021 

Revised August 30, 2021 

Accepted October 13, 2021 

 

 In the paper is presented Neuro-Fuzzy System as a decision-making support 

in the selection of construction machines (the example of selecting a loader is 

provided). Construction characteristics of a loader make the basis for selection, 

but also other elements of importance. The data for Neuro-Fuzzy System 

modeling are prepared using the Multi-Criteria Decision Making (MCDM) 

methods: Logarithm Methodology of Additive Weights (LMAW), VIKOR, 

TOPSIS, MOORA and SAW. The paper also presents the method of 

aggregation of weights of rules premises (AWRP), which defines the key rules 

of Neuro-Fuzzy System. Finally, the training of the model is tested. The data 

for the selection of input variables and for model training are obtained by 

engaging experts. 
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1. INTRODUCTION  

Various machines are used for the performance of construction works, which replace manual work and 

increase efficiency and effectiveness. Construction machines are engaged in different jobs, earthworks, lifting 

loads, transport, concreting, etc. When it comes to earthworks, these are used for excavation, loading, 

transportation, opening, drilling, leveling, compaction of earth and other materials, and the basic 

representatives of this group of machines are: dozers, diggers, loaders, scrapers, graders, compaction machines 

(rollers, vibratory plates, etc.) and finishing machines. Loaders are construction machines for earthworks that 

are intended for excavation, transfer and loading of materials and earth. The working tool of a loader is a 

loading shovel/bucket, and a loader can move on wheels or caterpillar tracks. 

In addition to the companies using construction machinery, the Serbian Army has engineering units in its 

composition, intended, among other things, to ensure the movement of other military units during operations, 

and use construction machinery for that purpose in additions to other means. Engineering units of the Serbian 

Army are equipped with construction machines for earthworks, intended primarily for the construction, repair 

and reconstruction of temporary military roads and the removal of obstacles, in order to ensure the mobility of 

other military units. (Božanić, et al, 2021).  

Like any other army in the world, the Serbian Army strives to modernize its resources, by purchasing on 

the market, both domestic and international. This procedure is time consuming and extremely complex 

(Kuzmanović et al., 2017), and begins with the request of the engineering unit, including the necessary specific 

characteristics that the device should meet. Given that there is a large number of construction machines on the 

market with similar characteristics, different decision-making approaches can be used to help in making a 

procurement decision. 

mailto:dbozanic@yahoo.com
mailto:tesic.dusko@yahoo.com
mailto:milickm5@gmail.com
mailto:dbozanic@yahoo.com


Reports in Mechanical Engineering  ISSN: 2683-5894  

 

Modeling of neuro-fuzzy system as a support in decision-making processes (Darko Božanić) 

223 

Procurement of different types of means, both construction and transport, is a common topic in the decision-

making literature. Radoičić (2009) uses the AHP method for the public purchase of vehicles. Kuzmanović et 

al. (2017) present the purchase of broadband radios using the AHP-TOPSIS hybrid model. Ibrahimović et al. 

(2019) present the FUCOM-MABAC model for the purchase of a transport vehicle, respectively, a tractor with 

a semi-trailer. Pamučar and Savin (2020) propose the BWM and the COPRAS models to select the optimal 

off-road vehicle for the needs of the Serbian Armed Forces. Ranking cars during the supply is presented in 

many papers using different methods: TOPSIS (Srikrishna et al., 2014), TOPSIS, VIKOR and SAW 

(Sathyapriya et al, 2018), AHP and TOPSIS (Ulkhaq et al., 2018), AHP (Byun, 2001), fuzzyANP (Yayla & 

Yildiz, 2013). Cortes et al. (2012) use the AHP method for the procurement of trucks at the Colombian 

Shipyard. For the procurement of dozers for coal mining in the open pit, Jankovic et al. (2019) apply the AHP 

method. The selection of hydraulic loaders at the surface mines is presented by Đenadić et. al. (2019), who 

apply several methods of the MCDM: AHP, VIKOR, PROMETHEE, ELECTREE and TOPSIS. By applying 

the AHP-MOORA model it is solved the supply of a manual loader for pallets (Satoglu & Türkekul, 2021). 

Rahimdel & Bagherpour (2018) solve the supply of transport system for surface mines by DEMATEL-TOPSIS 

model. 

Bearing in mind that there is a number of construction machines and that each of them has its own specifics, 

this paper presents the selection of a loader, which would best suit the existing needs of the engineering units 

of the Serbian Army. The problem of selecting a loader is presented in several papers. Kun et al. (2013) select 

a loader for marble extraction in Turkey by applying the AHP and TOPSIS method.  The loader selection for 

Aegean Lignite Colliery by applying the AHP, Yager's method and fuzzy numbers is presented in the paper by 

Yavuz  (2015). Waris et al. (2019) use the AHP method for the selection of a loader in Malaysian construction 

industry. Bazzazi et al. (2011) apply hybrid model based on the AHP method, entropy and VIKOR for the 

selection of a loader for surface mines, while Zhang  et al. (2020) use a model based on the AHP, EDAS and 

entropy methods to purchase loaders. 

Further is provided a description of the model applied. First, the applied methodology is explained, then a 

presentation of the model, respectively, the modeling of neuro-fuzzy system, is made and finally the obtained 

results are tested.  

2. DESCRIPTION OF THE APPLIED MEHTODOLOGY  

For the purpose of solving the presented problem, neuro-fuzzy system is modeled (such models can be 

found under another names in the papers: ANFIS - Adaptive Neuro Fuzzy Inference System; Adaptive Neural 

Network; Neuro-Fuzzy model). The algorithm for creating neuro-fuzzy system for selecting a loader is shown 

in the Figure 1. 

Phase 1: Defining the criteria (input 

variables) for the selection Phase 2: Defining basic FIS parameters

- defining input variables parameters

- defining output variable parameters

- defining key rules

Phase 3: FIS setting

- creation of databases for FIS training

- FIS training

Phase 4: Testing the training of neuro-

fuzzy model

 

Figure 1. Overview of the processes for designing neuro-fuzzy system  

As it is presented in the Figure 1, the modeling process consists of four phases. A more detailed elaboration 

of the applied methodology and modeling phase of neuro-fuzzy system for a loader selection is provided below.  
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2.1. Logarithm Methodology of Additive Weights (LMAW) 

The LMAW method was first published in the paper by Pamučar et al. (2021a). It consists of two parts, a 

part related to defining weight coefficients of criteria and a part related to the selection of the best alternative. 

So far, only the part related to defining weight coefficients of criteria has been applied in the papers, by applying 

various modifications. (Subotić et al., 2021; Pamučar et al., 2021b, Erdogan et al. 2021; Deveci et al., 2021).  

Also in this paper, the method LMAW is used only for defining weight coefficients of criteria in group 

decision making by engaging experts  1 2, ,..., kE E E E . Steps of the method are further shown . 

Step 1. In the first step it is done the prioritization, by assigning higher value from the linguistic scale to 

the more significant criterion, and vice versa. That way it  is obtained the priority vector  1 2, ,.., ,e e e e

C C CnP     

where e

Cn  presents the value from the linguistic scale assigned by the expert e (1 )e k  to the criterion  n.   

Step 2. In this step is defined the absolute anti-ideal point ( AIP ), in relation to the minimal values from 

the priority vector and this value should be lower than the lowest value of the priority vector. 

Step 3: Defining the relation between the elements of the priority vector and the absolute anti-ideal point 

( )AIP  is performed by applying the expression:  

e
e Cn
Cn

AIP







                   (1) 

This way is obtained the expert relation vector   1 2, ,..,e e e e

C C CnR    . 

Step 4. In the fourth step is determined the vector of weight coefficients  1 2, ,...,
T

j nw w w w . The values 

of the weight coefficients of the criteria for the expert e (1 )e k   are obtained by applying the expression: 
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Step 5. Finally, by applying Bonferroni aggregator it is calculated the aggregated vector of the weight 

coefficients: 

1
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                    (4) 

where ,   0p q  present stabilization parameters of the Bonferroni aggregator, e

jw  presents weight coefficients 

obtained based on the assessment of the e-th expert. 

2.2. Neuro-fuzzy system 

Neuro-fuzzy systems present a unified concept of fuzzy logic and artificial neural networks. Neural 

networks and fuzzy logic present knowledge, reasoning and learning, however they use different approaches 

and have their own advantages and disadvantages. Fuzzy logic provides a reasoning mechanism with 

incomplete and insufficiently accurate information, and artificial neural networks provide some remarkable 

possibilities, such as the ability to learn, adapt, and generalize (Yuan & Suarga, 1995).  Neural networks can 

learn from the example, however, this type of knowledge is almost impossible to be described (Božanić et al., 

2015). On the other hand, fuzzy logic provides approximate  inference (Pamučar et al., 2016a), but it has no 

auto-adjustment feature. Neuro-fuzzy technique is based on the methods of fuzzy modeling and learning based 

on set database (Božanić et al, 2014). The calculation of the parameters of the membership functions takes 

place so that the corresponding Fuzzy Inference System (FIS) with the smallest error, corresponds to the given 

pairs of input-output data. This method of learning is similar to the method of learning of neural networks. 
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Using a given input/output data set, a FIS is formed in which the parameters of the membership functions are 

set using certain algorithms. Such an approach allows the FIS to learn based on the data it models. 

The development of neuro-fuzzy system consists of four phases. 

Phase 1. Defining criteria (input variables). This step defines the criteria that influence the selection. 

Defining the criteria is done through a process of surveys and interviews with experts using the Delphi method. 

Phase 2. Defining basic FIS parameters. In the process of defining basic parameters of a FIS, the most 

complicated part is defining the key rules. Different approaches are used to define the rules in a particular FIS 

as well as the key rules for neuro-fuzzy system. One of the most complicated is the survey of experts, most 

often using the Delphi method. This approach requires a large number of repetitions, due to the inconsistency 

of decision makers, which usually occurs due to a large number of rules. Also, the COMET method can be 

used (Salabun, 2015;Kizielewicz et al., 2020; Salabun et al., 2020). For determining key rules in this paper is 

used the method of aggregation of weights of rules premises (AWRP) (Božanić & Pamučar, 2014; Pamučar & 

Božanić, 2014), which is presented further. 

The FIS basis consists of input-output variables which can be presented as ordered pairs: 

                    1 1 1 1 2 2

1 1 1,...., ; , ,..., ; ,..., ,..., ;
p q d

n n nx x y x x y x x y                    (5) 

where ( )

1

px , ..., ( )q

nx  present the membership functions of the input variables X1, ..., Xn, and (1)y ,..., ( )dy  present 

the membership functions of the output variables Y. A FIS can have more output variables. The procedure of 

the application of the AWRP method is identical, no matter the number of output variables.  General overview 

of a FIS is provided in the Figure 2.  
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Figure 2. General overview of a FIS (Pamučar et al. 2016b) 

The AWRP methods allows generating the base of fuzzy rules based on the input-output pairs (expression 

5). A base of rules presents the link between the input ( iX ) and the output ( Y ) variables of a FIS, where a FIS 

uses the base of rules (if-then) for obtaining output values 

 1 2: , ,..., nf X X X Y                    (6) 

Steps of the AWRP method are provided further (Božanić & Pamučar, 2014; Pamučar & Božanić, 2014). 
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Step 2.1: Determining weight coefficients of input variables. Before the process of defining weight 

coefficients of input variables are defined basic terms: set of input variables   1,2,...,iX i n  - where n  presents 

the number of input variables; membership functions of input variables ( ) ( 1,..., )i

ix i m  - where m  presents the 

number of membership functions which describe the input variable; output variable Y ; membership functions 

of the output variable ( ) ( 1,..., )iy i d - where d  presents total number of membership functions which describe 

the variable. 

The weight coefficient (
iXw ) of the input variable 

iX  is obtained by applying the LMAW method which 

is described in the section 2.1. of this paper. Instead of the presented procedure within this step is possible to 

use another methods for determining weights of criteria, such as the methods shown in Milićević & Župac 

(2012a, 2012b). 

Step 2.2: Determining type and number of the membership functions of the input-output FIS variables. 

After obtaining the weight coefficients of the FIS input variables (
iXw ), type and number of the membership 

functions of the input ( iX ) and output ( Y ) variables are determined. Further, it  is determined confidence 

interval of the membership functions: 

           

     

1 2 1 2

1 1 1 1 1 2 2 2

1 2

2 2

, ,..., , ;  , ,...,

, ;..., , ,..., ,

i j

k

m m m m m

x x x x x x x x

x x x x x x x

 

   

   

      

                   (7) 

     1 2
, ,..., ,

i
y y y y y                       (8) 

Step 2.3. Determining weight coefficients of the membership functions of the input variables
( ) ( 1,..., )
i

i

xw i m . The weight coefficients of the membership functions of the input variables 
( )

i

i

xw should meet 

the following condition: 

( )

1
i i

m
i

x X

j

w w


                    (9) 

The distribution of the weight coefficients of the membership functions should be realistic as much as 

possible. It can be even and uneven. 

Step 2.4. Generating initial ("non complete") base of rules with the maximal number of combinations of 

the input-output pairs. The maximum number of rules depend on the number of the membership functions and 

it is determined by applying the expression:  

1
i

n

p x

i

B k


                    (10) 

where pB presents the number of rules, and 
iXk presents the number of the membership functions for each input 

variable. 

Initial basis of rules consists only of the premise (“if” part of the rule), respectively, the combination of all 

the membership functions of the FIS input variables (
( )i

ix ). Initial ("non-complete") basis of rules R  is 

presented in matrix form: 

1 2

(1) (1) (1)
1 1 2

(2) (1) (2)
2 1 2

( ) ( ) ( )

1 2

               n

n

n

m m m
c n

X X X

R x x x

R x x x
R

R x x x



 
 

 
 
   

                   (11) 

Step 2.5. Generating "complete" base of rules - Assigning adequate conclusions (
( )iy ) to the  premises 

( )i

ix

. Generating "complete" base of rules starts with creating the matrix R   in which the combinations of the input 

pairs are changed with the weight coefficients (
( )

i

i

xw ): 
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                   (12) 

After the creation of the matrix R   are summed the elements of the matrix by rows by applying the 

expression: 

( )

1

, ,
i

n
i

y x

i

w w y y y y   



                       (13) 

where y 
 presents top border of the confidence interval  ,y y     of the output variable Y , and vice versa. 

Further it is necessary to determine the degree of membership of the real number (crisp value) yw  to the 

membership function (
( )iy )  of the output variable Y : 

( )

( ) max( )i

i

y y
y w                      (14) 

Step 2.6. Optimization of the number of rules (elimination of extra rules). During the generation of the basis 

of rules to each pair of the membership functions of the input variables is assigned adequate membership 

function of the output variable. Elimination of extra rules is performed in the cases when there are two or more 

rules with similar or the same combinations of the membership functions of the input/output variables. In such 

cases, it is kept the rule whose sum of weight coefficients of the membership functions (included in the rule) 

is the highest: 

 ( )max ,  i 1,2,...
R

i

xR w n                     (15) 

where
( )

R

i

xw  presents the weight coefficient of the membership functions included in the rule R . 

In the cases when neuro-fuzzy models are created, only key rules are singled out from the created rule base 

which best reflect the relations of input and output variables. 

Phase 3. FIS setup. After defining the initial FIS, the development of neuro-fuzzy system is started, 

respectively, the training of the initial FIS. FIS is transferred into a five-layer neuro-fuzzy network. The data 

obtained by selected MCDM methods for ranking alternatives are used for FIS training. The selection of the 

methods is made through four steps described below (Božanić, 2017). 

Step 3.1. Defining alternatives and MCDM methods. For the purpose of obtaining training data, a set of 

alternatives that best reflect already defined key rules is defined, as well as an arbitrary set of MCDM methods. 

Step 3.2. Ranking of defined alternatives. In the second step, the criteria functions of the alternatives are 

calculated using the MCDM methods defined in the previous step. The weight coefficients of the criteria are 

calculated by the LMAW method, described in the previous section. 

Step 3.3. Spearman's rank correlation coefficient. Applying the Spearman’s coefficient, the correlation of 

ranks obtained with the MCDM methods and the rank derived on the basis of key rules is calculated, according 

to the expression: 

2

1

2

6

1
( 1)

n

i

i

D

S
n n

 



                   (16) 

where Di  presents the difference in ranks, and n – the number of ranked elements. 

Step. 3.4 Selection of methods. Based on Spearman's coefficient, the MCDM methods are selected for 

creating a database for training neuro-fuzzy systems. From the selected set of methods, those methods are 

selected where the Spearman's coefficient is equal to one, the others are discarded. 

After selecting the method, a set of arbitrary values of input variables is generated. The set should cover 

the whole spectrum of values, from the lowest to the highest, in order for the results to be as realistic as possible. 

The selected MCDM methods are then applied, and finally the results of the methods are aggregated using 

Bonferroni aggregators, as in the expression (4) (or some others such as: Hara et al. (1998), Dombi (1982), 
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Pamučar (2020), Riaz et al. (2021), Ali et al (2021), Zulqarnain et al. (2021), etc). With the obtained results, 

the training of the initial FIS is performed, respectively, its adjustment. 

Phase 4. Testing the training of neuro-fuzzy models. Through this phase, the quality of the decisions that 

the modeled system gives at the output is checked. In cases where the output is not satisfactory, all or part of 

the initial FIS parameters are redefined, and the whole training process is repeated. 

3. MODELING OF NEURO-FUZZY SYSTEM FOR RANKING LOADERS 

Further is presented neuro-fuzzy model for a loader selection. How to reach the final model is shown below. 

3.1. Description of criteria - input variables and calculation of the weight coefficients of criteria 

As a part of the research, the selection of the criteria or input variables was first defined. The selection was 

made through three rounds of repetition with eight experts, using surveys and interviews. For the purposes of 

solving this problem, five criteria were defined: 

 Criteria 1 (C1): Price of construction machinery - presents the monetary value of goods on the 

market (€). 

 Criteria 2 (C2): Maintenance costs - Determining costs within the life cycle of a technical system 

or a product (Life Cycle Costing - LCC) is a process of economic analysis to assess the total cost 

of supply (acquisition), ownership during operation in regular and possibly revitalized service life, 

as well as product recall costs (Papić & Milovanović, 2007). Alternatives by the criterion are 

assessed in €.   

 Criteria 3 (C3): Theoretical work performance - is defined as production in a unit of time, 

expressed by volume, weight or piece, depending on the nature of production. The calculation of 

the theoretical work performance of the loader is done by applying the expression (Hristov, 1978): 

360*
/p

c

q
U m h

t
   

                   (17) 

where q presents the volume of the loading bucket, and tc
 
the time of the cycle expressed in minutes. 

 Criteria 4 (C4): Structural properties of the machine - This criterion presents the parameters of the 

structure, namely: engine power, speed, volume of the working tool, unloading height, degree of 

complexity of kinematic schemes, etc. (Božanić, et al., 2021). 

 Criteria 5 (C5): Reliability - The reliability of construction machinery is usually defined as the 

probability of performing a particular function, without error, under given  conditions, over a 

period of time. 

The criteria C1, C2 and C3 belong to the group of numerical, while the criteria C4 and C5 belong to the 

group of linguistic criteria and are defined by five linguistic descriptors: very low (VL) - 1, low (L) - 2, medium 

(M) - 3, high (H) - 4, and very high (VH) - 5. The criteria C1 and C2 are cost-type, while other criteria are of 

benefit type. 

  In the next step of data preparation for neuro-fuzzy model, the calculation of the weight coefficients of 

criteria is performed using the LMAW method. After prioritization of the criteria, the mathematical apparatus 

of the LMAW method, presented in the previous section, is applied. The obtained values of weight coefficients 

are provided in the Table 1. 

 

Table 1. Weight coefficients of the criteria 

Criteria w Rank 

C1 0.192 3 

C2 0.103 5 

C3 0.301 1 

C4 0.225 2 

C5 0.179 4 

3.2. Design of neuro-fuzzy system 

The neuro-fuzzy model was created in the MATLAB software package. First, the appearance and number 

of membership functions were defined for each input-output variable. The input variables are described by a 
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Gaussian curve the: input variable C2 with three membership functions, the input variables C1 and C5 with 

four, while other input variables are defined with five membership functions each. Takagi-Sugeno FIS is 

commonly used in neuro-fuzzy models. In the specific case, 9 constants are defined for the output variable 

(decision preference). At this initial stage of model development, membership functions are not specifically 

adjusted. In the Figure 3 is shown the appearance of the model. 
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Figure 3. Structure of neuro-fuzzy model 

In the next step, the key rules are defined. This process is performed using the AWRP method. Through the 

interviewing of experts, the weight coefficients of each membership function of the input variable are obtained, 

as in the Table 2. 

Table 2. Weight coefficients of the membership function criteria 

Criteria w 
( )

1

iw  
( )

2

iw  
( )

3

iw  
( )

4

iw  
( )

5

iw  

C1 0.192 0.067 0.057 0.045 0.023 - 

C2 0.103 0.04 0.033 0.03 - - 

C3 0.301 0.071 0.070 0.069 0.049 0.042 

C4 0.225 0.047 0.041 0.049 0.043 0.045 

C5 0.179 0.045 0.042 0.044 0.048 - 

Further, the base of all rules is defined, from which nine key rules are selected. In this way, the initial FIS 

is defined, which is ready for training. In order to obtain training data, the MCDM methods are first selected. 

The initial set consists of the following methods: VIKOR (Opricović & Gwo-Hshiung, 2004), TOPSIS (Hwang 

& Yoon, 1981), МООRA (Brauers & Zavadskas, 2006), SAW (Zionts & Wallenius, 1983) and COPRAS 

(Zavadskas & Kaklauskas, 1996). Ranking the alternatives that best reflect the key rules, is done by applying 

the previously mentioned methods. The only minor deviation in the range of alternatives is observed with the 

COPRAS method, so in this case it is rejected, respectively, the training data are obtained by applying the 

remaining mentioned methods (VIKOR, TOPSIS, MOORA, SAW). In order for the neuro-fuzzy model to be 

better trained, a set of 2000 training data is defined. The training is performed using a back-propagation 
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algorithm in 4000 epochs. The average error at the end of the training is 0.0198, which is acceptable in decision 

support systems.  

4. TESTING TRAINING OF NEURO-FUZZY MODEL 

 

Having done the training of neuro-fuzzy model, it should be done the testing (Pokorni, 2021). The 

verification is performed through three steps, which are described below. 

Step. 1: In the first step, the analysis of the influence of input variables on the output is performed, 

respectively, the verification of whether the values of input parameters give illogical decision preferences. The 

analysis confirmed that there were no sudden or unexpected deviations, that is, a decrease in the output variable 

when there are minor changes in the input parameters. A graphical example of the dependence of the output 

variable in relation to the criteria C3 is given in the Figure 4. 
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 Figure 4. Graphical overview of the dependence of the decision preference on the criterion C3  

Step 2: In this step, a comparison is made of the output results with which the network was trained and the 

output results obtained by applying neuro-fuzzy model, when the input data with which the model was trained 

are entered in the model. With this procedure, only minor deviations are observed, which are part of the average 

error at the end of the training. 

Step 3: In the last step, six alternatives are selected, which are evaluated according to each defined criterion. 

The mentioned set of alternatives is evaluated by applying the developed model by experts, and the obtained 

results are compared. In the Table 3 are provided the evaluations of the proposed alternatives by criteria.. 

Table 3. Characteristics of alternatives for testing the training of neuro-fuzzy model 

Criteria C1 C2 C3 C4 C5 

A1 63,940  2,557.60  1028.57 H M 

A2 69,850  2,794.00  1080.00 M H 

A3 47,090  1,883.60  1038.46 L L 

A4 71,520  2,860.80  955.75 M M 

A5 67,000  2,680.00  1047.27 L H 

A6 70,850  2,834.00  1372.88 H M 

In the Figure 5 is presented the rank of alternatives according to the data from the Table 3. 

 



Reports in Mechanical Engineering  ISSN: 2683-5894  

 

Modeling of neuro-fuzzy system as a support in decision-making processes (Darko Božanić) 

231 

 

Figure 5. Rank of alternatives for testing neuro-fuzzy model 

As can be seen from the Figure 5, only the alternatives A3 and A5 replaced their positions. Considering 

that these are the fourth and fifth-ranked alternative, it does not have a significant impact on the final decision. 

Spearman's rank correlation coefficient is 0.94, which is a very high correlation rank. Accordingly, the neuro-

fuzzy model can be considered trained. 

5. CONCLUSION 

The Serbian Army dedicates significant attention to the selection of the machines in use, and a loader is 

one of these machines. The rapid development of construction machinery in the world, often brings into 

dilemma decision makers which machine to choose. In this context, it is developed the presented Neuro-Fuzzy 

system. 

The presented model provides one approach in the selection of a loader, which is based on gathering expert 

knowledge. In addition to defining the criteria for the selection of a loader, the paper also presents a specific 

methodology for the development of Neuro-Fuzzy system. The key rules necessary for model training are 

defined using the AWRP method, while the training data are creates by using the MCDM methods: LMAW, 

VIKOR, TOPSIS, MOORA and SAW. The use of Bonferroni aggregators in aggregating expert opinions also 

gives specific weight to the paper. 

The developed model provides significant support to decision makers for several reasons. The problem of 

selection is considered entirely with the persons who have significant experience in this field - experts, which 

in later decision-making gives the opportunity to the persons with less experience to make an adequate decision. 

The model has the possibility of further learning - adjustment, respectively, adaptation. By training with new 

data, the accuracy of the model can be increased. 

In future research, based on the presented methodology, models for the selection of other construction 

machines, such as dozers, diggers, graders, rollers, etc,  can be defined.   
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