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Abstract. The relationships between climatic variables and the frequency of human plague cases (1960–1997)
were modeled by Poisson regression for two adjoining regions in northeastern Arizona and northwestern New Mexico.
Model outputs closely agreed with the numbers of cases actually observed, suggesting that temporal variations in
plague risk can be estimated by monitoring key climatic variables, most notably maximum daily summer temperature
values and time-lagged (1 and 2 year) amounts of late winter (February–March) precipitation. Significant effects also
were observed for time-lagged (1 year) summer precipitation in the Arizona model. Increased precipitation during
specific periods resulted in increased numbers of expected cases in both regions, as did the number of days above
certain lower thresholds for maximum daily summer temperatures (80�F in New Mexico and 85�F in Arizona). The
number of days above certain high-threshold temperatures exerted a strongly negative influence on the numbers of
expected cases in both the Arizona and New Mexico models (95�F and 90�F, respectively). The climatic variables
found to be important in our models are those that would be expected to influence strongly the population dynamics
of the rodent hosts and flea vectors of plague.

INTRODUCTION

Plague is a zoonotic disease caused by the bacterium Yer-
sinia pestis. The natural cycle involves transmission between
various rodent species and their fleas. Most human cases
result from exposures to infectious flea bites. Smaller num-
bers of cases are acquired through direct contact with in-
fected animals or, rarely, inhaling infectious materials.1 Dur-
ing the period of the study (1960–1997), 381 laboratory-
confirmed cases of human plague occurred in the United
States (mean � 10.0 cases per year, SD � 8.5 cases per year,
range � 0–40 cases per year). Two hundred sixty-four
(69.3%) of these cases were reported from the southwestern
states of Arizona (15.0%) and New Mexico (54.3%). Most
of these southwestern cases occurred in two distinct foci,
one located in north-central New Mexico and another found
in northwestern New Mexico and northeastern Arizona
(Plague Section, Centers for Disease Control and Prevention
[CDC], Fort Collins, CO, unpublished data).

The number of cases that occur in these southwestern foci
fluctuates markedly from year to year (CDC, unpublished
data). The reasons for these fluctuations are poorly under-
stood but probably involve factors that affect the likelihood
of humans being exposed to infectious fleas. The risk of
infectious flea exposure is believed to be highest when
plague epizootics decimate populations of certain highly sus-
ceptible rodents, forcing infected fleas to seek new hosts to
replace those killed by plague. The most threatening epizo-
otics in the Southwest occur among various ground squirrels,
prairie dogs, chipmunks, and wood rats.2,3

Existing evidence suggests that epizootics occur most fre-
quently when rodent and flea populations are high.1 Many
factors can affect rodent population dynamics, including
food availability, disease, and climatic variables, such as pre-

cipitation and temperature.4–12 Seasonal fluctuations in the abun-
dance of certain flea species also have been reported to be
correlated with precipitation and temperature changes.13–17 Ad-
ditionally, the ability of fleas to transmit Y. pestis has been
demonstrated to be temperature-dependent, with high tem-
peratures (� 81.5�F, � 27.5�C) resulting in reduced rates of
transmission.18–21

Seasonal shifts in precipitation, humidity and temperature
also have been reported to affect the course of plague epi-
demics.21,22 However, published attempts to relate the fre-
quency of human plague cases to year-to-year variations in
these or other climatic variables are scant and have not ex-
amined the effects of multiple climatic variables such as pre-
cipitation and temperature. Dubyansky and others23 analyzed
the occurrence of human plague (n � 9) in the Aral-Karak-
um plague focus of Kazakhstan during the interval 1956–
1989. Precipitation amounts were below average for six of
the seven years when cases were identified, but had been
higher than normal one or two years before the cases oc-
curred. Recently, Parmenter and others24 demonstrated that
human plague cases in New Mexico (n � 215) occurred
more frequently following winter-spring periods with above-
average precipitation.

In this study, we use Poisson regression to investigate the
effects of climatic variables (threshold temperature measures
and seasonal precipitation amounts) on the frequency of hu-
man plague in one of the two foci mentioned above (north-
western New Mexico and northeastern Arizona). We also
discuss the implications of these modeling results for the
epidemiology, epizootiology, and prevention of plague in
this foci.

MATERIALS AND METHODS

Study area. The study area consisted of a Palmer Drought
Region in northwestern New Mexico (New Mexico Region
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FIGURE 1. Arizona and New Mexico with shaded study areas
(Palmer Regions: New Mexico 1 and Arizona 2) used in modeling.

1) and an adjoining Palmer Drought Region in northeastern
Arizona (Arizona Region 2). Palmer Drought Regions have
been developed by the National Oceanic and Atmospheric
Administration (NOAA) for purposes of monitoring drought
activity in different areas of the United States, and bound-
aries generally adhere to regional drainage patterns. Certain
climatic data are associated with each Palmer Drought Re-
gion, including an estimate of monthly precipitation derived
from data collected at many NOAA weather stations
throughout the region. The boundaries of the two regions
used in our study are shown in Figure 1 (NOAA, unpub-
lished data).

The predominant habitats in each of the two Palmer Re-
gions is Great Basin grassland and Great Basin desert scrub.
Much of this semi-arid region has been severely over-grazed,
leading to the invasion of woody shrub species and junipers.
Pinon-juniper woodland becomes more common as the ele-
vation increases and eventually gives way to ponderosa pine
at higher elevations.25 The mean annual precipitation (1959–
1997) in New Mexico Palmer Region 1 is 11.40 inches
(289.6 mm), and is 14.96 inches (380.0 mm) for Arizona
Palmer Region 2. New Mexico Palmer Region 1 consists of
13,684 square miles (35,442 square km) and a population of
156,701 (11.5 persons per square mile). Arizona Palmer Re-
gion 2 consists of 39,777 square miles (103,023 square km)
and a population of 106,417 (2.7 persons per square mile)
(NOAA, unpublished data). The New Mexico region con-
tains a higher proportion of pinon-juniper woodland than the
Arizona region, which is somewhat lower in elevation and
contains proportionately more desert scrubland.25

Plague cases. Human cases were selected as an indicator
of regional plague activity because of the lack of compre-
hensive and systematic sampling of flea, rodent, and vege-
tation populations in these regions during the study period.
Each case included in the study was laboratory confirmed,
according to criteria described elsewhere,26 and was deter-
mined to have been exposed to Y. pestis infection at a site
within one of the two study areas described above. For the
period 1960–1997, a total of 53 cases occurred in Arizona
Palmer Drought Region 2 and 45 cases occurred in New
Mexico Palmer Drought Region 1, representing 25.7% of all
cases reported in the United States during this period. Prob-
able exposure sites were identified from routine case inves-

tigation files maintained by CDC. Identification of the prob-
able exposure site for each case was based on travel and
activity history, as well as findings of environmental inves-
tigations (CDC, unpublished data). The locations in longi-
tude and latitude (rounded to the nearest ten-thousandths of
a degree, or about 11 m) of these sites were later determined
through site visits and use of Global Positioning System
units.

We chose 1960 as a temporal starting point for including
cases because this is when investigators began to collect de-
tailed case investigation data in this region. All but one of
the 99 cases reported from the study area occurred in the
period covered by our study (1960–1997). Inspection of the
weekly distribution of cases during this period indicated a
gap in the frequency of case onset dates occurring in mid-
June (CDC, unpublished data), which also corresponded to
a severe dip in mean monthly precipitation.25 For the pur-
poses of our analysis, a ‘‘plague year’’ was defined as oc-
curring from June 16 of a given year through June 15 of the
following year; cases were assigned to particular years of
occurrence based on their date of illness onset.

Climate data. Monthly precipitation values for each
Palmer Drought Region (1959–1997) were obtained from
the NOAA. Maximum daily temperature data (1959–1997)
were obtained for a centrally located NOAA, National
Weather Service (NWS) reporting station in each Palmer
Drought Region. Single station data varied within each re-
gion primarily as a function of elevation. However, stations
exhibited strongly linear relationships making the chosen
stations predictive for the designated regions. For Arizona
Palmer Drought Region 2, we obtained a complete record
for this variable from data for the Winslow Municipal Air-
port NWS station (35�2� N, 110�43� W). For New Mexico
Palmer Drought Region 1, maximum daily temperature data
were available for the Gallup Municipal Airport NWS sta-
tion (latitude 35�31� N, longitude 108�47� W) for the period
1973–1997. Data were unavailable from the Gallup station
prior to 1973, but were available for the Zuni FAA Beacon
NWS station (35�4� N, 108�50� W) for the period 1959–
1972. Zuni station data were not used for the entire period
of the study because data were unavailable after 1972. Al-
though no time overlap in data collection occurred between
these two stations, weather at the Zuni station was believed
to be comparable to that observed at the Gallup site over
this period. The two stations are located only 23.4 miles
(37.72 km) apart and differ in elevation by only 24 feet (7.3
m). Data for each station were obtained from the NOAA27

(NOAA, unpublished data). As previously stated (see Study
area), precipitation data were obtained from NOAA and
were based upon compiled station records within the Palmer
Drought Regions.

Missing data. The record of human plague cases is com-
plete, as are the records for regionally compiled precipitation
for the two Palmer Drought Regions considered. The records
of daily maximum temperatures at the sites above contained
a relatively small number of days with missing values. For
Arizona Region 2, the total number of missing values, in 38
years, is 21 days (0.15% of total values) and all missing
values are from 1996. For New Mexico Region 1, the total
number of missing values, in 38 years, is 101 days (0.73%
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FIGURE 2. Daily maximum temperature relationships for New
Mexico Region 1 stations (Gallup and Zuni) and Arizona Region 2
station (Winslow). The dashed lines (-----) mark the mean values for
each region.

FIGURE 3. Diagram of the temporal relationships between model
parameters: Ft�2 (February–March total precipitation two-year lag),
Jt�1 (July–August total precipitation one-year lag), Ft�1 (February–
March total precipitation one-year lag), Dt

T (degree days in current
calendar year at temperature T), and the modeled plague year t.

of the total values) and 91 of those occurred in April–June
1982.

Because we use as covariates the numbers of days in a
calendar year above prescribed temperatures, referred to
hereafter as ‘‘degree days,’’ we must address missing daily
maximum temperatures, particularly in the summer months.
A strong, reasonably linear relationship for the daily maxi-
mum temperatures is apparent between the sites, as can be
seen in Figure 2. This can be used to account for missing
values in the models described below.

Among the several approaches available for dealing with
missing data,28 we chose multiple imputation. Missing values
are imputed (predicted) by using predictive distributions
based on a model for relationships observed. These imputes
are used in place of the missing values to create a completed
data set of daily maximum temperatures. Several different
such completed sets are analyzed, and models from these
separate analyses are averaged to produce a final model. We
used three completed data sets in our analyses. This number
has been demonstrated to be sufficient for most analyses,28

and since the observed relationships in the daily maximum
temperatures are so strong (Figure 2), we have confidence
that this number of completed data sets is sufficient. The
imputations were computed by using the software of Shafer28

in the statistical computing package S-Plus (S-Plus 4.5 Pro-
fessional, Release 2, Mathsoft, Inc., Seattle, WA); S-Plus
was used for all subsequent statistical modeling.

Statistical modeling. Let Nt be the number of cases of
human plague in plague year t, Ft be the sum (inches) of the
February and March precipitation for plague year t, and Jt

be the sum (inches) of the July and August precipitation for
plague year t. For the precipitation covariates, other com-
binations of months were considered, but the sums for Feb-

ruary–March and July–August provided the best fit. Finally,
let Dt

T represent the degree days variable for calendar year
t and temperature T, i.e., let Dt

T be the number of days in
calendar year t above temperature T, for T � 80, 85, 90, 95,
and 100�F (26.7, 29.4, 32.2, 35, and 37.8�C, respectively).
Exploratory analyses suggested that Nt depends on yearly
time-lagged values of Ft and Jt, so we included these directly
as covariates (see below). Figure 3 illustrates the temporal
relationships between the plague year, the time-lagged pre-
cipitation variables, and the degree days calendar year.

To model the influence of the covariates Ft, Jt and Dt
T on

Nt, we assumed that Nt follows a Poisson distribution with
mean �t, where

ln � � � � � F � � F � · · · � � F � 	 Jt 0 t 1 t�1 r t�r 0 t

T1 T2� 	 J � · · · � 	 J � 
 D � 
 D � · · ·1 t�1 s t�s T1 t T2 t

Tq� 
 DTq t (1)

and �, � � (�1, . . ., �r), 	 � (	1, . . ., 	s), and 
 � (
T1, . . .,

Tq) are parameters to be estimated.

The parameters �, �, 	, and 
 were estimated via maxi-
mum likelihood by using iteratively weighted least squares.29

Model selection, that is, the number of lags r of Ft and s of
Jt to include, as well as which temperature variables Dt

T are
relevant, was carried out by using a combination of the Akaike
Information Criterion (AIC) statistic together with analysis of
deviance. The AIC statistic is a likelihood-based measure
that penalizes models with too many parameters.30,31 Nested
models were used to determine r, s, and the Dt

T by choosing
the fit with the smallest AIC, then this model was tuned
using analysis of deviance.

The Poisson distributional assumption implies that the
variance of Nt is Var[Nt] � �t. However, several researchers
have noted that in practice it is often more reasonable to
assume there is more variation than this assumption per-
mits.29,30,32 Inspection of residual plots led us to consider ex-
panding the model by adding a parameter � such that Var[Nt]
� ��t.29 Under this assumption, we estimated the regression
parameters �, �, 	, and 
 in this extended model by using
maximum quasi-likelihood, and we estimated � by using a
standard moment estimator derived from the Pearson resid-
uals.29 We performed a score test of the hypothesis H0: � �
1 for the stated variance function with methods given by
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FIGURE 4. Plots of the number of human plague cases by plague
year, degree day values, February–March precipitation totals, and
July–August precipitation totals for Arizona Palmer Region 2.

TABLE 1
Minimum Akaike Information Criterion model and analysis of deviance for Arizona Palmer Region 2

Coefficient Estimate Standard error
Degrees of freedom

(df) Deviance Residual df Residual deviance P

Null (�) �4.95 1.73 36 82.85
�1 0.74 0.22 1 11.05 35 71.80 0.001
�2 0.86 0.24 1 14.11 34 57.69 �0.001
	0 �0.66 0.42 1 0.21 33 57.47 0.65
	1 0.61 0.38 1 7.08 32 50.39 0.01

90 0.08 0.02 1 13.22 31 37.16 0.003

95 �0.12 0.04 1 8.11 30 29.05 0.004

100 0.11 0.06 1 3.64 29 25.42 0.06

Dean.32 Furthermore, we computed a confidence interval
based on a chi-squared approximation29 to the distribution of
this moment estimator.

Models were compared by using asymptotic (quasi-) like-
lihood ratio tests. Model assumptions were critiqued using
residual analyses. In particular a check for serial correlation
in the deviance residuals was made, and randomized quantile
residual analyses were performed.33

Alternative models for Nt are available that mix methods
from time series analysis and generalized linear models the-
ory.30,34–36 These methods were investigated, but the model
presented proved the best in both fit and biological interpre-
tation. We therefore refrain from describing other models in
detail and will not refer to them in the remainder of the
paper.

RESULTS

Arizona Palmer Region 2. Plots of the numbers of hu-
man plague cases, February–March and July–August precip-
itation, and the number of days above 80, 85, 90, 95, and
100�F for Arizona Palmer Region 2 are given in Figure 4.
Visible similarities between the series exist, though the na-
ture of the relationships is not obvious. Preliminary analyses
suggested that no more than four annual lags of Ft and Jt

were necessary to consider. Fitting the model in Equation 1
to these data resulted in the minimum AIC model containing
Ft at lags 1 and 2, Jt at lags 0 and 1, along with Dt

T for
temperatures 90, 95, and 100�F. The estimates of the coef-
ficients and their standard errors are reported in Table 1.
Table 1 also provides the analysis of deviance results for the
fitted coefficients with the asymptotic 2 P values to test the
hypotheses that the associated coefficients are 0, given all
the preceding variables are in the model. The coefficient for
Jt is not significant (P � 0.65), given the values for Ft�1 and
Ft�2, and when the model is re-fit without Jt, the P value for
the test that the coefficient of Dt

100 equals 0 is 0.11, also not
significant. These two coefficients’ joint contribution to the
fit were evaluated by comparing it (using the likelihood ratio
test) to the sub-model containing the remaining variables
only (P � 0.08). Since these two variables did not contribute
significantly to the fit, we retained the simpler model con-
taining only the other five variables, resulting in the final
model for Arizona Region 2 given in Table 2 and shown in
Equation 2; their standard errors and the analysis of deviance
for this model are also given in Table 2.

ln �t � �5.90 � 0.68 Ft�1 � 0.66 Ft�2 � 0.61 Jt�1 � 0.06
Dt

90 � 0.05 Dt
95 (2)

Overdispersion was not apparent, since the residual de-
viance of 30.40 for the final model was slightly less than the
residual degrees of freedom (31). The point estimate for �
in the extended (quasi-likelihood) model, in which Var[Nt]
� ��t, was 0.89. The score test of the hypothesis � � 1
yielded a P value of 0.72 and a 95% confidence interval
(CI) for � of 0.57 � 1.58. Based on these results, we re-
tained the strict Poisson model with Var[Nt] � �t.

Figure 5 presents a plot of the fitted values and 95% CI
for �t from the final model along with the observed numbers
of cases. The fitted values follow the observed values well,
with the fitted curve closely tracking the relatively large
spike in cases observed in plague year 1982 (June 16, 1982–
June 15, 1983).
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TABLE 2
Final model and analysis of deviance for Arizona Palmer Region 2

Coefficient Estimate Standard error
Degrees of freedom

(df) Deviance Residual df Residual deviance P

Null (�) �5.90 1.42 36 82.85
�1 0.68 0.22 1 11.05 35 71.80 0.001
�2 0.66 0.22 1 14.11 34 57.69 �0.001
	1 0.61 0.36 1 7.29 33 50.40 0.01

90 0.06 0.01 1 12.72 32 37.68 �0.0001

95 �0.05 0.02 1 7.28 31 30.40 0.01

FIGURE 5. Arizona Palmer Region 2 model fit showing observed (actual) numbers of cases (solid line) and fitted (model output) numbers
of cases (dashed line) for plague years 1960–1997. Upper and lower 95% confidence limits for the mean function are also shown.

Analysis of the residuals indicated no serious violations
of the remaining modeling assumptions. Although auto-cor-
relation was observed in the response series Nt, none was
apparent in the deviance residuals. While the model’s output
closely fitted the value of nine cases observed in plague year
1982, this value does not exert undue influence on the fit
since there is a corresponding spike in the covariates, par-
ticularly the difference between the degree days’ variable for
temperatures 90�F and 95�F for this same year.

New Mexico Palmer Region 1. The analysis here closely
followed that for Arizona Palmer Region 2, and the final
model is seen to have a similar form. Figure 6 contains plots
of the numbers of human cases, February–March precipita-
tion, July–August precipitation, and the degree days’ series
for New Mexico Palmer Region 1. As in Arizona Palmer
Region 2, general patterns may be spotted here, though not
all are obvious. The fit of the original model to these data

with minimum AIC contained Ft at lag 2, along with Dt
T for

temperatures 85�F, 90�F, and 100�F. The coefficient for Dt
100

was not significant (P � 0.21) given that the other variables
are in the model, and the analysis of deviance for the fit
without Dt

100 is given in Table 3.
The coefficient for Dt

85 is not significant (P � 0.36), given
that Ft�2 is in the model, while that for Dt

90 is significant,
given that the previous two are in the model. The likelihood
ratio test was used to evaluate the contribution of Dt

85 to the
fit with both Ft�2 and Dt

90 in the model, yielding a P value
for this comparison of 0.02. We therefore retained Dt

85, re-
sulting in the final model for New Mexico Palmer Region 1
that contains the coefficients listed in Table 3 and shown in
Equation 3.

ln �t � �3.69 � 1.40Ft�2 � 0.06Dt
85 � 0.06Dt

90 (3)

As shown in Table 3, the residual deviance for the fit is
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FIGURE 6. Plots of the number of human plague cases by plague
year, degree day values, February–March precipitation totals, and
July–August precipitation totals for New Mexico Palmer Region 1.

TABLE 3
Minimum Akaike Information Criterion, final model, and analysis of deviance for New Mexico Palmer Region 1, with corrected standard

errors

Coefficient Estimate Standard error df * Deviance rdf † Residual deviance P
Corrected standard

error Corrected P

Null (�) �3.69 1.13 36 83.34 1.43
�2 1.39 0.41 1 18.68 35 64.66 �0.01 0.52 �0.01

85 0.06 0.02 1 1.37 34 63.29 0.24 0.02 0.36‡

90 �0.06 0.02 1 10.15 33 53.14 �0.01 0.02 0.02

* df � degrees of freedom.
† rdf � residual degrees of freedom.
‡ Parameter included based on results of tests for interdependence.

53.14 on 33 degrees of freedom, suggesting the presence of
overdispersion. By refitting the model using maximum
quasilikelihood and the variance function Var[Nt] � ��t, we
estimated � as 1.61 with a 95% CI � 1.05–2.80. The score
test of the hypothesis Ho: � � 1 yielded a P value of 0.02,
also indicating significant overdispersion. We therefore cor-
rected the standard errors for the parameter estimates in Ta-
ble 3 by inflating them by �1.61 (square root of variance
� standard deviation); this correction is incorporated in the
corrected standard errors in Table 3, and updated analyses
of deviance P values from the appropriate F-test are also
given there. Residual analyses indicated no serious viola-
tions of the model assumptions.

Figure 7 presents a plot of the fitted values and 95% CIs
for �t from the final model along with the observed number
of cases. Clearly, this fit is not as good as that for Arizona
Palmer Region 2, as reflected numerically in the large resid-

ual deviance. While the major spike was picked up by the
model, the remaining spikes were not fitted as well.

In an effort to improve the fit, we expanded the final mod-
els by including interactions between the precipitation and
temperature variables; however, none of these expanded
models significantly improved the model fits.

DISCUSSION

The influence of climatic events on the incidence of vec-
tor-borne and zoonotic disease in humans has recently been
the subject of an increasing number of studies and much
speculation.24,37–42 Our models indicated a close relationship
between the frequency of human plague cases in the south-
western United States and values for certain climatic vari-
ables. Time-lagged (two-year lags) precipitation for the
months of February and March strongly influenced the out-
puts of both models, where more precipitation was associ-
ated with larger numbers of expected cases. One-year lag
effects for precipitation in February–March and July–August
also were important in the Arizona model. Temperature-re-
lated covariates were particularly important for fitting the
models to the observed case data, and differences between
certain degree days’ covariates (Dt

90 � Dt
95 for Arizona and

Dt
85 � Dt

90 for New Mexico) appeared to be key contributors
to the fit of both models. As shown in plots of these variables
(standardized) for the Arizona and New Mexico study areas,
the shape of the difference variable closely followed the ob-
served numbers of cases and was particularly noticeable dur-
ing the 1982 and 1983 plague years, when large spikes oc-
curred in the number of reported plague cases (Figures 8 and
9). These observations suggest that the numbers of plague
cases will be relatively high when summer temperatures are
relatively cool and time-lagged values for February–March
precipitation are high.

While it is clearly beyond the scope of our paper to imply
causality, consideration of the biological plausibility of our
findings is important. Our modeling results could be ex-
plained by many factors, including the effects of climate on
rodent and flea populations. Unusual climatic events have
been reported to be associated with large fluctuations in ro-
dent populations.8,12,43–46 Variations in temperature and pre-
cipitation are known to affect the growth of plant5,47–49 and
insect50–53 populations, both of which are important food
sources for rodents in the Southwest.54–56

At least some lag time can be expected to occur between
the appearance of favorable environmental conditions and
the occurrence of rodent population increases or increased
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FIGURE 7. New Mexico Palmer Region 1 model fit showing observed (actual) numbers of cases (solid line) and fitted (model output)
numbers of cases (dashed line) for plague years 1960–1997. Upper and lower 95% confidence limits for the mean function are also shown.

levels of plague transmission among these animals. How-
ever, the actual length of these lags will vary among differ-
ent rodent species, depending upon the time to sexual ma-
turity, litter size, number of litters that can be produced per
year, gestation period, and the types of foods consumed.8,12

Regardless of the reasons for any observed lags in rodent
population responses, they could be epidemiologically sig-
nificant and might explain the importance of the lagged pre-
cipitation values in our models. In the Southwest, the fre-
quency of human cases is closely associated with epizootic
activity among certain highly susceptible hosts of plague,
particularly ground squirrels (Spermophilus spp. and Am-
mospermophilus spp.) and prairie dogs (Cynomys spp.)1,2

(CDC, unpublished data). These epizootic hosts have rela-
tively low reproductive rates compared to likely enzootic
hosts, such as mice (Peromyscus spp.),57–59 and more than
one breeding season might be required for their populations
to reach sufficient densities to support widespread epizootic
transmission of Y. pestis.

It is also possible that the two-year time lag between pre-
cipitation events and the observed increases in human cases
is related to factors affecting the spread of plague from en-
zootic hosts to those involved in the epizootic cycle of the
disease. If one assumes that the rate of plague transmission
among rodents is at least partially density dependent, it is
reasonable to expect that as the densities of partially resistant
enzootic hosts populations increase, so will the likelihood of
plague spreading to more highly susceptible epizootic hosts,
such as ground squirrels and prairie dogs. Although mice

can exhibit a rapid numerical response to favorable environ-
mental conditions, at least some lag time will occur before
mouse densities reach the point where spread to epizootic
hosts is likely. In central New Mexico, rodent populations
have been shown to increase following periods of increased
moisture, but peak populations typically lag the precipitation
by 2–12 months.12 These values are consistent with the re-
sults of the models reported here, and with the results of
Parmenter and others24 on precipitation and plague across
New Mexico.

Threshold temperature variables exerted both positive and
negative influences on the models’ outcomes. Unlike the ef-
fects of the precipitation variables, however, those related to
temperature were not time-lagged. It is possible that mod-
erately high temperatures, as indicated by an increased num-
ber of degree days above the lower threshold temperature
values (90�F in Arizona and 85�F in New Mexico), result in
earlier onsets of seed germination or the seasonal growth
and reproduction of important plant species. Moderately
high temperatures also could positively affect the survival
or timing of reproduction among the rodent hosts and flea
vectors of plague, or accelerate the growth and development
of fleas. Conversely, the survival or reproduction of rodents
or fleas might be negatively impacted when the number of
degree days above the higher temperature thresholds (95�F
in Arizona and 90�F in New Mexico) increases. This should
be particularly true for fleas, which are susceptible to des-
iccation during hot, dry conditions.60 The ability of fleas to
transmit plague also has been shown to be temperature-re-
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FIGURE 8. Standardized degree day differences (Dt
90 � Dt

95) and standardized numbers of human plague cases for Arizona Palmer Region
2, 1960–1997.

lated, with prolonged exposures to temperatures above
81.5�F leading to a decreased proportion of fleas being
‘‘blocked’’ and, therefore, infectious.21 Regardless of the
mechanism for these temperature effects, other research-
ers have noted that hot, low-humidity conditions can re-
sult in cessation of epidemics or epizootic plague activity
in some regions of Vietnam, India, and other plague-af-
fected areas.22,60,61

The slight ecologic differences between the two Palmer
Regions might explain the differences observed in the two
models. New Mexico Region 1 has a higher percentage of
pinon-juniper cover than Arizona Region 2, which contains
a higher proportion of desert scrubland. These vegetative
differences could result from variations in soils, groundwater
availability, precipitation, temperature or other factors. New
Mexico Region 1 lies primarily to the east and north of the
Chuska Mountains and the Zuni Uplift, which might create
a slight ‘‘rainshadow’’ effect and reduce the amount of pre-
cipitation falling from storms that sweep into the region from
the Pacific Ocean to the west and southwest. The New Mex-
ico region receives almost 24% less annual precipitation than
its Arizona counterpart, which for the reasons described
above, could be expected to influence the diversity, abun-
dance, and survival of rodent and flea populations. The ef-
fect of climatic factors on these two regions also could affect
the temporal appearance of rodent food sources or the timing
and duration of periods favorable for the survival of adult
fleas.

The modeling goals were to investigate relationships be-

tween climate and the temporal distribution of plague cases
and to summarize these relationships succinctly with biolog-
ically plausible statistical models. The model-fitting proce-
dure used reflects these goals, as selection criteria were
based solely on fit, rather than on prediction. Use of the
models for prediction is limited by these criteria, and be-
cause computation of the models’ outputs for a given plague
year requires concurrent temperature data, making direct,
lead-time computation impractical. Development of predic-
tive models that include both precipitation and temperature
might still be possible, however, if sufficient improvements
are made in the reliability of long-range seasonal tempera-
ture forecasts. It also might be possible to improve the fit of
the models or their ability to be used in a predictive manner
by incorporating other variables, such as humidity, rodent
population data, greenness indices derived from remote sens-
ing, or human land use and activity patterns. Regardless of
which additional variables might be included, the close fit
between the models’ outputs and the observed numbers of
cases suggests that the identified climatic variables account
for much of the temporal variation noted in the frequency
of human plague.

Despite the close fit of the models to the observed fre-
quency of human plague in our study areas, several limita-
tions to the interpretation of the modeling should be consid-
ered. The models considered are relatively complex for the
length of data series available. The numbers of cases also
were limited by occurrence of the disease, though our meth-
odology’s precision is mainly dependent on the number of
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FIGURE 9. Standardized degree day differences (Dt
85 � Dt

90) and standardized numbers of human plague cases for New Mexico Palmer
Region 1, 1960–1997.

years observed. Aggregation of the data into a single model
was considered, but model fit was sacrificed presumably due
to local variations in the ecology and epidemiology of plague
in both regions.

In conclusion, the close fit between the outputs of the
models and the observed frequencies of human plague cases
in our study suggests that precipitation and temperature
strongly influence the epidemiology and epizootiology of
plague in the American Southwest. The models described in
this paper also can serve as a basis for further investigations
of the actual mechanisms underlying the effects of temper-
ature and precipitation on the transmission of plague among
the rodent hosts and flea vectors of plague. Understanding
how these climatic variables influence the ecology of plague
in the two study areas also might help explain why the mod-
els for each region varied slightly. The climatic variables
identified as being most important for fitting the models to
the observed frequency of human cases are ones that are
biologically relevant and can affect rodent and flea popula-
tion dynamics. When favorable climatic conditions (mild
summer temperatures and time-lagged increases in late win-
ter precipitation) occur, they can be expected to lead to in-
creased reproduction and survival rates among rodents and
fleas. As populations of rodent hosts and flea vectors in-
crease, so will the likelihood of epizootic transmission and
the risk of human exposures to infectious fleas or animals.
Although our current models are not intended to be predic-
tive, it might be possible to develop similar ones that are
predictive through the use of existing time-lagged precipi-

tation data and long-range forecasts for summer tempera-
tures. Attainment of such a goal should increase our ability
to target limited plague prevention resources toward those
situations where they are most likely to result in significant
reductions in human plague risk.
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