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Introduction

Context: social annotations, aka collaborative tagging or folksonomy

Users freely annotate objects such as webpages, photos, blog posts,
videos, music and scientific papers

Examples: Delicious, Flickr, Technorati, YouTube, Last.fm, CiteULike
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Introduction

Problem: users often write noisy, or content-irrelevant annotations
(e.g. “great”, “to read”)

This paper proposes a generative model for topics and annotations
that takes into account relevance/irrelevance of the annotations

It is an extension of Blei and Jordan’s Correspondence Latent
Dirichlet Allocation (Corr-LDA), which assumes the annotations are
always relevant
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Proposed Method

We have a set of D documents, and each consists of a pair of words
and annotations (wd , td), where wd = {wdn}

Nd

n=1 and td = {tdm}
Md

m=1

Note: all tables and figures taken from the original paper
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Proposed Method

There are K + 1 annotation distributions (Ψ), since Ψ0 is a
topic-unrelated distribution that applies to irrelevant annotations
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Proposed Method: Generative Model
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Proposed Method: Inference

The joint distribution is P(W,T,Z,C,R|α, β, γ, η) =
P(Z|α)P(W|Z, β)P(T|C,R, γ)P(R|η)P(C|Z)

In the expression above, we have:
W = {wd}

D

d=1, T = {td}
D

d=1, Z = {zd}
D

d=1, C = {cd}
D

d=1,

cd = {cdm}
Md

m=1, R = {rd}
D

d=1, rd = {rdm}
Md

m=1

θ, Φ, Ψ and λ are marginalized out
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Proposed Method: Inference

P(Z|α) =
∏

D

d=1

∫

P(Z|θd)P(θd |α)dθd =
(

Γ(αK)
Γ(α)K

)D
∏

d

∏
k
Γ(Nkd+α)

Γ(Nkd+αK)

P(W|Z, β) =
(

Γ(βW )
Γ(β)W

)K
∏

k

∏
w

Γ(Nkw+β)
Γ(Nkw+βW )

P(T|C,R, γ) =
(

Γ(γT )
Γ(γ)T

)K+1
∏

k ′

∏
t
Γ(N

k′t
+γ)

Γ(N
k′t

+γT ) , where k ′ ∈ {0, . . . ,K}

P(R|η) = Γ(2η)
Γ(η)2

Γ(M0+η)Γ(M−M0+η)
Γ(M+2η)

P(C|Z) =
∏

d

∏

k

(

Nkd

Nd

)M
′

kd

Inference of the latent Z|W,T is done using collapsed Gibbs sampling

The hyperparameters are estimated by maximizing the joint
distribution, using a fixed-point iteration method
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Proposed Method: Inference

We have the following expressions, where j = (d , n), i = (d ,m) and
\j denotes the count excluding the n-th word in the d-th document
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Experiments
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