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ABSTRACT

The effect of salinity on the formation of the barrier layer (BL) in the southeastern Arabian Sea (SEAS)
is investigated using an ocean general circulation model. In accordance with previous studies, the runoff
distribution and the India–Sri Lanka passage have a strong impact on the realism of the salinity simulated
in the area at seasonal time scales. The model simulates a BL pattern in fairly good agreement with available
observations. Eulerian and Lagrangian approaches show that the BL is formed by two complementary
processes, the arrival of low-salinity surface waters that are cooled en route to the SEAS and downwelling
of waters mostly local to the SEAS in the subsurface layers. The surface waters are partly of Bay of Bengal
origin and are partly from the SEAS, but are cooled east and south of Sri Lanka in the model. That the
downwelled subsurface waters are warm and are not cooled leads to temperature inversions in the BL. The
main forcing for this appears to be remotely forced planetary waves.

1. Introduction

The southeastern Arabian Sea (SEAS; Fig. 1) pre-
sents a peculiar thermodynamic structure. First, it ex-
hibits one of the highest sea surface salinity (SSS) vari-
abilities observed, with a typical drop of 1.5 psu from
October to March, and vice versa during the opposite
season (Delcroix et al. 2005). The drop in salinity can
be as high as 3.4 psu following a good monsoon (Go-
palakrishna et al. 2005). Second, it becomes the warm-
est area of the World Ocean in April–May, prior to the
onset of the summer monsoon over the Indian subcon-
tinent (Joseph 1990). At this time, sea surface tempera-
ture (SST) exceeds 30°C (Rao and Sivakumar 1999,
hereafter RS99). This “warm pool” plays a prominent
role in the northern Indian Ocean–summer monsoon
coupled system. Joseph (1990) pointed out that the

time of onset of the summer monsoon over India de-
pends on the prevailing SSTs in the northern Indian
Ocean. It turns out that the high SSS variability in the
SEAS, the buildup of high SSTs, and monsoon onset
are intimately linked. Masson et al. (2005) analyzed two
state-of-the-art coupled ocean–atmosphere general cir-
culation model outputs, differing only in the way salin-
ity effects on ocean dynamics are modeled. They
showed that the vertical profile of salinity in the SEAS
is likely to govern the date of onset of the summer
monsoon.

The processes underlying this ocean–atmosphere
coupling have long been suggested by various authors.
RS99 showed that the near-surface stratification owing
to the arrival of low-salinity water in the SEAS from
the Bay of Bengal in winter is important for the buildup
of the warm pool in the SEAS during spring. Shenoi et
al. (1999, 2005) provided a unified picture of the dy-
namics and thermodynamics of the SEAS. They
showed that the SST maximum in the SEAS in April
has its origin about six months earlier in the northern
Bay of Bengal. Downwelling coastal Kelvin wave pack-
ets, generated by the collapse of the summer monsoon
winds in the northern Bay of Bengal, force a current
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that brings low-salinity water from the bay to the SEAS

in November–January. They also trigger downwelling

Rossby waves along the west coast of India; these waves

propagate westward and cross the SEAS. Both the

downwelling and the salinity-induced stable stratifica-

tion at the surface are conducive to the formation of an

SST high in spring. RS99 also demonstrated that the

stratification of the near-surface layer in the SEAS in

November–February traps the incoming heat fluxes in

the thin surface mixed layer, thereby increasing drasti-

cally the SST in March–April.

A link between the peculiar temperature and salinity

structures of the SEAS can be inferred from the obser-

vations reported by Thadathil and Gosh (1992, hereaf-

ter TG92). They noted the existence of a marked tem-

perature inversion in the upper ocean during winter. A

stable inversion can only be sustained by a sharp haline

stratification, known as the barrier layer (BL) (Lukas

and Lindstrom 1991); XBT and surface salinity data

suggest that the depth of occurrence of inversions de-

pends on salinity, with lower-surface salinity occurring

along with shallower inversions (Gopalakrishna et al.

2005). The numerical modeling study of Durand et al.

(2004, hereafter D04) showed that the temperature in-

version in the SEAS is responsible for the SST rise in

the initial stages of the formation of the SST high. In-

deed, the energy trapped within the temperature inver-

sion is reinjected into the surface layer during Novem-

ber–March via vertical processes, leading to an increase

in SST. As regards the northern Indian Ocean–summer

monsoon coupled system, this latter result and that of

Masson et al. (2005) give a prominent role to the salt-

stratified barrier layer of the SEAS. From in situ mea-

surements harvested during Arabian Sea Monsoon Ex-

periment (ARMEX) surveys, Shankar et al. (2004)

showed that the temperature inversions and the accom-

panying low-salinity surface layer first occurred on the

eastern side of the SEAS, then spread westward. Using

high-frequency CTD casts, Shenoi et al. (2004) showed

that both remotely forced upwelling and inflow of high-

salinity Arabian seawater destroys the SEAS BL in late

May. Therefore the missing piece of the complete story

consists of the formation mechanism of the BL. This

forms the major objective of the present paper.

Given the scarcity of the available temperature and

salinity subsurface observations in the SEAS, investi-

gating the BL formation calls for the use of a sophisti-

cated numerical model with good mixed-layer physics.

The model should be capable of simulating a realistic

seasonal cycle of currents, temperature, and salinity in

the upper ocean. Modeling the observed patterns of

SEAS SSS has been a challenge for modelers (e.g., Han

et al. 2001; Jensen 2001). In particular, it appears very

difficult to reproduce the observed northward inflow of

Bay of Bengal low-salinity water along the Indian west

coast in winter (Han and McCreary 2001). Hence, in

section 2, we present a series of numerical experiments

that we carried out in order to improve our model’s
ability to simulate the seasonal cycle of salinity in the

SEAS. Then we assess the BL features simulated by the

model (section 3) and analyze mechanism underlying

the formation of the BL (section 4). Section 5 concludes

the study.

2. The model and its salinity field

a. The model

Our model is the Océan Parallélisé (OPA) ocean

general circulation model (OGCM) (Madec et al. 1998)

with 0.5° horizontal resolution and 10-m vertical reso-

lution in the upper 120 m. The model bathymetry re-

sults from an interpolation of ETOPO5 (Smith and

Sandwell 1994) onto the model grid. The deepest layer

thickness follows a partial-step formulation. The model

is very similar to the version used by de Boyer

Montégut et al. (2007b), except that we consider a do-

main limited to the tropical Indian Ocean. Our domain

has closed boundaries along 34°S and 115°E. A strong

relaxation to Levitus (1998) temperature and salinity

climatology is introduced at the boundaries. The verti-

cal physics is based on a prognostic equation for the

turbulent kinetic energy (Blanke and Delecluse 1993).

The atmospheric boundary conditions include surface

fluxes of momentum, heat, and freshwater. The mo-

mentum and precipitation fluxes are prescribed; all

other fluxes (heat and evaporation) are diagnosed from

specified atmospheric variables through bulk formulas.

The model salinity is not restored to any climatology.

Our forcing strategy consists of simulating the response

FIG. 1. Geography of the area.
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of the model to the seasonal cycle of the atmospheric

fluxes. It is forced by the seasonal climatologies of Eu-

ropean Remote Sensing Satellite-1 and -2 (ERS-1–2)

wind stress (Bentamy et al. 1996) and Climate Predic-

tion Center (CPC) Merged Analysis of Precipitation

(CMAP) precipitation flux (Xie and Arkin 1997). The

heat and evaporation fluxes are diagnosed from Na-

tional Centers for Environmental Prediction (NCEP)

reanalysis (Kalnay et al. 1996) air temperature. All

fluxes are averaged over 1993–99. All model outputs

subsequently presented concern the sixth year of the

model spinup. Extensive validations of our simulation

(not shown) revealed that it successfully reproduces the

observed patterns of monsoon circulation as well as

basin-scale thermohaline structure of the upper north-

ern Indian Ocean. In particular, the premonsoonal rise

of SST in the Arabian Sea closely follows the composite

of Reynolds and Smith (1994) SST presented in D04,

without any appreciable bias (not shown).

b. Validation of the model SSS

Since our study is focused on the upper-ocean salinity

effects, a preliminary assessment of the realism of the

salinity modeled at seasonal time scales in the SEAS is

required. The following subsections present a hierarchy

of simulations that we carried out in order to improve

the modeled SSS. Figure 2 (top row) presents the

monthly estimates of Levitus (1998) SSS from Novem-

ber to January. This climatology exhibits the well-

known contrast between the fresher Bay of Bengal wa-

ters (salinity in the range 33–34 psu in the southern part

of the bay) and the saltier Arabian Sea waters (35–36

psu). Superimposed on this large-scale permanent gra-

dient, we clearly see the gradual inflow of Bay of Ben-

gal water into the SEAS over the period, as illustrated

by the location of the 34-psu surface isohaline. The

inflow has been documented in the literature (Shenoi et

al. 1999; Jensen 2001). It appears to be driven by the

East India Coastal Current (EICC) flowing equator-

ward and the West India Coastal Current flowing pole-

ward (McCreary et al. 1993; Shetye et al. 1991, 1996).

One must be cautious as regards to the pattern of the

freshening tongue in the SEAS exhibited by the Levitus

(1998) dataset. Indeed, the study by Delcroix et al.

(2005) shows that the space scales of SSS variability in

the SEAS are somewhat smaller than the correlation

scales used by Levitus (1998) in his mapping scheme.

As a result, one should expect the Levitus analysis to be

unrealistically smooth in the area.

1) THE DEFAULT RUN

We first run the model using the default bathymetry

and the UNESCO (1996) runoff. We named this first

run “Default” (DEF) because these choices have been

commonly made in previous modeling studies of the

area (e.g., Han and McCreary 2001; Shankar et al. 2002;

de Boyer Montégut et al. 2007b). The model reproduces

fairly well the observed SSS features, with a large-scale

gradient between Bay of Bengal and Arabian Sea (Fig.

2, second row). The timing of the inflow of Bay of

Bengal freshwaters into the SEAS appears satisfactory

as well. As in D04, we define the SEAS area as the box

(6°–15°N, 68°–77°E) (Fig. 1). Over this area, the root-

mean-square difference (RMSD) between Levitus

(1998) SSS and DEF SSS over the year is 0.68 psu.

Given the likely uncertainties in Levitus (1998) SSS, we

also validate the model SSS against other data. An ob-

served climatology of SSS along IX10 thermosalino-

graph track has been computed as part of the French

Observatoire de Recherche pour l’Environnement

dedicated to SSS (Delcroix et al. 2005; data available

online at www.legos.obs-mip.fr/en/observations/sss/).

The track crosses the southern part of the SEAS box

(Fig. 1). The asset of this along-track climatology is that

the data coverage is much more satisfactory, given the

small size of the SEAS, than in the gridded field of

Levitus (1998). Hence, validating the model SSS against

this along-track climatology is more meaningful. Over

the SEAS portion of the track, the RMSD between

IX10 SSS and DEF SSS is 0.47 psu, which we believe is

a reliable estimate of the DEF SSS quality; we consider

this an acceptable error bar. However, we notice that a

significant part of the water flow from the Bay of Ben-

gal to SEAS goes through the Pamban Pass between

India and Sri Lanka (see Fig. 1). As in Han and Mc-

Creary (2001), our model transport reaches a peak

value of �1 Sv (1 Sv � 106 m3 s�1) through the channel

in November. That Han and McCreary (2001) used a

different model, with a different forcing strategy, shows

that this transport is a robust feature of the models

having an open strait between India and Sri Lanka.

One can wonder how realistic this “throughflow” value

and the resulting salinity pattern are. The bathymetric

chart of the Naval Hydrographic Office, India, shows

that the strait is �0.5 m deep on average and �50 km

wide. Given the along-channel maximal southward

wind speed of �10 m s�1 (Luis and Kawamura 2000)

and assuming that the bottom sediments roughness is

very small, a rough calculation shows that the equilib-

rium velocity in the strait cannot exceed 1 m s�1. This

implies that our model overestimates the transport

through the strait by two orders of magnitude.

2) EFFECT OF PAMBAN PASS FLOW

Since the actual transport through Pamban Pass is

negligible compared to the DEF run transport, we close
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FIG. 2. Evolution of SSS in the southeastern Arabian Sea from November to January for (first row) the Levitus (1998) dataset,

(second row) the DEF run, (third row) the PC run, and (fourth row) the PCRG run. Isocontours are every 0.5 psu. Only isocontours

above 30 psu are drawn.
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it in the model. The resulting run is named “Pamban

Pass Closed” (PC) and its SSS is presented in Fig. 2

(third row). Consistently with the conclusions of Han

and McCreary (2001), we note a less pronounced inflow

of freshwater into the SEAS. For instance, unlike in

DEF, the 34-psu isohaline no longer reaches the west-

ern coast of India in PC. Closing the Pamban Pass raises

the SEAS SSS RMSD between Levitus (1998) (IX10)

and the model to 0.81 psu (0.49 psu). Since the PC

bathymetry is more realistic than DEF bathymetry, that

the simulated SSS is poorer in PC suggests that some

other zeroth-order problems remain in the model. It

could be the physics itself that is not resolved accurately

enough. Typically, it is believed that a significant part of

the Arabian Sea and Bay of Bengal exchange of salt

occurs through the Indian coastal currents (Jensen

2001). These currents are trapped at the coast within

one Rossby deformation radius (Shankar et al. 1996),

that is, � 100 km at 10°N, and our model grid size of 55

km might be too large to resolve them accurately. It

could also be that the salinity advected by the currents

is erroneous owing to incorrect interior ocean forcing

by precipitation and evaporation fluxes (Yu and Mc-

Creary 2004). Incorrect salinity forcing at the coast by

river runoff could also be held responsible for the er-

roneous salinity modeled (Han et al. 2001). It is this last

possibility that we investigate next.

3) EFFECT OF RUNOFF FORCING

Even though a considerable part of the Indian sub-

continent rainfall occurs south of 15°N (Xie and Arkin

1997), none of the corresponding watersheds is ac-

counted for in the UNESCO (1996) product used in

DEF and PC (Fig. 3a). The recent study by Yu and

McCreary (2004) suggests that these south India run-

offs could be an important forcing factor of the north-

ern Indian Ocean SSS. We test the impact of this runoff

using the more comprehensive runoff dataset of Fekete

et al. (2000) (Fig. 3b; available from A. Dai’s Web site

at http://www.cgd.ucar.edu/cas/adai/data-dai.html),

which is based on the discharge dataset from the Global

Runoff Data Centre (GRDC). The annual mean runoff

integrated over the northern Indian Ocean amounts to

5.96. � 10�2 Sv (9.68 � 10�2 Sv) in UNESCO (GRDC)

product. The resulting run forced with GRDC product

is named “Pamban Pass Closed and Runoff from

GRDC” (PCRG). PCRG SSS is presented in the fourth

row of Fig. 2. As expected, switching to this more com-

prehensive runoff has an overall freshening impact on

the basin. The fresh tongue originating from the bay

and entering the SEAS has roughly the same pattern in

PCRG and in PC, but it is significantly fresher in

PCRG. The SEAS SSS RMSD between Levitus (1998)

(IX10) and PCRG is reduced to 0.69 psu (0.43 psu).

Though there is still some possibility of improving the

model SSS in the SEAS, maybe by increasing the model

resolution, this is beyond the scope of the present pa-

per. In particular, that PCRG yields the best statistics of

the entire set of simulations as compared to IX10 cli-

matology gives us some confidence in using it for in-

vestigating the salinity effects it simulates. Hence, in the

rest of the paper, we use only PCRG.

3. Barrier layer simulated by the model

As mentioned in the introduction, the SEAS is

known for the occurrence of a large-scale, consistent

temperature inversion in the upper ocean during winter

(e.g., Shankar et al. 2004). This feature, being stable at

seasonal time scale, implies that it is associated with a

sharp haline stratification of the warm layer, that is, a

BL. The BL thickness in the SEAS is �40 m from

January to March (Rao and Sivakumar 2003, hereafter

RS03). We define the BL thickness in our model out-

puts by computing the difference between the depth at

which temperature becomes cooler than SST � 1°C and

the depth at which the salt effects on density are

equivalent to this 1°C drop, as in RS99. As in Durand

et al. (2004), our model simulates a BL in the SEAS in

qualitative agreement with the observed pattern of

RS03, with a thickening in January and a collapse in

April (not shown). However, one must be very cautious

in attempting to validate the BL pattern in the model

with RS03 estimates, as the available salinity subsurface

FIG. 3. Distribution of (a) UNESCO and (b) GRDC runoffs

used to force the model. Square’s area is proportional to runoff’s
magnitude.
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observations available at that time did not allow them

to depict the BL at the scale of our area of interest.

Hence, we decided to consider the latest BL climatol-

ogy assembled by de Boyer Montégut (2007a, hereafter

BMLC). This climatology differs from RS03 in that it

includes the latest conductivity–temperature–depth

(CTD) profiles due to the Array for Real-Time Geo-

strophic Oceanography (ARGO) program. Even

though the data coverage is far from sufficient (see in

particular the central SEAS; Fig. 4b), it is much better

than the previous available climatologies. Also, BMLC

computed BL thickness on a profile-wise basis whereas

RS03 computed it from gridded fields of temperature

and salinity. It has been shown that BL thickness com-

puted from gridded temperature and salinity observa-

tions can be somewhat erroneous (de Boyer Montégut

et al. 2004). Our model BL thickens in the SEAS during

December (not shown; see D04, their Fig. 2). At the

end of December, the core of the BL patch is located at

8°N, 73°E and its maximum thickness reaches 70 m

(Fig. 4a). It extends zonally from Indian and Sri Lankan

west coasts to about 70°E. The observed pattern (Fig.

4b) is in broad agreement with the model, but there are

still data gaps at the scale of the SEAS that prevent a

thorough validation of BL thickness. Interestingly, the

western and eastern edges of the thick BL patch are

fairly well sampled by the available CTD profiles, and

these BL thickness gradients are well positioned by the

model. Nonetheless, the model BL thickness is signifi-

cantly larger than the 20 m of the observed climatology.

The reason for this is not clear. On the one hand, it

suggests that the model probably overestimates the BL

thickness. On the other hand, the limited amount of

temperature and salinity profiles available to BMLC

over the area of interest leaves open the issue of the

realism of the BL thickness they mapped. First, exam-

ining the individual profiles they used, it appears that a

40-m-thick BL can easily occur at some time (not

shown). Second, the typical thickness of the tempera-

ture inversion layer reported by TG92 is �35 m, com-

parable to the thickness during winter 2002/03 (Shankar

et al. 2004, their Fig. 3). The tropical oceans are known

to be free of compensated layers, in the sense that the

subsurface temperature maximum is not likely to be

associated with a subsurface salinity maximum

(BMLC). This means that the thickness of the tempera-

ture inversion layer can be considered as a lower bound

for barrier-layer thickness. This also pleads for a typical

value of the BL thickness of about 40 m in the real

ocean. Overall, that the model captures the BL reason-

ably well enables us to use it to analyze the processes

underlying its formation.

4. Barrier-layer formation process

Based on observational studies and the lack of sur-

face cooling in the SEAS, TG92 and Shankar et al.

(2004) suggested that the surface waters are cooled en

route to the SEAS. We test this hypothesis in this sec-

tion. We do this using an Eulerian analysis of the BL

formation process and a Lagrangian tracking of the wa-

ter masses involved in the BL formation.

a. Eulerian approach

Figure 5a presents the longitude–time evolution of

BL thickness along the zonal axis of the patch (around

6°N) discussed in the previous section. It appears that

the BL thickening is swift throughout the section, the

thickness jumping from �0 to 50 m in a few days. The

westward progression of the BL thickening shows a co-

herent propagation pattern. This BL thickening is

caused both by the rise of the top of pycnocline (Fig.

5b) and by the deepening of the top of thermocline

(Fig. 5c). The latter occurs some 1 to 2 weeks later,

however, and is more continuous in time. This is sug-

gestive of two different dynamic processes acting at the

bottom of the mixed layer and at the bottom of the

isothermal layer. Why does the top of pycnocline shoal

and the top of thermocline deepen? The longitude–
time evolution of temperature and salinity (Fig. 6) of-

fers an insight into this issue. Evolution of salinity in the

upper layer (0–30 m, representative of the mixed layer)

closely resembles the BL thickness pattern, with a rapid

drop of �2 psu starting in the east and coherently pro-

gressing westward (Fig. 6a), as in the observations

(Shankar et al. 2004). The mixed layer temperature

gradually decreases during the period, again following a

predominant east to west march (Fig. 6b). As such, it

acts to densify the mixed layer and does not participate

in the shoaling of the pycnocline. Temperature varia-

FIG. 4. (a) Simulated barrier-layer thickness on 29 December.

Isocontours are every 10 m. Only values above 30 m are plotted.

(b) Observed barrier-layer thickness for December. Isocontours

are every 10 m. Observations locations are marked with crosses.

Note the different gray scales in (a) and (b).
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tion of the 30–80-m layer (representative of the BL)

appears well correlated with the depth of top of ther-

mocline (cf. Fig. 5c and Fig. 6c). This layer warms by

about 0.6°C in 1.5 months, and the warming again

propagates westward. Visual comparison of Figs. 6b

and 6c clearly shows that the entire section exhibits a

marked (�0.2°C) temperature inversion from late De-

cember onward. It is this inversion that, along with sur-

face heating by air–sea fluxes, drives the premonsoonal

SST buildup in the forthcoming months (D04). The in-

version also propagates westward, as suggested by

Shankar et al. (2004) based on XBT observations along

10°N. Overall, the variations of temperature and salin-

ity in the density-mixed layer and in the pycnocline

suggest the following scenario: the top of pycnocline

shoals owing to the arrival of fresh (though relatively

cold) water at the surface; a few days later, the top of

thermocline deepens owing to the appearance of warm

water at subsurface levels. The combination of the two

processes builds up the temperature inversion.

At this stage, one cannot discriminate between ad-

vective, wave-induced, or locally forced processes to

explain the drastic change in the thermohaline structure

simulated. To unveil this, we investigate the evolution

of zonal and vertical velocity over the area (Fig. 7). We

present the zonal current along 5°N in order to better

understand the evolution of the thermodynamics along

6°N because of the known moderate northward trans-

port associated with the Winter Monsoon Current

(WMC) over the SEAS at this time of the year (Schott

and McCreary 2001; Shankar et al. 2002). The zonal

current exhibits the same pattern as upper-layer salinity

variation, with a westward current of �0.4 m s�1 propa-

gating westward. We know that this area is affected by

FIG. 6. Longitude–time plot of simulated (a) salinity in the 0–30-m layer, (b) temperature in the 0–30-m layer, and (c) temperature

in the 30–80-m layer along 6°N. Isocontours are every 0.4 psu and 0.2°C. Grayscale is the same for the two temperature plots.

FIG. 5. Longitude–time plot of simulated (a) barrier-layer thickness, (b) depth of top of pycnocline, and (c) depth of top of

thermocline along 6°N. Isocontours are every 10 m.

15 MAY 2007 D U R A N D E T A L . 2115



Rossby wave packets originating from the west coast of

India (McCreary et al. 1993). Shankar and Shetye

(1997) demonstrated that this westward-propagating

westward current along 5°N can be explained in a linear

framework, and that it is basically driven by the col-

lapse of the winds along the east coast of India a few

months earlier. We estimated the propagation speed of

the zonal current at 0.34 m s�1. This is roughly consis-

tent with the phase speed of 0.38 m s�1 of the first

baroclinic mode Rossby waves computed by Brandt et

al. (2002) from hydrographic cruises along 8°N. This

westward current seems to be responsible for the ad-

vection of the fresh salinity tongue in the upper layer

from the east to the west. The vertical velocity at the

bottom of the mixed layer exhibits a distinct pattern,

though characterized by a marked westward propaga-

tion at the same speed as well (Fig. 7b). It presents two

successive downwelling bursts, one originating at the

eastern edge of the section in late November and the

other lagging by about 3 weeks. The duration of the

downwelling events (about two events of 15 days each)

and their order of magnitude (about 40 m month�1) is

likely to account for the warm water transfer from the

upper (0–30 m) to the underlying (30–80 m) layer. The

next section aims at giving clearer insight into the re-

spective part played by advective and wave-driven pro-

cesses in the formation of the BL.

b. Lagrangian analysis

To trace back the water masses involved in the BL

formation process, we use the offline Lagrangian tra-

jectory analysis tool of Blanke and Raynaud (1997). To

do so, we initialize one batch of 36 particles in the

mixed layer (ML) and another batch in the BL on 29

December. The particle positions are defined as one

per model grid point in the box (6°–7.5°N, 71°–75°E)

(Fig. 8) encompassing the patch of thick BL at this time

(Fig. 4a). Their depth is 15 m (55 m) for the ML (BL)

batch. At this time, we integrate the particle trajectories

backward in time for 3 months. Our approach is

complementary to the modeling studies of Bruce et al.

(1994) and Jensen (2001), who analyzed the water mass

exchanges between Arabian Sea and Bay of Bengal by

tracking passive tracer transport in their circulation

models. They released the tracer in the upper layer of

the northern Bay of Bengal, and let it be advected by

the model currents forward in time. Bruce et al. (1994)

in particular suggested that SEAS surface water in mid-

January has its origin in the Bay of Bengal three

months earlier. Our backward-in-time Lagrangian ap-

proach allows tracing not only the trajectory but also

the thermal and haline conditions of the particles char-

acteristics along their streamlines (Blanke et al. 1999).

The ML batch undergoes an upwelling process over

the 3 months (late September to late December), all

particles originating from depths of about 30–50 m (Fig.

9a) irrespective of their geographical origin. It turns out

that 1/4 of the particles come from East India Coastal

Current, 1/4 come from the southwestern Bay of Ben-

gal, and 1/2 recirculate in the SEAS. Figure 9b shows

that after these three branches merge, the surface water

mass is significantly cooled in the WMC south and east

of Sri Lanka. The cooling takes place in late November

(not shown). The bulk formula calculation of the heat

fluxes by our model yields a pronounced (�20 W m�2)

net heat loss in the area in November. This could be

linked with the local maximum of cloudiness over the

area from October to November (Berliand and

Strokina 1980).

The net heat flux estimated by Josey et al. (1996),

however, remains positive (� 30 to 40 W m�2) south

and east of Sri Lanka in November. The cooling in this

climatology, as also in the climatology of Rao and Si-

vakumar (1999), occurs instead in the western Bay of

Bengal in November and off the southern tip of India

and west of Sri Lanka, in December (Shankar et al.

FIG. 7. Longitude–time plot of simulated (a) zonal current in the

0–30-m layer along 5°N and (b) vertical velocity at 30 m along

6°N. Isocontours are every 0.1 m s�1 and 20 m month�1, respec-

tively.

FIG. 8. Layout of the Lagrangian particles traced back in the

model. ML batch is released at 15 m (black stars); BL batch is

released at 55 m (gray stars).
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2004). The cooling in the western Bay of Bengal in

November can cool only the low-salinity waters that

originate in the northern Bay of Bengal (1/4 of the

particles). The cooling south of India and west of Sri

Lanka was identified by Luis and Kawamura (2000) to

explain the 1.2°C SST drop they observed there during

the second half of December. The reason why the

model fails to simulate the cooling over this area ap-

pears to stem from its wind stress forcing flux, which is

too weak to drive significant latent heat loss at ocean

surface (not shown). This latent heat flux can cool the

particles originating in the southwestern Bay of Bengal

(1/4 of the particles) and cool further the waters from

the northern Bay of Bengal. This cooling, however,

does not impact the SEAS SST much in the model

because the BL effects and local surface heating by

air–sea fluxes in the SEAS rewarm the surface in the

following 4 months (D04).

The BL batch presents a completely different behav-

ior. About 2/3 of the particles are downwelled locally

(Fig. 9c), and the downwelled water mass has been

warm (over 28.5°C) for at least the 3-month-long pe-

riod of the tracking experiment (Fig. 9d).

Although the primary purpose of our study is to as-

certain the BL buildup mechanism, it is tempting to

investigate the temperature inversion formation pro-

cess. To trace back the origin of the temperature inver-

sion, we go back to the layout of the Lagrangian par-

ticles (Fig. 8): on 29 December, at each of the 36 posi-

tions (latitude, longitude) selected, we had a couple of

FIG. 9. Characteristics of Lagrangian particles along stream-

lines, during the 3-month-long backward integration starting

on 29 December. (a) Depth of ML batch (in m). (b) Tempera-

ture of ML batch (in °C). (c) and (d) Same as in (a) and (b),

but for BL batch. (e) Temperature difference particle to par-

ticle (ML temperature � BL temperature) plotted along ML

streamlines (in °C).
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Lagrangian particles, one being part of ML batch situ-

ated at 15 m, and another being part of BL batch situ-

ated at 55 m. It turns out that at this time, for each of

the 36 particle couples, the ML particle is cooler than

the underlying BL particle. Where and when does this

temperature inversion come from? To get insight into

this, we computed the temperature difference (ML –
BL) for each of the 36 particle couples, and plotted it

along the ML streamlines (Fig. 9e). It appears that the

temperature inversion mostly has its origin in Novem-

ber, east and south of Sri Lanka. It is generated by the

surface cooling mentioned above. The magnitude and

location of the temperature inversion in the model has

been extensively validated in the SEAS (D04). It gives

some confidence in the fact that, somehow, the surface

water mass originating in the Bay of Bengal does un-

dergo a cooling en route to SEAS. The latest available

climatologies locate a prominent cooling in December

west of Sri Lanka and south of India. This feature ap-

pears as a good candidate to account for the tempera-

ture inversion formation, as it is located downstream of

the junction of the three branches of the surface circu-

lation bound for the SEAS.

5. Concluding remarks

In this study, we used a numerical model to investi-

gate the salinity effects in the SEAS. A preliminary step

was to ensure that the salinity field simulated by the

model is realistic enough. This required closing the

Pamban Pass between India and Sri Lanka, and intro-

ducing a comprehensive runoff forcing throughout the

northern Indian Ocean coasts. Then we investigated

the BL formation process in the SEAS in winter, fol-

lowing successively an Eulerian and a Lagrangian ap-

proach. The two approaches appear complementary

and provide the mechanism illustrated by Fig. 10 for the

BL formation. In November, three branches of the up-

per-ocean circulation merge in the southwestern Bay of

Bengal. Soon after, the water mass is cooled by atmo-

spheric heat fluxes en route to SEAS. The exact mag-

nitude, timing, and location of this cooling remains a

matter of debate, as the model is basically inconsistent

with independent estimates of ocean–atmosphere heat

fluxes. It is however conducive to the temperature in-

version buildup in late December in the SEAS. Indeed,

the cooled and fresh surface water mass is advected by

the westward-propagating westward currents associ-

ated with a Rossby wave front originating from the

Indian and Sri Lankan west coasts. At the same time,

the warm and saline SEAS surface water is downwelled

by two successive Rossby wave fronts. The simultaneity

of arrival of fresh and cool Bay of Bengal water and

downwelling of warm and salty Arabian seawater in the

SEAS in late December provides the perfect ground for

the temperature inversion buildup, sustained by the

thick BL. One should be cautious, however, with regard

to the thickness of the BL simulated by the model: as it

is very hard to validate from in situ observations, the

present study should be considered as qualitative rather

than quantitative. It means that our model simulation

sheds light on the sequence of events leading to BL

buildup, rather than on the magnitude of the individual

processes synthesized in Fig. 10. The BL is annihilated

before the onset of the summer monsoon by upwelling

Rossby wave fronts, which are also radiated from the

west coasts of India and Sri Lanka, and by the arrival of

high-salinity waters from the north; these processes are

also forced remotely (Shenoi et al. 2004, 2005). Thus,

two sets of processes, which act oppositely but are

forced similarly by the annual cycle of winds, freshwa-

ter runoff from rivers, and precipitation and evapora-

tion over the ocean, act to form the barrier layer during

winter and then to annihilate it as the summer monsoon

sets in. In between, the dynamics of the region ensure

that the low-salinity waters, the temperature inversions,

and even the currents themselves shift westward across

the SEAS owing to Rossby wave radiation from the

west coasts of India and Sri Lanka. We also know that

the BL reinjects heat trapped at subsurface levels into

the surface ML (D04). This is conducive to the buildup

of the warm pool, with SSTs exceeding 30°C in May

prior to summer monsoon onset. It is believed that the

thermohaline structure of the SEAS warm pool is cru-

cial to the coupled ocean–atmosphere interactions trig-

gering summer monsoon onset (Masson et al. 2005).

Given the vulnerability of populations surrounding the

FIG. 10. Schematic of the barrier-layer formation process.
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northern Indian Ocean to summer monsoon rainfall

supply, understanding the year-to-year variability of

summer monsoon onset process, and in particular its

timing, is a key issue. Drawing a link between the SEAS

thermodynamics and the wave-driven circulation of the

northern Indian Ocean, our study suggests that the pic-

ture should be predictable to some extent. Investigating

the year-to-year variability of the mechanism revealed

by this study in a climatological framework will be the

next stage of our investigations.
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