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Modeling the polaronic nature of p-type defects in Cu,0O: The failure
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The exact nature of the hole traps reported deep in the band gap of Cu,O has been a topic of
vigorous debate, with copper vacancies and oxygen interstitials both having been proposed as the
relevant defects. In this article, the electronic structure of acceptor-forming defects in Cu,O, namely,
copper vacancies and oxygen interstitials, is investigated using generalized gradient approximation
(GGA) and GGA corrected for on-site Coulombic interactions (GGA + U). GGA produces notionally
semimetallic defect complexes, which is not consistent with the experimentally known polaronic
nature of conduction in Cu,O. GGA+U also predicts a semimetallic defect complex for the
“simple” copper vacancy but predicts the “split” vacancy and both oxygen interstitials are
characterized by localized polarons, with distinct single particle levels found in the band gap. For
both methods, however, the positions of calculated transition levels are inconsistent with
experimental ionization levels. Hence neither GGA nor GGA+ U are successful in modeling p-type
defects in Cu,O. © 2009 American Institute of Physics. [doi:10.1063/1.3231869]

I. INTRODUCTION

Cuprous oxide (Cu,0) is an abundant, low cost, non-
toxic semiconductor material with a direct band gap of 2.17
eV.!' Interest in this prototypical p-type conducting oxide is
due to its potential use for photovoltaic powercell
applications2 and as a possible p-type host for dilute semi-
conductor ferromagnetism when doped with magnetic ions.?
The recent explosion of interest in p-type transparent con-
ducting oxides (TCOs) such as CuMO, (M=Al, Cr, B, Ga,
In) (Ref. 4) and SrCu,0, (Ref. 5) has also refocused atten-
tion on the chemistry of Cu(I) oxides, as the p-type proper-
ties of these materials are thought to be similar.

p-type conduction in Cu,O is caused by oxygen excess,
which results in the formation of hole (acceptor) states above
the valence band.® The valence bands of most wide band gap
metal oxides are composed of O 2p states, leading p-type
doping to often result in localized oxygen holes deep in the
band gap, associated with poor p-type conduction. In Cu,O,
the top of the valence band is dominated by Cu 3d states,
with some O 2p mixing.7 Upon hole formation, oxidation of
3d" Cu(I) to 3d° Cu(Il) occurs, with the corresponding ac-
ceptor levels being formed primarily on the Cu d states.®

The band gap of Cu,O is not sufficiently large for trans-
parency in the visible spectrum (band gaps greater than 3.1
eV ensure transparency), making Cu,O itself unsuitable for
TCO applications. The small band gap is thought to be due to
the three-dimensional interactions between 3d'? electrons on
neighboring Cu(T) ions.” These three-dimensional interac-
tions are a consequence of the crystal structure, which can be
constructed as two interpenetrating cristobalite lattices,'*!!
as shown in Fig. 1. It was proposed by Kawazoe et al. that
maintaining the p-type nature of Cu,O is necessary for the
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development of Cu-based p-type TCOs, and this was incor-
porated in a set of design rules for TCOs, called the “chemi-
cal modulation of the valence band.”'? This approach aims to
maintain the valence band properties of Cu,O while increas-
ing the band gap by alloying with other oxides, such as
Al,O3 or SrO, to form CuAlO, or SrCu,0,, respectively.
These ternary oxides decrease the dimensionality of the
Cu—Cu interactions, resulting in band gaps large enough for
TCO applications.5’l3’14 The defect chemistry of Cu,O and
these technologically useful daughter compounds is expected
to be similar; thus developing an understanding of the p-type
behavior of Cu,0 is an important step toward understanding
the chemistry of Cu-based TCOs.

Although the p-type conduction properties of Cu,O have
been studied extensively for decades,ls_19 the exact nature of
the hole states found in the forbidden energy gap of Cu,O
has been a source of much controversy, with acceptorlike
states being reported in the range 0.12-0.70 ev. 20 Deep
level transient spectroscopy (DLTS) has shown the presence
of hole traps 0.40-0.55 eV above the top of the valence band
maximum (VBM).?*?® These hole traps have been attributed
to structural anomalies such as CuO “islands.”® Similar con-
clusions were reached regarding the acceptor levels in DLTS
study of Cd-doped Cu20.29

A recent DLTS study, with a broader temperature range
of 100-350 K, reported two trap levels.”” The first trap at
0.45 eV above the VBM was attributed to copper vacancies,
while a second trap at 0.25 eV was tentatively assigned as a
Cu divacancy. The trap at 0.25 eV becomes the dominant
feature with increasing oxygen flow rate, possibly indicating
that the formation of Cu divacancies is facilitated by increas-
ing Cu monovacancy formation. The authors excluded the
possibility of the trap at 0.25 eV being due to oxygen inter-
stitials, as they reasoned interstitial oxygen would be un-
likely to act as an acceptor.

© 2009 American Institute of Physics

Downloaded 01 Mar 2010 to 134.226.112.43. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp


http://dx.doi.org/10.1063/1.3231869
http://dx.doi.org/10.1063/1.3231869
http://dx.doi.org/10.1063/1.3231869

124703-2 Scanlon, Morgan, and Watson

(]

FIG. 1. A 3 X3 X3 supercell of cubic Cu,O showing the two interpenetrat-
ing cristobalitelike structures. Dark blue and light blue spheres indicate the
copper atoms associated with the different cristobalite sublattices, and the
red spheres are oxygen.

Deep acceptor states are also observed with photoin-
duced current transient spectroscopy, with the defect states
having activation energies ranging 0.12-0.63 eV above the
VBM.” The acceptor state at 0.63 eV was assigned as a
copper vacancy defect with an acceptor-type charge state.
None of the other defect levels were assigned.

The presence of more than one acceptor level has also
been noted by Pollack and Trivich.’ Samples of cuprous
oxide were prepared using a high-temperature equilibration
and quenching technique designed to “freeze in” any nons-
toichiometry. For a sample equilibrated at 1373 K at an oxy-
gen partial pressure placing its composition in a region near
the CuO-Cu,0 phase boundary, an acceptor level at 0.4 eV
was found, but the relevant defect was not assigned.zo An-
other sample was equilibrated at 1373 K, at an oxygen partial
pressure placing it near the Cu—Cu,O phase boundary, and
two acceptor levels were found. Only one could be accu-
rately resolved at 0.16 eV above the VBM.?® The nature of
this defect level was again not assigned. An acceptor defect
level at 0.16 eV has also been reported in a photolumines-
cence study of polycrystalline n-type Cu,O, but this defect
level was not assigned since previous studies had shown that
copper vacancies give much deeper acceptor levels.”

The existence of multiple acceptor levels was given fur-
ther support in a study of the Poole-Frenkel (PF) conduction
mechanism of Mo—Cu,O—Au thin film structures,22 which
suggested that PF conduction is governed by two tempera-
ture dependent mechanisms. In the low-temperature range of
78-230 K, conduction is due to a field assisted lowering of
the ionization energy of an acceptor level 0.12 eV above the
VBM, and in the range of 231-321 K conduction is related
to an acceptor level at 0.70 eV.? The nature of these distinct
acceptor levels was not discussed.

Additional studies include those of Peterson and Wiley
and Porat and Reiss.’ In the former, a defect model involv-
ing copper vacancies, holes, and singly ionized oxygen inter-
stitials was obtained by fitting to tracer diffusion data and the
conductivity data of Maluenda et al."® combined with the
stoichiometry data of O’Keefe and Moore.'”*! Porat and Re-
iss studied the defect chemistry of Cu,_,O at elevated tem-
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peratures and suggested that above 1150 K the dominant
ionic defect is the doubly charged oxygen interstitial,
whereas at temperatures below 950 K the singly charged
copper vacancy dominates.™

The existence of defect levels in Cu,O systems is there-
fore not in doubt, although the source of these acceptor lev-
els still remains uncertain. It has been known for decades
that Cu,O conducts via a polaronic, hole-hopping
mechanism,”*>*  which is governed by an activated
Arrhenius-type behavior.'>!185 Thig type of conductivity is
consistent with localized single particle levels (SPLs or raw
eigenvalues of the hole states) deep in the band gap of the
material.

Cu vacancies in Cu,O have not received much theoreti-
cal attention.’*’ Wright and Nelson studied the energetics
of Cu vacancies in Cu,O using density functional theory
(DFT)-local density approximation (LDA), finding that a
“simple” vacancy, V,, in which one Cu is removed leaving
two three-coordinate oxygen atoms, is less stable than a
“split” vacancy, V{P', where one remaining Cu moves to-
ward the simple vacancy and into a tetrahedrally coordinated
site.*® Divacancies were also examined but only to compen-
sate for the substitution of Al or In into a Cu position, and
the electronic structure of these defects was not analyzed.36

Cu vacancies were also studied by Nolan and Elliot us-
ing DFT within the generalized gradient approximation
(GGA) and with GGA supplemented by an on-site Coulomb
correction (GGA+U).%” For both GGA and GGA + U (where
a U of 7 eV was applied to the Cu d states), a delocalized
state was reported for the simple vacancy, with the defect
band crossing the Fermi level, giving a metallic system.
Based on the equivalence of the GGA and GGA+ U results
for the simple vacancy it was argued that GGA+ U is unnec-
essary for modeling Cu vacancies in Cu,O. The split vacancy
was also described as corresponding to a delocalized state,
although no detailed analysis of the electronic structure was
presented. The simple vacancy was 0.06 eV more favorable
than the split vacancy. The authors interpreted their results as
showing the presence of an acceptor level at 0.2 eV and were
suggested to be consistent with the hole traps seen at 0.45—
0.55 eV in DLTS experiments.%’29 Transition levels were not
calculated, however, and the presented band structures show
a spin-paired system with the Fermi level 0.2 eV below the
top of the VBM, with no empty states in the gap. It appears
that this analysis compares a calculated SPL to the experi-
mental transition level, even though they are distinctly dif-
ferent properties.40 The formation of oxygen interstitials was
not considered in this work.

Raebiger et al. employed GGA, with a GGA+ U correc-
tion to the energetics, to study Cu vacancies in CuZO.38 They
proposed cation vacancies as the most likely cause of p-type
conduction due to the preferential formation of this defect.
The calculated transition level for the simple V., was
~0.28 eV, which compares well to the trap at 0.25 eV in the
DLTS study of Paul et al. *7 1t should be noted, however, that
these calculated levels are subject to a rigid shift of 0.32 eV
applied to the VBM of the GGA calculation, derived from a
reference bulk calculation using GGA+U with U=5 eV ap-
plied to the Cu d states, without which the transition levels
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would be resonant in the valence band. It was postulated that
the most probable explanation for the deep hole trap levels
reported in the literature is the presence of interstitial oxy-
gen. Detailed electronic structures were not reported for the
simple and split vacancies or for the oxygen interstitial.

Soon et al. used GGA to study the formation of defects
in the bulk and on the surfaces of CuQO.39 In the bulk, the
formation of Cu vacancies was favorable under all condi-
tions but the calculated transitions levels for the Cu vacancy
and the split vacancy were in the valence band. The same
shift of 0.32 eV was applied to the transition levels as used in
the study by Raebiger et al.*® making their transition levels
appear in the band gap. This study did not consider CuO
formation as the limit of Cu-poor/O-rich growth conditions,
and thus the Cu-poor/O-rich results are probably for an un-
physical composition.39

From both the previous experimental and theoretical
work, it is clear that there is a pressing need for a re-
examination of these defect levels within the band gap of
Cu,0. In this article we attempt to answer two questions: (i)
Can GGA or GGA+U reproduce the polaronic nature of de-
fective Cu,O, with distinct localized defect SPL? (ii) Can
either method successfully reproduce deep acceptor levels
seen experimentally, and thus elucidate the nature of these
levels? We present a comprehensive first principles examina-
tion of the electronic structure and geometry of acceptor-
level-forming defects in Cu,O using GGA and GGA+U. We
find the following: (i) for the first time in a DFT-based study
of Cu,O distinct acceptor level bands split off from the va-
lence band for the split vacancy and oxygen interstitials us-
ing GGA+ U, thus reproducing the expected polaronic nature
of the system, (ii) the application of a rigid shift to the GGA
calculated transition levels is not equivalent to the applica-
tion of a +U correction in all calculations, and its use there-
fore can give misleading results, and (iii) the positioning of
calculated transition levels for the defects investigated using
both GGA and GGA+U cannot reproduce the experimen-
tally seen hole trap positions due to the partially delocalized
nature of these defect states, and hence neither GGA nor
GGA+U are sufficient to model these acceptorlike states in
CUZO.

Il. THEORETICAL METHODS

The periodic DFT code VASP (Refs. 41 and 42) was em-
ployed for all our calculations, in which a plane wave basis
set describes the valence electronic states. The
Perdew—Burke—Ernzerhof* (PBE) gradient corrected func-
tional was used to treat exchange and correlation. Interac-
tions between the cores (Cu:[Ar] and O:[He]) and the va-
lence electrons were described wusing the projector-
augmented wave* method. The defect calculations were
fully spin polarized to describe the unpaired electrons pro-
duced upon defect formation.

Structural optimizations of bulk Cu,O were performed
using GGA and GGA+U at a series of volumes to calculate
the equilibrium lattice parameters. The U value applied to
the Cu d states was 5.2 eV, which closely reproduces the
X-ray photoelectron spectroscopy valence band features of
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Cu,0 (Refs. 6 and 45) and has also accurately reproduced
the valence band features of CuMO, (M=Al, Cr).***7 The
validity of the GGA+ U approach has been demonstrated in
providing improved descriptions of a wide range of localized
electronic defect systems including reduced cations*®! and
oxygen holes.”*™

In each case the atomic positions, lattice vectors, and
cell angles were allowed to relax, while the total volume was
held constant. The resulting energy-volume curves were fit-
ted to the Murnaghan equation of state to obtain the equilib-
rium bulk cell volume.” This avoids the problems of Pulay
stress and changes in basis set that can accompany volume
changes in plane wave calculations. Convergence with re-
spect to k-point sampling and plane wave energy cutoff were
checked, and for both methods a cutoff of 500 eV and a
k-point sampling of 8 X 8 X 8 were used. Structural optimi-
zations were deemed to be converged when the force on
every ion was less than 0.01 eV A~'. The minimum lattice
parameters for both GGA and GGA+ U were then used for
all subsequent reduced system calculations, with the same
calculation parameters and convergence criteria. Supercells
of 162 atoms were used in all defect calculations, with a 3
X3 X3 k-point mesh, centered at the I" point. The defects
considered are copper vacancies in both the simple and split
configurations,; V¢, and VE}“, and oxygen interstitials in oc-
tahedral and tetrahedral sites, O and Oget.

So that consistent energies could be used in the calcula-
tion of defect formation energies, GGA calculations were
performed on molecular oxygen, and GGA + U and GGA cal-
culations were performed on Cu metal and CuO using
equivalent convergence criteria and calculation parameters.

lll. DEFECT METHODOLOGY
A. Formation enthalpy of neutral defects

The formation enthalpy of a neutral defect can be calcu-
lated from

AH/(D,0) = (E(D,0) — E") + >, n.E; + nu;, (1)

where Ef is the total energy of the stoichiometric host super-
cell and E(D,0) is the total energy of the neutral (charge
state 0) defective cell. Calculations on the constituent ele-
ments of the material in their standard states, in this case O,
and Cu metal, give the elemental energies, E;, with n being
+1 or —1 if an atom is added to or removed from an external
reservoir.

Varying the chemical potentials, u; of each species can
reflect specific equilibrium growth conditions, within the
global constraint of the calculated enthalpy of the host; in
this instance Cu,0O. Using GGA+ U, with U applied to the d
states of all species containing Cu, this gives

2pcy+ Mo =AH;"20 =~ 155 eV.

The lower limit of ug, which would indicate a Cu-rich/O-
poor environment, is limited by Cu metal formation:
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Apc,=0 eV, Apug=-1.55eV.

The upper bound of ug (Cu poor/O rich) is limited by CuO
formation:

Mou+ Mo = AHF0=-136 eV,
giving
Apc,==-0.19 eV, Aug=-1.17 eV.

Similar chemical potential analysis using GGA gives
AH{C=-123 eV, AH{*®=-1.15 eV,
which produces a Cu-rich/O-poor environment with

Apc,=0 eV, Apug=-123 eV
and a Cu-poor/O-rich environment of
Apc,=-0.08 eV, Aug=-1.07 eV.

The formation energies of both CuO and Cu,O calculated
using GGA+U are considerably closer to the experimental
values of ~—1.60 and ~-1.73 eV, respectively, than their
GGA calculated counterparts.55 As the correct description of
CuO can be problematic for GGA,37 and even for GGA+U,
we have also tested the chemical limits using the experimen-
tal formation energies, as outlined in Secs. V B and VI B.

B. Formation enthalpy of charged defects
The formation enthalpy of a defect in a charge state g is
AH/(D,q) = AH/(D,0) + [ AEp + €l + Av(D)].  (2)

The last term in Eq. (2) is the Fermi energy Ep=AEp
+€€,IBM+AU(D), which ranges from the VBM (Ez=0 eV) to
the conduction band minimum (CBM) (Ez=2.17 eV). 5€BM
is the VBM eigenvalue of the host bulk and A, aligns the
VBM in the defective and stoichiometric supercells. This
alignment correction is necessary as ekpgy, for the stoichio-
metric supercell cannot be directly applied to the defective
supercell. This is due to the long range nature of the Cou-
lombic potential and the periodic boundary conditions of the
supercell approach.56 This is addressed by inspecting a core
level (in this case the O ls core states) in the supercell far
away from the impurity and aligning it with the core level in
the stoichiometric supercell to define the shift in the refer-
ence level, given by

Av(D) = éiIre,ls(D’q) - €

core,ls?

where €| (D,q) is the O ls core energy level of the fur-
thest O atom from the defect location, and €'’ isthe O 1s

core, s
core energy level of the bulk host.

C. Transition levels

Thermodynamic ionization (transition) levels of a given
defect, €5(g/q’), are defined as the Fermi level for which the
charge states ¢ and ¢’ have equal total energy. These transi-
tion levels can be calculated using
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TABLE I. Comparison of the lattice constant a, Cu—O bond lengths, and
fundamental band gaps (E,) of bulk Cu,O from previous theoretical and
experimental studies and those from the current GGA and GGA+U calcu-
lations. Bond distances and lattice parameters are given in A and E, is
measured in eV.

a Cu-O Eg
LDAa 4.18 . .
GGA-PBE® 4.29 1.86 0.47
GGA-PBE° 432 e 0.46
GGA-PBE* 431 e 0.43
GGA-PBE® 431 1.86 0.44
GGA-PBE+U © 4.28 1.85 0.67
Expt.f 427 1.85 2.17

dReference 38.
“This study.
‘Reference 59.

“Reference 36.
PReference 37.
“Reference 39.

U _ U '
ep(qlq’) = s (D’q), D4 (3)
q9 —q

and can be directly compared to the trap levels reported in
experiments where the final charge state can relax to its equi-
librium configuration after the transition.”” DLTS is therefore
an excellent spectroscopic technique with which to compare
our calculated transition levels.?”®

IV. GGA AND GGA + U BULK CU,0

Table I lists the calculated lattice parameters, equilib-
rium Cu-O bond distances, and fundamental band gaps for
the stoichiometric bulk Cu,O using GGA and GGA+U. The
GGA and GGA +VU lattice parameters and bond lengths are
in good agreement with previous GGA results’’ and with
known experimental values.”” The GGA band gap (0.44 eV)
is severely underestimated compared to experiment (2.17
eV),6 but this is a known feature of GGA/LDA functionals.*®
Although the addition of the +U correction increases the
band gap (to 0.67 eV), it is still severely underestimated.
This is to be expected as GGA + U should not be used to fit to
band gaps, except in the case where the VBM and CBM are
of the same localized orbitals, as in the case of Mott
insulators.®

V. GGA p-TYPE DEFECTS
A. Single particle levels

The SPL Fermi offsets (Fig. 2) for both V¢, and VI
show no distinct acceptor bands in the band gap. For both
vacancies the defect levels cross the Fermi level, giving
semimetallic defect complexes. Raebiger et al. suggested
that this delocalization of defect states is the main difference
between hole states in Cu(I)-based materials and hole states
in native n-type materials.”®

In typical n-type oxides such as ZnO, the O(p) dangling
bond states of V, occur deep in the band gap. In contrast,
the delocalized nature of the GGA SPLs for V, has been
interpreted by Raebiger et al. as holes residing in “delocal-
ized, valence-band-like perturbed-host states” (PHSs) and
not as split off “defect-localized” states.™ It was reported
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FIG. 2. Offsets of the hole SPL from the Fermi energy for the p-type defects
studied using GGA. The Fermi energy does not represent the VBM in the
cases of the oxygen interstitials.

that the dangling bond states of the unrelaxed V, are 4 eV
below the VB and “float up” to occupy a delocalized PHS
just above the VBM, thus giving rise to p-type conductivity.
Nolan and Elliot®” also found delocalized hole states pre-
dicted by their GGA calculations and similarly suggested this
explains the p-type conductivity in Cu,O. Delocalized SPLs
were also described by Soon et al.*® This description of me-
tallic defect-derived conductivity in Cu,O, however, is in
apparent contradiction to the activated, polaronic, hopping
mechanism identified experimentally.33’34 The relatively high
resistivity observed for bulk Cu,O of 35  cm (Ref. 61) is
also atypical for metallic-type conduction and suggests cau-
tion in interpreting the delocalized electronic states predicted
with GGA as the source of p-type conductivity.

For an interstitial in an octahedral site, O?Ct, GGA pre-
dicts that one defect band crosses the Fermi level and one
distinct acceptor level lies 0.25 eV above the VBM. For an
interstitial in a tetrahedral site, O}e‘, one defect band crosses
the Fermi level, and one acceptor level lies 0.29 eV above
the VBM. These results are again at variance with the known
polaronic nature of conductivity in Cu,0O, as the description
of the electronic structure of both oxygen interstitials using
GGA indicates semimetallic conductivity.

B. Energetics and transition levels

Figure 3(a) shows the calculated formation enthalpies of
all the intrinsic p-type defects for different charge states cal-
culated with GGA under Cu-rich/O-poor conditions. V, has
the lowest formation enthalpy; AH/(V,,0)=0.41 eV. The

formation energy of VSCplil is considerably higher with

u

Cu-rich/O-poor
—

Cu-poor/O-rich
.

Olucr
% split (,:3\

N

= Cu

—

Formation Energy (eV)

o
|
|
|
I
'y

v, |
|
0

(=)

I
E.- VBM (V)

—
QO
~

FIG. 3. Formation energies for intrinsic p-type defects in Cu,O in (a) Cu-
rich/O-poor conditions and (b) Cu-poor/O-rich conditions calculated using
GGA. The solid dots denote the transition levels €(¢/q’). The dashed and
the dotted lines indicate the position of the VBM and the CBM, respectively.
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AH/(VE 0)=1.24 eV. This is significantly different to the
results of Nolan and Elliott,”” who found Vcy to be only 0.06
eV more favorable than Vi, and to those of Raebiger ez al.
and Soon et al., who found V¢, to be 0.30 and 0.31 eV more
stable than VSCPJ“, respectively.%’39 The formation enthalpies
of O¢" and O} are 1.36 and 1.65 eV, and as such are con-
siderably higher in energy than the V,. This trend is main-
tained under Cu-poor/O-rich conditions. The formation en-
thalpy all defects is lowered, but V, and Vscpllit remain more
stable than the O;,. This is consistent with the results of
Raebiger et al. and Soon et al.*®® 1t should be noted, how-
ever, that neglecting the formation of CuO when defining the
limiting chemical potential means Soon et al. predicted that
under Cu-poor/O-rich conditions the formation energy of V¢,
is exothermic, indicating V, would form spontaneously.39
This is unsurprising since Cu,O is chemically unstable with
respect to CuO under these conditions, and the formation of
copper vacancies drives the system toward the more stable
CuO phase. Using the experimental formation energies for
Cu,0 and CuO, we find that only the oxygen interstitial for-
mation energy is strongly affected by the change in chemical
potential under both growth conditions, with increases in en-
ergy of ~0.5 eV in both cases. The formation energy of both
copper vacancies under Cu-poor/O-rich conditions are only
increased by ~0.06 eV. As these results clearly show that
the defect chemistry of Cu,O will be dominated by copper
vacancies, this change in the formation energy of the oxygen
interstitials is irrelevant.

The calculated €(0/-) transition levels for V, (0.01 eV)
and for VP (—0.04 eV) are not consistent with the trap
levels reported in the DLTS study of Paul et al. which are
0.25 and 0.45 eV above the VBM.?’ Such shallow (0/-)
transition levels would be indicative of a conduction process
that is thermally activated at room temperature and is not
consistent with the known activated nature of conduction in
Cu2O.15’16’18’35 The transition levels for the oxygen intersti-
tials are deep in the band gap, with the €(0/-) transition
levels at 0.16 and 0.34 eV and the e(—/-2) transition levels
0.43 and 0.65 eV above the VBM for O and O, respec-
tively. Raebiger et al. suggested that the deeper trap levels
(0.45 eV) as seen in DLTS experiments can be explained by
the €(0/-) transition levels of the Oim.38

VI. GGA+U p-TYPE DEFECTS
A. Single particle levels

The GGA+U description of V(, is similar to that for
GGA. The defect SPL again crosses the Fermi energy, pro-
ducing a semimetallic defect complex, Fig. 4, as noted pre-
viously by Nolan and Elliott.*” The GGA+U description of
Vscpl}it, however, is notably different to the GGA description.
The defect SPL for VP is split off from the VBM by 0.04
eV, indicative of a polaronic defect center and in better
agreement with the activated conduction behavior seen ex-
perimentally. Interestingly, Nolan and Elliot reported GGA
and GGA+U both predicted a delocalized description for
V?;pl}it.37 Their use of a larger value of U of 7 eV than the
present study, however, would suggest that the defect state
ought to be more split off than described here.
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FIG. 4. Offsets of the hole SPL from the Fermi energy for the p-type defects
studied using GGA+U. The Fermi energy does not represent the VBM for
the oxygen interstitials.

Both O and O produce two distinct acceptor SPLs
above the VBM, with one positioned deep in the band gap
and one in the conduction band. This is again more consis-
tent with an activated, polaronic conduction mechanism than
the GGA description. The position of the higher SPL bands
in the conduction band for both O and O is possibly an
artifact of the underestimated band gap typical of
GGA/GGA+U calculations.

B. Energetics and transition levels

The GGA+U calculated formation enthalpies of the de-
fects for Cu-rich/O-poor conditions are shown in Fig. 5(a).
Vo again has the lowest formation energy of AH/(V(,,0)
=0.92 eV. The formation energy of V' is AH/(VE!,0)
=1.66 eV, which is significantly higher than the energy pre-
dicted using GGA. This is in contrast to the previous LDA
study of Wright and Nelson®® and the GGA/GGA+U study
of Nolan and Elliott.”” O and 0% have formation energies
of 1.97 and 2.07 eV, respectively. Under Cu-poor/O-rich con-
ditions, the formation energy of the V, and Vfﬂit are lowered
to 0.73 and 1.47 eV, with the oxygen interstitial formation
energies shifted downwards to 1.59 and 1.69 eV for O} and
0¢“, respectively. Changing to the experimental formation
energies of Cu,O and CuO, we find that only the formation
energy of the oxygen interstitials are strongly affected with
increases of ~0.2 eV. Again these results clearly show that
the defect chemistry of Cu,O will be dominated by copper
vacancies, and as such this change in the formation energy of
the oxygen interstitials is irrelevant.

Cu-poor/O-rich

N

7
Cu

Formation Energy (eV)

0 i
(b)  E, - VBM (V)

FIG. 5. Formation energies for intrinsic p-type defects in Cu,O in (a) Cu-
rich/O-poor conditions and (b) Cu-poor/O-rich conditions calculated using
GGA+U. The solid dots denote the transition levels €(g/g’). The dashed
and the dotted lines indicate the position of the VBM and the CBM,
respectively.
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TABLE II. GGA and GGA+U calculated acceptor transition levels,
€s(q/q’), for the p-type defects investigated. AE is the shift of the GGA
+U transition level relative to the GGA transition level;, AE
=5 "qlq") - e Malq)).

VCu Vsplil O?Ct Otet
€(0/=)  €(0/-) €(0/-)  e(=/-2) €(0/-) el-/-2)
GGA 0.01 —0.04 0.16 0.43 0.34 0.65
GGA+U 0.10 0.08 0.59 0.77 0.75 1.06
AE 0.09 0.12 0.43 0.34 0.31 0.41

The calculated €(0/-) transition levels for Vi and V¢,
are 0.10 and 0.08 eV. Again, these transition levels are not in
agreement with the two trap levels reported from DLTS
studies.”” The €(0/-) transition levels of 0% and O are
0.59 and 0.75 eV, and the e(—/-2) transition levels are 0.77
and 1.06 eV. We find that the difference in transition levels
between GGA and GGA+U is not well represented by a
rigid shift, particularly when comparing calculated levels for
oxygen interstitials with those for copper vacancies (Table
II). The transition levels for the oxygen interstitials are too
deep to be associated with the hole traps observed at 0.45 eV
in the DLTS studies,27 at variance with conclusions
of Raebiger et al.®

VIl. DISCUSSION

With both GGA and GGA+U, V(, is the most energeti-
cally favorable p-type defect for Cu,O under all growth con-
ditions, and is therefore predicted to be the most likely
source of hole carriers in Cu,0. Vi is considerably higher
in energy with both methods, and O¢" and O'*" are unfavored
under all conditions and are therefore unlikely to be the
source of any conductivity.

The magnitude of the formation energy of the various
defects changes dramatically from GGA to GGA+U. Our
GGA calculated formation energy for V, is 0.41 eV, which
is close to the GGA result of Nolan and Elliott of 0.34 eV
(Ref. 37) (162 atom cell). The GGA formation energy of the
VIt was found to be 1.24 eV, which is considerably higher
than that of the V,. Nolan and Elliott reported that VP was
only 0.06 eV less stable than V, in a 48 atom cell.”" They
did not, however, report the formation energy for V‘gﬂit in a
162 atom cell, but the recent study conducted by Soon et al.
reported that V%’l}it is as much as 0.31 eV less stable than V,
in a 48 atom cell also using GGA.* The GGA+U calculated
formation energy for V, is found to be 0.92 eV, and for V%’J“
it is found to be 1.66 eV. Previous GGA+U (U=7 eV)
calculations®” had also found that the energy to form both
Veu and VI jncreases as you move from GGA to GGA
+U. The magnitude of both vacancies from our work is less
than in that study, although this is probably a consequence of
the larger simulation cell used in our work and the differing
U values utilized.

Neither GGA or GGA+U give SPL and €(0/-) transi-
tion levels that can be interpreted as being in good agreement
with experiment. The polaronic nature of Cu,O is not cor-
rectly described by GGA for any of the p-type defects inves-
tigated; all the SPLs indicate semimetallic behavior. Indeed
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TABLE III. Localization of hole spin states on ions neighboring the copper
vacancies calculated using GGA and GGA+U. For V, this is the total spin
on the six copper ions coordinated to the three-coordinate oxygens and for
the Vg this corresponds to the spin on the tetrahedrally coordinated copper,
with the spins on the four oxygens coordinated to this in parentheses.

GGA GGA+U
Ve 0.01 0.03
Vi 0.17 (0.02) 0.46 (0.05)

the weak localization effects of V(, using both GGA and
GGA+U are shown in Table III, which lists the spin popu-
lations on the nearest neighbor atoms, from which it is clear
that Vi, does not represent a localized polaron in either
methodology. The calculated transition levels for VPi* are in
the valence band and for V¢, are so shallow as to be ther-
mally ionized at room temperature. This is inconsistent with
the deep ionization levels seen experimentally.Z(””’29 The
GGA+U description of V, is similarly inconsistent with the
polaronic nature of Cu,O, predicting a SPL that crosses the
Fermi energy at the top of the valence band. GGA+U pre-
dicts that VP and both O' and O%' have distinct hole SPLs
in the band gap. Although this is consistent with the experi-
mentally noted polaronic, activated conduction,ls’m’l&35 the
calculated transition levels do not agree with the positions of
the deep levels seen in DLTS experiments.27

Comparison of the €(0/-) transition levels calculated us-
ing GGA and GGA+U shows that the GGA+U results are
not equivalent to the GGA transition levels plus a rigid shift,
particularly when comparing oxygen interstitials with copper
vacancies. This suggests that caution should be taken when
interpreting results obtained from applying compensatory
shifts to GGA transition levels in systems where defect states
are thought to be polaronic.

A higher value of U might be expected to split off these
levels even further from the VBM. As the value of U of 5.2
eV employed here closely reproduces valence band features
of Cu,O and CuMO, (M=Al, Cr),*** it is likely that apply-
ing such a correction to the Cu 3d states would only be an
unphysical attempt to compensate for other shortcomings in
the GGA+ U description for this system, and would be un-
justified. An accurate description of the localized polaronic
nature of p-type defects in Cu,O can be achieved by hybrid
functionals, which allow a degree of exact exchange to be
applied to every species and not just to the Cu d states as for
GGA+U. This has been shown to provide an improved de-
scription of the mixed Cu d/O p VBM and allowed the elu-
cidation of the deep trap levels seen in DLTS studies.”

VIil. CONCLUSION

We have investigated p-type defects in Cu,O using both
GGA and GGA+U and found that V(, is the most stable
defect under all conditions with both methods. Neither GGA
nor GGA+U can accurately reproduce the polaronic nature
of defects of Cu,O, with the SPLs for V, delocalized and
crossing the Fermi level using both methods, inconsistent
with the experimentally known activated hopping mecha-
nism. Calculated transition levels for all the defects investi-

J. Chem. Phys. 131, 124703 (2009)

gated cannot reproduce the deep hole trap levels as seen in
previous DLTS experiments. While the GGA+ U description
of the SPLs for V{PI', O, and O are improved compared
to the GGA descriptions, the calculated transition levels are
not in keeping with experimental results. We conclude that
both GGA and GGA+U are unsuitable methods for model-
ing p-type defects in Cu,O.

ACKNOWLEDGMENTS

We would like thank Aron Walsh for many useful dis-
cussions. This publication has emanated from research con-
ducted with financial support of the Science Foundation Ire-
land: PI Grant Nos. 06/IN.1/192 and 06/IN.1/192/EC07. We
also acknowledge support from the HEA for the PTRLI pro-
grams IITAC (Cycle III) and e-INIS (CYCLE 1V). All cal-
culations were performed on the IITAC supercomputer as
maintained by the Trinity Centre for High Performance
Computing (TCHPC) and the Stokes computer, maintained
by the Irish Centre for High-End Computing (ICHEC).

's. Nikitine, J. B. Grun, and M. Sieskind, J. Phys. Chem. Solids 17, 292
(1961).

L. Papadimitriou, N. Economou, and D. Trivich, Sol. Cells 3, 73 (1981).

3s. Kale, S. Ogale, S. Shinde, M. Sahasrabuddhe, V. Kulkarni, R. Greene,
and T. Venkatesan, Appl. Phys. Lett. 82, 2100 (2003).

M. A. Marquardt, N. A. Ashmore, and D. P. Cann, Thin Solid Films 496,
146 (2006).

A, Kudo, H. Yanagi, H. Hosono, and H. Kawazoe, Appl. Phys. Lett. 73,
220 (1998).

°5. P, Hu, D. J. Payne, R. G. Egdell, P. A. Glans, T. Learmonth, K. E.
Smith, J. Guo, and N. M. Harrison, Phys. Rev. B 77, 155115 (2008).

’s. L. Hulbert, B. A. Bunker, F. C. Brown, and P. Pianetta, Phys. Rev. B
30, 2120 (1984).

SA.N. Banerjee and K. K. Chattopadhyay, Prog. Cryst. Growth Charact.
Mater. 50, 52 (2005).

°H. Yanagi, S. Inoue, K. Ueda, H. Kawazoe, H. Hosono, and N. Hamada,
J. Appl. Phys. 88, 4159 (2000).

0A, Onsten, M. Méansson, T. Claesson, T. Muro, T. Matsushita, T. Naka-
mura, T. Kinoshita, U. O. Karlsson, and O. Tjernberg, Phys. Rev. B 76,
115127 (2007).

R, Laskowski, P. Blaha, and K. Schwarz, Phys. Rev. B 67, 075102
(2003).

g, Kawazoe, H. Yanagi, K. Ueda, and H. Hosono, MRS Bull. 25, 28
(2000).

'3 A. Filippetti and V. Fiorentini, Phys. Rev. B 72, 035128 (2005).

A, Buljan, M. Llunell, E. Ruiz, and P. Alemany, Chem. Mater. 13, 338
(2001).

BR.S. Toth, R. Kilkson, and D. Trivich, Phys. Rev. 122, 482 (1961).

163, Maluenda, R. Farhi, and G. Petot-Ervas, J. Phys. Chem. Solids 42, 911
(1981).

'N. L. Peterson and C. L. Wiley, J. Phys. Chem. Solids 45, 281 (1984).

8L, C. Bourne, P. Y. Yu, A. Zettl, and M. L. Cohen, Phys. Rev. B 40,
10973 (1989).

' A. E. Rakhshani, J. Appl. Phys. 69, 2290 (1991).

G. P. Pollack and D. Trivich, J. Appl. Phys. 46, 163 (1975).

' A. E. Rakhshani, J. Appl. Phys. 69, 2365 (1991).

2ZA.E. Rakhshani, Y. Makdisi, and X. Mathew, J. Mater. Sci.: Mater.
Electron. 8, 207 (1997).

2R, Garuthara and W. Siripala, J. Lumin. 121, 173 (2006).

24N. Kikuchi, K. Tonooka, and E. Kusano, Vacuum 80, 756 (2006).

» A. E. Rakhshani, Y. Makdisi, and X. Mathew, Thin Solid Films 288, 69
(1996).

L. Papadimitriou, Solid-State Electron. 36, 431 (1993).

7G. K. Paul, Y. Nawa, H. Sato, T. Sakuri, and K. Akimoto, Appl. Phys.
Lett. 88, 141901 (2006).

B, Papadimitriou, C. A. Dimitriadis, and L. Dozsa, Solid-State Electron.
31, 1477 (1988).

# L. Papadimitriou, Solid State Commun. 71, 181 (1989).

00, Porat and 1. Riess, Solid State Ionics 81, 29 (1995).

Downloaded 01 Mar 2010 to 134.226.112.43. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp


http://dx.doi.org/10.1016/0022-3697(61)90195-0
http://dx.doi.org/10.1016/0379-6787(81)90084-3
http://dx.doi.org/10.1063/1.1564864
http://dx.doi.org/10.1016/j.tsf.2005.08.316
http://dx.doi.org/10.1063/1.121761
http://dx.doi.org/10.1103/PhysRevB.77.155115
http://dx.doi.org/10.1103/PhysRevB.30.2120
http://dx.doi.org/10.1016/j.pcrysgrow.2005.10.001
http://dx.doi.org/10.1016/j.pcrysgrow.2005.10.001
http://dx.doi.org/10.1063/1.1308103
http://dx.doi.org/10.1103/PhysRevB.76.115127
http://dx.doi.org/10.1103/PhysRevB.67.075102
http://dx.doi.org/10.1103/PhysRevB.72.035128
http://dx.doi.org/10.1021/cm001153o
http://dx.doi.org/10.1103/PhysRev.122.482
http://dx.doi.org/10.1016/0022-3697(81)90017-2
http://dx.doi.org/10.1016/0022-3697(84)90033-7
http://dx.doi.org/10.1103/PhysRevB.40.10973
http://dx.doi.org/10.1063/1.348709
http://dx.doi.org/10.1063/1.321312
http://dx.doi.org/10.1063/1.348719
http://dx.doi.org/10.1023/A:1018506516020
http://dx.doi.org/10.1023/A:1018506516020
http://dx.doi.org/10.1016/j.jlumin.2005.11.010
http://dx.doi.org/10.1016/j.vacuum.2005.11.039
http://dx.doi.org/10.1016/S0040-6090(96)08795-0
http://dx.doi.org/10.1016/0038-1101(93)90098-B
http://dx.doi.org/10.1063/1.2175492
http://dx.doi.org/10.1063/1.2175492
http://dx.doi.org/10.1016/0038-1101(88)90018-4
http://dx.doi.org/10.1016/0038-1098(89)90398-0
http://dx.doi.org/10.1016/0167-2738(95)00169-7

124703-8 Scanlon, Morgan, and Watson

*'M. O’Keeffe and W. J. Moore, J. Chem. Phys. 36, 3009 (1962).

27w Hodby, T. E. Jenkins, C. Schwab, H. Tamura, and D. Trivich, J.
Phys. C 9, 1429 (1976).

. H. Park and K. Natesan, Oxid. Met. 39, 411 (1993).

**A. Bose, S. Basu, S. Banerjee, and D. Chakravorty, J. Appl. Phys. 98,
074307 (2005).

BT, Mahalingam, J. S. P. Chitra, S. Rajendran, and P. J. Sebastian, Semi-
cond. Sci. Technol. 17, 565 (2002).

% A. F. Wright and J. S. Nelson, J. Appl. Phys. 92, 5849 (2002).

*"M. Nolan and S. D. Elliot, Phys. Chem. Chem. Phys. 8, 5350 (2006).

*H. Raebiger, S. Lany, and A. Zunger, Phys. Rev. B 76, 045209 (2007).

YA, Soon, X. Y. Cui, B. Delley, S.-H. Wei, and C. Stampfl, Phys. Rev. B

79, 035205 (2009).

D. Redfield and R. H. Bube, Photoinduced Defects in Semiconductors

(Cambridge Univeristy Press, Cambridge, 1996).

*I'G. Kresse and I. Hafner, Phys. Rev. B 49, 14251 (1994).

*G. Kresse and J. Furthmiller, Phys. Rev. B 54, 11169 (1996).

B P Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865
(1996).

“P.E. Blochl, Phys. Rev. B 50, 17953 (1994).

By Ghijsen, L. H. Tjeng, J. van Elp, H. Eskes, J. Westerink, G. A. Sa-
watzky, and M. T. Czyzyk, Phys. Rev. B 38, 11322 (1988).

“p. 0. Scanlon, A. Walsh, B. J. Morgan, G. W. Watson, D. J. Payne, and
R. G. Egdell, Phys. Rev. B 79, 035101 (2009).

“TT. Amold, D. J. Payne, A. Bourlange, J. P. Hu, R. G. Egdell, L. F. J.
Piper, L. Colakerol, A. De Masi, P. A. Glans, T. Learmonth, K. E. Smith,

40

J. Chem. Phys. 131, 124703 (2009)

J. Guo, D. O. Scanlon, A. Walsh, B. J. Morgan, and G. W. Watson, Phys.
Rev. B 79, 075102 (2009).

*B. J. Morgan and G. W. Watson, Surf. Sci. 601, 5034 (2007).

“D. 0. Scanlon, A. Walsh, B. J. Morgan, and G. W. Watson, J. Phys.
Chem. C 112, 9903 (2008).

R. Coquet and D. J. Willock, Phys. Chem. Chem. Phys. 7, 3819 (2005).

ST A. Walsh, Y. Yan, M. M. Al-Jassim, and S. H. Wei, J. Phys. Chem. C
112, 12044 (2008).

*2M. Nolan and G. W. Watson, J. Chem. Phys. 125, 144701 (2006).

3D. 0. Scanlon, A. Walsh, B. J. Morgan, M. Nolan, J. Fearon, and G. W.
Watson, J. Phys. Chem. C 111, 7971 (2007).

**F. D. Murnaghan, Proc. Natl. Acad. Sci. U.S.A. 30, 244 (1944).

3], G. Stark and H. G. Wallace, Chemistry Data Book (Murray, London,
1997).

%C. G. Van de Walle and J. Neugebauer, J. Appl. Phys. 95, 3851 (2004).

5TR. M. Nieminen, Theory of Defects in Semiconductors, Topics in Applied
Physics (Springer, New York, 2007).

BG. K. Paul, R. Ghosh, K. Bera, S. S. Bandyopadhyay, T. Sakurai, and K.
Akimoto, Chem. Phys. Lett. 463, 117 (2008).

% A. Werner and H. D. Hochheimer, Phys. Rev. B 25, 5929 (1982).

0B, 1. Morgan, D. O. Scanlon, and G. W. Watson, e-J. Surf. Sci. Nano-
technol. 7, 389 (2009).

0. M. Madelung, Semiconductors: Data Handbook (Springer, Berlin,
2004).

“p. 0. Scanlon, B. J. Morgan, G. W. Watson, and A. Walsh, Phys. Rev.
Lett. 103, 086405 (2009).

Downloaded 01 Mar 2010 to 134.226.112.43. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp


http://dx.doi.org/10.1063/1.1732418
http://dx.doi.org/10.1088/0022-3719/9/8/014
http://dx.doi.org/10.1088/0022-3719/9/8/014
http://dx.doi.org/10.1007/BF00664664
http://dx.doi.org/10.1063/1.2084311
http://dx.doi.org/10.1088/0268-1242/17/6/311
http://dx.doi.org/10.1088/0268-1242/17/6/311
http://dx.doi.org/10.1063/1.1516620
http://dx.doi.org/10.1039/b611969g
http://dx.doi.org/10.1103/PhysRevB.76.045209
http://dx.doi.org/10.1103/PhysRevB.79.035205
http://dx.doi.org/10.1103/PhysRevB.49.14251
http://dx.doi.org/10.1103/PhysRevB.54.11169
http://dx.doi.org/10.1103/PhysRevLett.77.3865
http://dx.doi.org/10.1103/PhysRevB.50.17953
http://dx.doi.org/10.1103/PhysRevB.38.11322
http://dx.doi.org/10.1103/PhysRevB.79.035101
http://dx.doi.org/10.1103/PhysRevB.79.075102
http://dx.doi.org/10.1103/PhysRevB.79.075102
http://dx.doi.org/10.1016/j.susc.2007.08.025
http://dx.doi.org/10.1021/jp711334f
http://dx.doi.org/10.1021/jp711334f
http://dx.doi.org/10.1039/b511044k
http://dx.doi.org/10.1021/jp711566k
http://dx.doi.org/10.1063/1.2354468
http://dx.doi.org/10.1021/jp070200y
http://dx.doi.org/10.1073/pnas.30.9.244
http://dx.doi.org/10.1063/1.1682673
http://dx.doi.org/10.1016/j.cplett.2008.08.065
http://dx.doi.org/10.1103/PhysRevB.25.5929
http://dx.doi.org/10.1380/ejssnt.2009.389
http://dx.doi.org/10.1380/ejssnt.2009.389
http://dx.doi.org/10.1103/PhysRevLett.103.096405
http://dx.doi.org/10.1103/PhysRevLett.103.096405

