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Abstract. Additive manufacturing (AM) is a very promising technology; however, there are a number of open
issues related to the different AMprocesses. The literature onmodelling the existing AMprocesses is reviewed and
classified. A categorization of the different AM processes in process groups, according to the process mechanism,
has been conducted and the most important issues are stated. Suggestions are made as to which approach is more
appropriate according to the key performance indicator desired to bemodelled and a discussion is included as to the
way that future modelling work can better contribute to improving today’s AM process understanding.
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1 Introduction

Additive manufacturing (AM) namely the process of joining
materials for the production of objects, made of 3D model
data, usually layer upon layer, as opposed to subtractive
manufacturing methodologies [1] are applicable to a wide
range of materials, including metals, composites [2] and even
biomedical products [3]. AM [4] differs from rapid proto-
typing in the fact that AM specifically aims at the
manufacturing of end user parts, rather than just prototypes
[5]. The interest in AMprocesses has been steadily increasing
in the last years and according to estimations it could exceed
5% of the total global market [6]. AM technologies have
issues (Fig. 1) related to low productivity, poor quality and
uncertainty of the final part’s mechanical properties [7].

In this paper the AMmodelling is classified according to
key performance indicator (KPI), process parameters and
the modelling approach/analytical, numerical or empirical
[8]. For this study a classification [9] according to the process
mechanism (ISO 17296-2) [10] has been followed (Table 2).

2 Classification of modelling for AM
processes

In this section, the modelling approaches of each process
group are classified according to the KPIs and the process
parameters used. It has to be noted that the modelling

approach followed by some studies does not aim to the
connection of the process parameters to the simulated
KPIs. In such cases, the table cell referring to the process
parameters is left empty, highlighting the KPI-centered
perspective of those approaches. Themost important issues
of each AM process group are also described.

2.1 Vat Photopolymerization processes

The parts created through Vat Photopolymerization (VP),
tend to have high dimensional accuracy and surface finish
when compared with the majority of other AM processes.
Moreover, the building time is an advantage of the VP
technologies that usemask projection, inwhich an entire part
cross section can be projected. Themain drawback of the VP
processes is their use of photopolymers, their impact strength
and durability, which are inferior to those of good quality
injection molded thermoplastics [11]. As a result, the main
issue of the VP processes is that of the manufactured parts’
mechanical properties and even though this is more an issue
of the material type used, the optimization of the process, in
terms of mechanical properties, can lead to improvements in
this field. In Table 3 the process parameters and the KPIs of
each modelling approach can be seen.

More specifically, the modelling works of VP focus on
the topology and dimensional accuracy ([12–14] numerical)
and mainly on the mechanical properties ([16] analytical-
empirical, [17–21] numerical and [21–24] empirical) and
finally in [25] an analytical-empirical approach models heat
transfer related issues.* e-mail: pstavr@lms.mech.upatras.gr
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2.2 Powder bed fusion

In the powder bed fusion (PBF) process group, there are
four different fusion mechanisms: the powder particles are
fused together with the use of solid-state sintering,
chemically induced sintering, liquid-phase sintering or full
melting [26,27]. In this study, the division among the PBF
processes will be made in three subcategories in order to
address not only the difference in the process mechanism
(sintering and full meting), used by the most commercially
available machines, but also the difference in the energy
source (laser or electron beam). As a result, the three PBF
sub-categories that will be used in the categorization of the
existing studies, are the selective laser sintering (SLS),
selective laser melting (SLM) and electron beam melting
(EBM) process groups.

The high residual stresses that are present in the PBF
AM processes, especially for metal manufacturing, lead to
the warping of parts. In order for that to be minimized,
techniques, such as the use of internal cooling channels, the
careful selection of the part’s orientation and the location of
the supports have to take place. However, in order for that
to be possible, the effects of the part’s thermal history
(residual stresses and thermal distortions) have to be taken
into account. As a result, the modelling of thermal and
thermo-mechanical phenomena, taking place in the PBF
processes, are of crucial importance for the optimization of
the processes. More specifically, the combination of the
laser power, spot size and scan speed determines the fusion

depth whilst the melt pool dimensions have a direct impact
on the residual stresses of the parts. Powder shape, size and
distribution strongly influence the laser absorption char-
acteristics, as well as the powder bed density and powder
bed thermal conductivity. As a result, those parameters
have to be taken into consideration. Moreover, the
selection of the laser-power and the bed-temperature play
a crucial role in the dimensional accuracy, density,
shrinkage and curling of the produced part, as well as in
the recyclability of the unused powder. Consequently, all
the above parameters have to be considered in the thermal
modelling of those processes [11]. The different subgroups
of the PBF family are described below.

2.2.1 Selective laser sintering

There are a lot of studies on the modelling of the SLS
process, with an almost equal distribution among the
various KPIs. In Table 4 themodelled KPIs and the process
parameters that have been used in each study can be seen.
Modelling of the topology/dimensional accuracy takes
places in [28] (analytical-numerical approach), in [29–34]
(numerical) and in [35] (empirical). Mechanical properties
and microstructure modelling has been carried out in
[30,36–41] using numerical approaches, whereas in [42] an
empirical one has been followed. According to [43], the
microstructure, physical and mechanical properties of the
parts’ being manufactured with the use of SLS, are
fundamentally affected by laser power, laser scan speed and

Fig. 1. Issues of AM.
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laser scan spacing. All of those parameters are directly
related to the amount of energy imparted on the powder
surface of the printed part. Build time has been analytically
modelled in [29] and empirically in [44,45]. Energy
consumption has been numerically modelled in [33,47].
Finally, most of the studies model heat transfer related
KPIs either simultaneously with other KPIs
[28,30,32,40,41,46] or exclusively [48–54] and in either
case using the numerical approach.

2.2.2 Selective laser melting

SLM is a process similar to that of SLS; the two are
instantiations of the same concept, but differ in technical
details. In the SLM process for a part’s formation, powder
melting occurs instead of sintering. The modelling works,
available in SLM, have a similar distribution to that of the
SLS; in Table 5, summarization of the process, parameters
andKPIs of the differentmodelling approaches can be seen.

More specifically, the surface roughness of parts has been
modelled in [55,56] by an analytical and a numerical
approach respectively. In [31,32,57–61] topology and
dimensional accuracy issues have been modelled using the
numerical approach exclusively. In [62] mechanical proper-
ties and microstructure have been modelled analytically,
whereas in [56,63] numerically. Finally, most of the studies
model heat transfer related KPIs either simultaneously with
other KPIs [31,32,41,48,50,57–59] or exclusively [64–70] and
in either case using the numerical approach.

2.2.3 Electron beam melting

EBM or EBAM (Electron beam additive manufacturing)
has various advantages (high energy efficiency, high scan
speed, moderate operation cost); however, process stabili-

Table 1. Nomenclature.

Abbreviation Full name

AM Additive Manufacturing

ANN Artificial Neural Networks

BJ Binder Jetting

DED Directed Energy Deposition

DLD Direct Laser Deposition

DLP Digital Light Processing

DMD Direct Metal Deposition

DMLS Direct Metal Laser Sintering

DOE Design of Experiments

EBF3 Electron-Beam Freeform Fabrication

EBM Electron Beam Melting

FDM Fused Deposition Modelling

FFF Fused Filament Fabrication

KPI Key Performance Indicator

LBM Laser Beam Melting

LENS Laser Engineered Net Shaping

LMD Laser Metal Deposition

LOM Laminated Object Manufacturing

LPS Liquid-Phase Sintering

ME Material Extrusion

MJ Material Jetting

MJM Multi-Jet Modelling

PBF Powder Bed Fusion

PBIH Powder Bed and Inkjet Head

PMMA Poly-Methyl Methacrylate

PP Plaster-based 3D Printing

PSL Projection Stereolithography

SGC Solid Ground Curing

SHS Selective Heat Sintering

SL Sheet Lamination

SLA Stereolithography

SLM Selective Laser Melting

SLS Selective Laser Sintering

TAS Total Area of Sintering

UAM Ultrasonic Additive Manufacturing

UC Ultrasonic Consolidation

VP Vat Photopolymerization

WAM Weld-based Additive Manufacturing

Table 2. Classification of AM processes.

AM Process Group Typical commercial names

Vat
Photopolymerization

Stereolithography, Digital Light
Processing, Solid Ground Curing,
Projection Stereolithography

Powder Bed Fusion Electron Beam Melting, Electron
Beam Additive Manufacturing,
Selective Laser Sintering, Selective
Heat Sintering, Direct Metal Laser
Sintering, Selective Laser Melting,
Laser Beam Melting

Directed Energy
Deposition

Laser Metal Deposition, Direct
Metal Deposition, Direct Laser
Deposition, Laser Engineered Net
Shaping, Electron-Beam Freeform
Fabrication, Weld-based Additive
Manufacturing

Binder Jetting Powder Bed and inkjet Head,
Plaster-based 3D Printing

Material Extrusion Fused Deposition Modelling, Fused
Filament Fabrication

Material Jetting Multi-Jet Modelling

Sheet Lamination Laminated Object Manufacturing,
Ultrasonic Consolidation
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ty, part defects and quality variations are some issues that
need to be improved [71]. In Table 6, a summarization of
the process, parameters andKPIs of the differentmodelling
approaches can be seen.

In EBM, there is a limited number of the existing
modelling publications, which focus almost entirely on
thermal modelling [72], in which the analytical approach
has been followed and [32,41,49,50,73–77] via numerical
methods. However, in [32] the residual stresses and
distortions are also modelled using numerical methods.

2.3 Directed energy deposition

In the directed energy deposition processes (DED), the
material deposition and melting are performed simulta-
neously. More specifically, energy is guided to a narrow
focused region, where the substrate is melted, when heated
by the power source (mainly laser beam), while at the same
time, there is deposition ofmaterial which, as a result, is also
melted [11]. The material can either be in wire or powder
form.Most of theDEDmachines are veryflexible concerning
the process parameters’ selection whilst the effects on many
of them are strongly interrelated (powder feed rate, beam
power, and traverse speed). In addition, their impact on the
melt pool characteristics and on the thermal history
determines the warping, residual stresses and the surface
roughness of the parts [11]. Moreover, droplet kinematics,
like in the MJ process group, play a major role here as well.
The above references clarify the importance of modelling of
the thermal history of a part, in which the laser power,
scanning speed and melt pool characteristics are taken into
account. Such studies can be utilized for the selection of the

optimumprocess parameters, as well as for the optimization
of the process itself, minimizing the need of expensive and
time consuming experimental trial and errormethodologies.
The thermo-mechanical effects and especially the fluid
dynamics have to be taken into account as well. In Table 7, a
summarization of the process, parameters and KPIs of the
different modelling approaches can be seen.

There is a plethora of modelling papers on the DMD
process which are distributed, almost evenly, among the
various KPIs. More specifically, modelling of surface
roughness is presented in [78] (analytically) and in [79]
(numerically). Modelling of topology and dimensional
accuracy takes place in [80–84] using analytical, in [85,86]
analytical-numerical, in [17–19,32,79,87–94] numerical,
whereas in [95] those issues have been empirically modelled
utilizing artificial neural networks (ANN). Modelling of the
mechanical properties and microstructure has been con-
ducted in [80,81] using analytical, in [86,96] analytical-
numerical and in [94,97–101] using numerical approaches.
Droplet kinematics andflowphenomenahave beenmodelled
in [102,103] using analytical and in [87,98,104–113] using
numerical approaches. Finally, heat transfer related KPIs
have been modelled either simultaneously with other KPIs
(in [114] analytically, in [85,86] analytically-numerically and
in [32,41,49,50,87,90–92,94,98,106,107,112] numerically) or
exclusively ([115–118] numerically).

2.4 Binder jetting

Parts created by means of binder jetting (BJ), with plaster
based powder and water based binder processes, tend to
have low strength and stiffness. This is solved with the use

Table 3. Classification of the of the modelling studies on the VP AM process.

Reference
number

KPI Process parameter (Variable)

[12] Strain Temperature

[13] Part shrinkage Thermal compensation, amorphous/crystalline
polymer, mould material, cooling conditions

[14] Deformation compensation

[15] Dimensional Accuracy Layer thickness, part position on the platform,
shrinkage compensation, retraction, hatch spacing,
alternate hatching, blade gap, stagger weave

[16] Cure depth Penetration depth of UV radiation, scattering
coefficient

[17–19] Etching, deposition, lithography mechanics Surface type, material, shape

[20] Tool strength, ejection forces, decision about the
quality of a tool according to the previous two

[21] Separation force Pulling-up speed, others

[22] Strength of parts Layer thickness, orientation, hatch spacing

[22] Tensile, flexural and impact strength Layer thickness, orientation, hatch spacing

[23] Part strength (tensile, impact, flexural) Layer thickness, post-curing time and orientation

[24] Tensile strength, crystallographic orientation-
density analysis

Layer thickness, orientation, hatch spacing

[25] Energy distribution of a single pixel Different types of stereolithography process
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of infiltrants, which greatly improve the material proper-
ties. Another strategy is the use of a poly-methyl
methacrylate powder and a liquid binder that causes a
curing reaction, at room temperature. In this case however,
after the printing has been completed, the part has to
remain in the build chamber for several hours in order for
the curing to be completed. In order for metal parts to be
manufactured, via the BJ process, a series of post processes
is required. More specifically, three furnace cycles are

necessary after the printing of a metal part, in order for the
binder polymer to evaporate and the part’s density to
increase. This is achieved with the addition of extra metal
ingots, being in contact with the part. Generally, the
dimensional accuracy and the surface roughness of parts,
made by BJ, are not as good as those made using MJ and
they tend to have poorer accuracies and surface finishes
[11]. These problems are mostly attributed to the inherent
characteristics of the process; however, modelling and

Table 4. Classification of the of the modelling studies on the SLS AM process.

Reference
number

KPI Process parameter (Variable)

[28] Thermal deformations, heat transfer phenomena

[29] Surface accuracy, build-time, orientation
efficiency

[30] Length of the sintered piece, shrinkage depth,
temperature

Line energy, laser path

[31] Residual stresses Exposure strategy of the laser beam

[32] Thermal modelling residual stresses, distortions

[33] Heat affected zone dimensions Laser power, scanning speed, laser spot diameter

[34] Thermal modelling, absorption, sintering zone
dimensions

Scan speed, laser power

[35] Shrinkage Laser power, beam speed, hatch spacing, part bed
temperature and scan length

[36] Focal length, porosity of the powder bed Shell thickness

[37] Mechanical properties of the part Laser power, laser, beam velocity, hatch spacing, laser
beam spot size, scan line length, delay period, number
of effective, exposures

[38] Compressive effective stiffness, mechanical
properties in general

Porosity, hydroxyapatite loading, filler loading

[39] Modelling of the first stage of liquid phase
sintering process, solidification

Capillary forces

[40] Fusion depth, temperature profile, degradation,
crystallization type

Scan speed, laser power, powder types

[41] System temperature, microstructure

[42] Mechanical properties, part density Laser power, scan spacing, scan speed, layer thickness,
powder bed’s temperature

[44,45] Build time Height, volume, bounding

[46] Thermal modelling, sintering depth, energy
consumption

Scan spacing beam diameter, wide range of other
parameters

[47] Laser energy consumption Part geometry, slice thickness, part orientation

[48] Melting track profile, thermal modelling of
particles

[43] Microstructure, mechanical properties Laser power, laser scan speed and laser scan spacing

[49] Thermal modelling

[50] Part temperature history Layer position in the part under construction

[28,51] Thermal modelling, dimensional accuracy

[52] Thermal modelling

[53] Temperature of powder bed Laser power, laser speed, preheating temperature,
laser beam diameter

[54] Thermal history Laser power, beam diameter, laser on-time, laser off-
time, hatch spacing
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Table 5. Classification of the of the modelling studies on the SLM AM process.

Reference
number

KPI Process parameter (Variable)

[55] Surface roughness Surface sloping angle

[56] Porosity, roughness Scanning speed, powder layer thickness, laser power

[31] Residual Stresses Exposure strategy of the laser beam

[32] Residual stresses, distortions

[57] Melt pool width Scanning speed

[58] Stress field, thermal history, Laser scanning speed

[59] Rate of temperature change, melt penetration/
width, percentage of evaporated powder, build rate,
volume shrinkage

Distance from melt pool, laser power, scan speed

[60] Track formation shape Laser power, scan speed

[61] Melting, wetting, solidification Powder-layer thickness, moving heat source
intensity, scan spacing, scanning velocity

[62] Residual stresses, tensile stress Heating of base plate, heat treatment type, re-
scanning

[63] Stiffness, yield strength, plateau stress, energy
absorbed, densification strain

Unit cell aspect ratio

[41] System temperature

[49] Heat transfer related

[50] Part Temperature history Layer position in the part under construction

[64] Temperature, melt pool, liquid lifetime Scan speed, laser power

[65] Width of the melt track, temperature distribution Scan speed, laser power

[66] Melting depth/width, temperature distribution Scanning speed, laser power

[67] Absorbed lateral radiation Beam shape characteristics

[68] Effective thermal conductivity of support
structures, temperature

Volume fraction, number of cells

[69] Thermal modelling, melt pool shape characteristics Evaporation, laser power

[70] Thermal history, melt pool dimensions,
computational speed

Laser power, scan speed, meshing size adaptation

Table 6. Classification of the of the modelling studies on the EBM AM process.

Reference
number

KPI Process parameter (Variable)

[32] Residual stresses, distortions

[41] System temperature

[49] Heat transfer related

[50] Part Temperature history Layer position in the part under construction

[72] Penetration depth, energy loss Target material, accelerating voltage

[73] Absorption coefficient Penetration depth, dissipated energy

[74] Thermal modelling, melt pool dimensions Beam power, beam scan speed

[75] Thermal modelling, melt pool dimensions Beam speed, beam current, beam diameter

[76] Thermal modelling Acceleration, voltage, current, shape, beam gun
movements, exponential, constant absorption types

[77] Thermal modelling, lifetime dimensions of the melt
pool

Scan speed, line energy
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Table 7. Classification of the of the modelling studies on the DED AM process.

Reference
number

KPI Process/Part parameter (Variable)

[17–19] Etching, deposition, lithography mechanics Surface type, material, shape

[32] Residual stresses, distortions

[41] System temperature

[49] Heat transfer related

[50] Part temperature history Layer position in the part under construction

[78] Surface finish Melt-pool geometries, layer thickness, powder/laser
interaction distance

[79] Surface finish, melt pool, dilution ratio Laser power, scanning speed, and powder feed rate

[82,83] Clad width, depth and height Process speed, powder feed rate

[81] Track and microstructure
formation

Scanner speed, stand-off distance, diameter ratio of the clad
to powder stream for Gaussian mode distribution

[84] Layer/melt pool dimensions Laser power, powder mass flux

[85] Shapes of manufactured structures, thermal
loads

[86] Local temperature history, track profile,
microstructure scale

[87] Spreading, cooling and solidification
processes of droplets

Substrate velocity

[88] Thickness of the deposition layer, the
depth of the molten pool, the penetration
of the substrate or previous deposited layer

Scanning speed, powder feeding rate, input electric current

[89] Residual stresses, distortion High speed machining post-process

[90] Thermal modelling, residual stresses,
thermal distortions

Temperature history

[91] Temperature, stress field Deposition pattern

[92] Stresses, strains Heat input, layer thickness

[95] Bead geometry (layer thickness,
dimensional precision)

Welding speed, wire feed rate, arc voltage

[96] Microstructure, mechanical properties Pre-heating of substrate, scanning speed, idle time

[93] Residual stresses Melt pool geometry, metal powder flow rate, laser power,
scanning speed, scanning direction, and deposition layer
thickness

[97] Microstructure, hardness, residual stresses Deposition parameters

[94] Residual stress history, microstructure Phase change

[98] Total spread of droplet, solidification front
speed, interlamellar spacing

Droplet size, speed, superheat

[99] Microstructure, hardness Substrate size, idle time

[100] Powder-to-solid transition Temperature, porosity-dependent conduction

[101] Grain size, grain growth speed, Temperature, deposition over time

[115] Thermal history Laser-scan velocities

[102] Spreading and shape of the droplet after
impact

Substrate roughness and temperature, speed of droplet

[103] Splashing of droplets Impact velocity, temperature

[104] Fingering and splashing of the droplet Droplet velocity, liquid type, temperature of surface,
surface roughness, contact angle

[105] Desired shape after impact Initial droplet shape

[106] Microstructure, temperature field Number of layers, layer height, wire feed rate, travel speed,
heat input
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optimizing the process mechanics can lead to the
improvement of such issues. In Table 8, the modelled
KPIs and the process parameters used in each study can be
seen. In [119], empirical models of shrinkage rate, surface
roughness are presented, whereas [120] and [121] deal with
topology issues analytically and numerically respectively.
In [122] an analytical energy consumption model has been
developed, while a semi-analytical approach is presented in
[123]. Studies using a numerical approach [113,121] model
droplet kinematics and flow phenomena.

2.5 Material extrusion

The commercial name of material extrusion is fused
deposition modelling (FDM). Some of the major issues
that deteriorate the quality of parts are analyzed. The
cooling process profile determines the part distortions and

as a result, material warping can be the effect of nonlinear
cooling. Furthermore, the creation of porous parts is
possible and it is also determined by the cooling profile.
More specifically, the temperature differences among the
building platform, chamber and the different layers of the
part, play a major role. In addition, the temperature of the
extruder and that of the layer on which the filament is
placed, determines the success of the bonding between
them and as a result, the mechanical properties of the final
part [11]. Another important issue is the fact that the
creation of the parts’ material properties via material
extrusion is anisotropic. This is due to the crisscrossing
manner used by the material extruder in order to deposit
the filament [137]. Thermalmodelling issues concerning the
material properties and dimensional accuracy, as well as
the improvement of other KPIs, namely, building speed
and surface roughness, are the main areas that modelling

Table7. (continued).

Reference
number

KPI Process/Part parameter (Variable)

[107] Droplet spreading, final deposit shapes
times needed for initialization and
completion of freezing

Initial droplet temperature, impact velocity, thermal
contact resistance and initial substrate temperature

[108] Fluid dynamics, Heat transfer related and
phase-change of droplet

[109] Droplet generating frequency Disturbance frequency

[110] Solder bump characteristics, shape Solder solidification

[111] Spreading and evaporation Droplet material

[112] Droplet deformation and solidification,
Heat transfer related in the substrate,
maximum spread diameter

[113] Maximum spread factor, solidification
parameter

Impact velocity and substrate temperature

[114] Laser attenuation and powder
temperatures

[116] Heat transfer related, phase changes, and
fluid flow in the molten pool

[117] Thermal modelling, calibration of input
parameters utilizing IR imaging

[118] Thermal history, residual stresses Induction heating patterns

Table 8. Classification of the of the modelling studies on the BJ AM process.

Reference
number

KPI Process/Part parameter (Variable)

[119] Shrinkage rate, surface roughness Layer thickness, Printing saturation, Heater power
ratio, drying time

[120] Surface finish, dimensional accuracy, resolution,
surface roughness, pore size

Type of binder, powder-bed characteristics

[121] Topology, droplet kinematics Drag force, droplet deflection

[122] Energy consumption

[123] Energy consumption Part geometry and printing parameters
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studies on ME concentrate. In Table 9, a summarization of
the process parameters and KPIs of the different modelling
approaches can be seen. More specifically, surface rough-
ness modelling is more extensive in ME, with the analytical
approach of [124], the numerical of [125] and the empirical
ones of [126–128]. Topology and dimensional accuracy
issues have been modelled in [129,132–134] using analytical
methods, whereas in [125,135,136] numerical ones have
been used and in [137–141] the empirical approach has been
followed. Also, the dimensional deviations, caused by
changes made in layer thickness and deposition angle, are
analytically modelled in [129].

Moreover, in [130], a FEA model is used for the
evaluation of a part’s distortions, using a parametric study,
for the evaluation of the deposition parameters effects on
residual stresses and part distortions. FEA has been used in
[135] for the simulation of the mechanical, thermal
phenomena, the tool-path effects, the residual stresses
and the part’s distortions. Also, in [136], 2D and 3D
numerical analysis of melt flow behaviour of a representa-
tive ABS-iron composite, through the liquefier head, has
been carried out, whereas in [141], ANOVA has been
employed to investigate into the impact of various process
parameters on elastic performance. Modelling of build time

takes place in [142] in which both an analytical and
empirical, whereas, in [125] a real coded genetic algorithm
is used in order to obtain the optimum solution, concerning
the part’s deposition orientation, the simultaneous en-
hancement of its surface finish and the reduction in build
time. Finally, in the studies of [147] and [155] heat related
KPIs are also modelled utilizing numerical approaches.

2.6 Material jetting

The technical problems of theMJ process are various. Some
of the most important factors are the droplet velocity and
size, which play a major role in the deposition character-
istics. In addition, the satellite droplets, that break off from
the main droplet, during the flight and result in not well-
defined boundaries [104], along with the droplet splashing
on impact, leading to the formation of a “crown” [105], have
to be tackled with, in order for the quality of parts created
by MJ to be increased. Consequently, fluid dynamics, in
which temperature is also taken into account, has to be
used so as to address themost important issues faced by the
MJ process group. In Table 10, a summarization of the
process parameters and KPIs of the different modelling
approaches can be seen.

Table 9. Classification of the of the modelling studies on the ME AM process.

Reference
number

KPI Process/Part parameter (Variable)

[137] Tensile strength Air gap, raster orientation, other parameters

[124] Surface roughness Surface angle, layer thickness, cross-sectional shape of the
filament, overlap interval

[125] Build time, surface roughness Part deposition orientation, surface roughness

[126] Surface roughness Layer thickness, build orientation

[127] Surface roughness Layer thickness

[128] Surface roughness Layer thickness, orientation, raster angle, raster width, air
gap

[129] Dimensional deviations Layer thickness, deposition angle

[130] Residual stresses, part distortions Scan speed, layer thickness, tool path width

[131] Dimensional accuracy Layer thickness, part orientation, raster angle, air gap and
raster width

[132] Mechanical properties Building direction, number of contours

[133] Bonding quality among polymer filaments Heating/cooling rates

[134] Mechanical properties Structural parameters

[135] Mechanical and thermal phenomena Tool path patterns

[136] Material flow through liquefier Temperature, velocity, drop of pressure

[138] Compressive stress Layer thickness, part build orientation, raster angle, raster
width and air gap

[139] Tensile, flexural and Impact strength Layer thickness, orientation, raster angle, raster width, air
gap

[140] Sliding wear Layer thickness, part build orientation, raster angle, raster
width and air gap

[141] Elasticity, flexibility Air gap, raster angle, raster width, layer thickness

[142] Build time Acceleration of scan head, part complexity, path planning
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Most of the studies that refer to the MJ process group
focus on the droplet kinematics and the flow phenomena.
Namely, [104–106,111,121,143,146–153] in which numeri-
cal approaches have been used, whereas in [154] empirical

and in [145] analytical ones have been used. In [17–
19,121,143] issues of topology have been addressed by
means of the numerical methods and in [144] the effects of
various process parameters on the mechanical properties of

Table 11. Classification of the of the modelling studies on the LOM AM process.

Reference
number

KPI Process parameter (Variable)

[156] Surface roughness Layer thickness, orientation angle

[157] Surface roughness Layer thickness, roller temperature, roller speed, platform retract

[158] Surface roughness Layer thickness, heated roller temperature, heated roller speed, platform
retract

[159] Organic content Effective diffusivity, diffusion path length, distance from core

[160] Thermochemical modelling Roller temperature, velocity, indentation

[161] Tensile strength Layer thickness, heater temperature, platform retract, heater speed, laser
speed, feeder speed, platform speed

[162] Build time

[163] Build time Cross-hatching of extraneous material

[164] Temperature profile Roller temperature, roller speed, chamber air temperature, base plate
temperature, and laser cutting time

[165] Thermal modelling Roller temperature, roller speed, chamber air temperature, base plate
temperature, and laser cutting time

Table 10. Classification of the of the modelling studies on the MJ AM process.

Reference
number

KPI Process/Part parameter (Variable)

[17–19] Etching, deposition, lithography mechanics Surface type, material, shape

[143] Deformation behavior of droplets Impact angle

[144] Stiffness Spatial orientation of reinforcement in randomly
oriented multi material

[145] Pressure, axial velocity histories

[104] Fingering and splashing of the droplet Droplet velocity

[105] Desired shape after impact Initial droplet shape

[106] Microstructure, temperature field Number of layers, layer height, wire feed rate,
travel speed, heat input

[111] Spreading and evaporation Droplet material

[147] Droplet volume, temperature, and pressure Heating pulse conditions

[148] Pressure rise, ink injection length, droplet weight Electric pulse shape and voltage

[149] Vapor blanket height between the evaporating
droplet, substrate, formation of vapor bubbles

Temperature

[150] Drop formation, ejection, spread and flow of
ceramic inks in micro-channels

Solid loading concentrations of alumina/zirconia
powder in ceramic inks

[151] Pressure propagation in the bubble

[152] Magnitude of the circular thin film of the incoming
droplets

Impact velocity

[153] Droplet morphology, break-up time, flying distance,
droplet volume

[154] Droplet volume, droplet velocity Driving time, driving volume in the pressure
chamber, volume factor

[155] Droplet fluid dynamics and heat transfer related

10 P. Stavropoulos and P. Foteinopoulos: Manufacturing Rev. 5, 2 (2018)



parts have been empirically simulated. Finally, heat
transfer related issues have been modelled in [147] and
[155] using numerical approaches.

2.7 Sheet lamination

The different methods used for the bonding of the new sheet
on top of the other ones are (a) gluing or adhesive bonding,
(b) thermal bonding, (c) clamping, and (d) ultrasonic AM.
TheadhesivebondingandultrasonicAMwill bepresented in
the following sections. However, the thermal bonding (sheet
metal lamination process) and clamping sheet lamination
will not be presented in this study, given that the first has
gained little commercial attention [11] and the modelling of
the second is beyond the scope of this study.

2.7.1 Gluing or adhesive bonding

The commercial name of this process group is laminated
object manufacturing (LOM). The main problems faced
by LOM, to some extent, are similar to those of ultrasonic
consolidation (UC). In Table 11, the aforementioned
studies, along with their process parameters have been
summarized. More specifically, if the laser power induces
more thermal energy than it is required, the efficiency of
the bonding between layers is reduced. Moreover,
phenomena of part distortions, due to non-uniform
heating and cooling and also edge roughness are common
[166]. In order to cope with such problems, most of the
modelling studies on LOM are thermal simulations ([164]
analytical and [160,165] numerical). A surface roughness
model has been developed in [156] through an analytical
approach, whereas in [157] and [158] an empirical
approach has been followed. In [159], an analytical
microstructure model has been developed. Numerical

modelling of the mechanical properties has been con-
ducted in [160] and an empirical one in [161]. Finally, two
build time models, one analytical [162] and one numerical
[163] have been included.

2.7.2 Ultrasonic AM

In ultrasonic additive manufacturing or UC, which is the
most common commercial name of this process, the most
common defects are voids created during the fusion of the
different layers of sheets between them, leading to the
deterioration of the mechanical properties. Those voids can
be classified into three different categories: those that are
created because (i) of the surface roughness of two
consecutive layers, (ii) of damages due to excessive energy
input, (iii) of defects between adjacent layers [167].
Moreover, the mechanical properties tend to be anisotropic
because of the difference in the mechanical properties
between the interior of the metal foils and the areas where
bonding between the different foils takes place. This
anisotropy is greater in the z than it is in the x, y directions.
Finally, the local microstructure also plays a major role in
the final part’s mechanical properties, considering that
some parts of the foils undergo plastic deformation during
the process. As a result, the modelling works on UC aim to
determine the process parameters that will ensure opti-
mized mechanical properties and a microstructure, with
minimization of the void defects and maximization of the
linear welding density (the percentage of interface which is
bonded, divided by the total length of the interface between
two ultrasonically consolidated foils). In Table 12, there is a
summary of the aforementioned studies.

More specifically, modelling of the mechanical proper-
ties has been carried out in [168,169] using analytical
approaches, whereas in [170,171–175] numerical methods
have been utilized and in [167,176] empirical ones.

Table 12. Classification of the of the modelling studies on the UC AM process.

Reference
number

KPI Process parameter (Variable)

[167] Linear weld density Oscillation amplitude, welding speed, normal force,
substrate temperature

[168] Solid state diffusion and bonding,
microstructural deformation mechanisms

Surface effects (friction work, temperature)

[169] Linear weld density Energy input to the workpiece within a single cycle of
ultrasonic vibration, total energy input to the workpiece

[170] Yield stress Thermal, acoustic softening

[171] Amplitude of contact friction stress and
displacement

Vibration condition, substrate height

[172] Dislocations and bonding fragmentation

[173] Friction behaviour at the interfaces Velocity of sonotrode, displacement amplitude of
ultrasonic vibration, applied loads

[174] Residual stress and distortion Support structure

[175] Weld strength Contact pressure, amplitude, welding time

[176] Ultimate shear strength, ultimate transverse
tensile strength

Tack force, weld force, oscillation amplitude, weld rate

P. Stavropoulos and P. Foteinopoulos: Manufacturing Rev. 5, 2 (2018) 11



3 Indicative studies for each KPI group

In this section, a KPI-centered perspective is followed.
More specifically, three or more indicative modelling
approaches, namely analytical, numerical and empirical
will be presented for each KPI group, in a more detailed
way.

3.1 Mechanical properties and microstructure

In [48], Kovaleva et al. have analytically modelled the
internal structure of a loose powder layer of the SLM
process. Using the vector equations of motion, they have
created a system of five equations, whose solution has
provided the positions of the powder particles. On the left
of Figure 2, the free body diagrams can be seen and on the
right, a sample solution, which has resulted from an
analytical solution, is depicted.

Kumar et al., in [98], have created a numerical model
that takes into account both the fluid flow and the heat
transfer phenomena happening in DMD. The spead of the
droplet, the solidification speed and the interlamellar
spacing have been simulated. The solidification front
velocities, which were calculated by the model, have been
imported in the Jackson-Hunt relationship. In [167], Ram
et al. adopt a design of experiments (DOE) approach in
order to evaluate the effects of various process parameters

on the microstructure and the laser weld density of the UC
process. Some of the experimental results used for the
creation of the empirical model, can be seen in Figure 3.

A more macroscopic approach to the modelling of a
part’s material properties, created with the use of ME is
presented in [137]. More specifically, the DOE method has
been followed in order for the importance of various process
parameters of FDM to be determined. A macroscopic
approach has been utilized and the parameters examined
were raster orientation, air gap, bead width, color, and
model temperature. The impact on the tensile and
compressive strengths of the aforementioned parameters
has been evaluated. It was found that the tensile strength
was mostly affected by raster orientation and air gap. In
Figure 4, the tensile strength of specimens with different
raster angles, with air gap, can be seen and are also
compared with the tensile strength of injection molded
parts.

All three modelling approaches are suitable for the
modelling of this KPI group, however, analytical models
tend to be complex and capable of dealing with very specific
cases. However, if the set of assumptions are carefully
selected keeping in mind the exact aim for which the
simulation will be used, they are capable of fairly accurate
and fast to run simulations. Such analyses can be used as a
first approach for a problem, or even for process control, for
which the combination with experiments and empirical
equations can contribute to an increase of the accuracy of

Fig. 2. Left: Free body diagrams of different types of motions of the powder particles [48], Right: Results of the model of [48].

Fig. 3. Microstructure of the parts of the experiments conducted in [167].
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the methods. The numerical approach is capable of
producing very accurate results for this KPI group,
however, they require a longer developing and optimization
and require long run times.

3.2 Dimensional accuracy

Thermal models have been created in order to model the
part’s cooling, which is responsible for the residual stresses
and thermal distortions. Thermo-mechanical models have
also been created in order to enable the prediction of
thermal stresses and distortions, which may lead to the loss
of quality due to the deterioration of the dimensional
accuracy or even to a total component failure (unaccept-
able distortions or breakage). Indicative models using an
analytical, numerical and experimental approach follow.
An analytical approach was made by Lalas et al. [82] and
Salonitis et al. [83] for the calculation of the geometrical
characteristics of the produced part. More specifically, the
surface tension theory has been applied and geometric
relations have been used for the calculation of the following
equations, which estimate the geometry of the parts,
manufactured via DMD:

w ¼ 2Rsinu; ð1Þ

d ¼ Rbð1� cosfÞ; ð2Þ

h ¼ Ruð1� cosvÞ: ð3Þ

In Figures 5 and 6 the symbolisms of the equations can
be seen.

In [28], the finite difference and finite element
approaches, in combination with analytical expressions
of the thermal properties, have been used in order to model
the temperature history in the SLS AM process. Its impact
on the part’s shape has also been taken into account. The
boundary condition used is the prevention of heat loss from

the free surface boundary, while all the others were held at
ambient temperature. The thermal conductivity and heat
capacity were assumed to exhibit a linear variation in
temperature. The variation in density in the z axis has also
been taken into account and calculated via a viscous
sintering law, presented in the paper. The variation in
thermal conductivity with density follows an experimen-
tally created equation. This model has been utilized for the
calculation of the change in dimensions, due to the thermal
phenomena that take place during the manufacturing of
the part.

In [131], the Taguchi method for the design of
experiments was used for the study of the effect on the
dimensional accuracy of the ME process of layer thickness
parameters, part build orientation, raster angle, raster to
raster gap (air gap) and raster width, having taken into
account the build orientation.

The fact that this KPI group is directly connected with
thermal phenomena, for most of the processes, render the
numerical approach as the most suitable one. However,
analytical simulations can be very useful for certain cases,
like a fast first indication, and the empirical approach can
be utilized for accurate results, but for specific cases.

Fig. 4. Tensile strength specimens with various raster (�0.003 inch air gap) compared with injection moulded parts [137].

Fig. 5. Clad geometric characteristics [82].
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3.3 Surface roughness

In the analytical model of Gharbi et al. [78] for DMD, each
melt-pool is considered as the sum of two semi-ellipses
x2

a2
þ y2

b2
¼ 1 (one for the upper part, and one for the lower

part) on a 2D cross section. This model predicts the
roughness, based on the analytical solution of the equation
that follows. Details about the symbolisms can be found in
Figure 7.
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In [56], Chunlei et al. have developed a 3D CFD model
for the SLM process, to simulate the interaction between
the laser beam and the powder layer, which takes into
account the splashing of molten material and evaporation.
As a result, features of dents/discontinuities have been
calculated on the top surfaces due to the melt recirculation
and splashing. This model is enabled to predict the
roughness of a part’s surface. In Figure 8, the results of a
sample analysis using the developed model can be seen.

In [127], Anitha et al. have used the Taguchi techniques
in order to analyze the effect of different process
parameters on the surface roughness of components,
produced by the ME process. Their goal is the minimiza-

tion of surface roughness, whilst the process parameters
used are: layer thickness, road width and speed of
deposition. It was found that the most important factor
was that of layer thickness.

In the processes that a melt pool is created (PBF, DED)
and even more so in the powder jetting applications of
DED, a CFD analysis, coupled with a thermal model is
required in order to obtain accurate results of this KPI,
since the phenomena that take place are coupled and are
dynamic in space and time. However, with careful
assumptions, analytical solutions are also possible. Finally,
the direct way that roughness can bemeasured is in favor of
empirical models, which utilize experimentation.

3.4 Building speed

In [29], the build time of the SLS AM process has been
analytically modelled. The full time that is necessary for
the part’s creation is calculated by summing up the time
required for each layer. The time required for the creation
of one layer has been divided into the scan and set-up time
(the second one can be obtained from the machine’s
manual). Using the following equation, the time it takes for
the scanning of a layer is obtained by:

T l ¼
Ld

Lv

; ð5Þ

Fig. 6. Clad formation. a) First stage: liquid clad, solid substrate. b) Final stage: liquid clad and substrate.

Fig. 7. Description and symbolism of the analytical model of Gharbi et al. [78].
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where Ld is laser scan distance, Lv is the laser scan velocity
and Tl is the scan time of a layer. The total scan distance
within a layer, can be obtained from the hatch file. The
velocity has been estimated by:

v ¼
P lð1�RÞ

rdblm ½CpðTm � T bÞ þ kLh�
; ð6Þ

wherePl is the laser power,R is the reflectivity of themirror,
r is the material density, db is the laser beam diameter, lm is
themachine layer thickness,Cp is the specific heat,Tm is the
melting temperature, Tb is the bed temperature, k is the
sinter factor and Lh is the latent heat. The setup time refers
to the required time for the laying of each new layer and
every other machine function when it is not sintering:

T s ¼ twd þ td þ twr þ th; ð7Þ

where twd is the time required for the work-bed to move
down, td is the material deposition time, twr is the time
required for the work-bed to rise up and th is the time
required for the material to be heated. Finally, the build
time can be calculated by:

Build� time ¼
X

Nl

i¼1

T li þ T sN l; ð8Þ

where, Nl is the total number of layers.
In [163], an octree-based algorithm has been presented

for the determination of the laser’s path, for the LOM AM
process’s cross-hatching operation to be performed. The
results of this numerical calculation have been utilized for
the estimation of the build time of the process. More
specifically, the total laser path, with the use of the
variable-size cross hatching presented before is:

LTOT ;V ¼
X

m

i¼1

½lenðLV iÞ þ lenðLHiÞ þ lenðLAiÞ

þ lenðLFiÞ�; ð9Þ

while in the case of a fixed cross-hatching, equation (11) is
used:

LTOT ;F ¼
X

m

i¼1

½lenðLFCV iÞ þ lenðLFCHiÞ þ lenðLAiÞ�; ð10Þ

where m is the total number of layers, the sum of the length of
all the line segments of the i layer in the LX list is len(LXi),
the V and H suffixes refer to vertical and horizontal lines
respectively, in reference to the laser path, generated for
the variable-size cross-hatching, A refers to the lines in the
actual profile, while F to the filler lines. Finally, FCV and
FCH are used in order to indicate the vertical and
horizontal lines respectively, for the fixed-size cubes. The
improvement in the build time can be estimated by the
reduction in the path length when the proposed algorithm
is used for the determination of the laser path. The use of
the proposed numerical solution for theminimization of the
tool path, leads to its reduction in the build speed, by
reducing the tool path, which is analogous to the build
speed. This reduction is analytically calculated, and as a
result, this modelling approach is a hybrid one.

In [44], an empirical approach, via ANN, has been
utilized for the creation of a model, capable of estimating
the build time of the SLS AM process. More specifically, a
multilayer perceptron architecture, using the Levenberg �
Marquardt algorithm, has been utilized. The most useful
input parameters were identified through a series of
correlation analyses and the parameters: z-height, part
volume, and bounding-box volume have been selected.

The learning and generalization capabilities of an ANN,
and not those of specific programming, mainly determine
the accuracy of the results. Consequently, the training and
learning algorithms that will be used are of crucial
importance. Here, the following degree of similarity is
used in order to determine the cases included in the training
sample of the NN:

DS ¼

Xn

i¼1
Wnsim½an; bn�
Xn

i¼1
Wn

; ð11Þ

sim½an; bn� ¼ 1�
jan � bnj

an þ bn
; ð12Þ

where an is the value of attribute n in case a, bn is the value
of attribute n in case b, sim is the degree of similarity
between the two cases a and b, regarding attribute n and
Wn is a weighting factor for the feature n. In the following
picture, the errors of the model, presented in [44], are
compared with those of [45] and [177], in which empirical
and analytical build time modelling approaches are also
presented (Fig. 9).

Fig. 8. Thermal fluid flow prediction of two different powder particles sizes of [56].
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The analytical approach is the most appropriate for the
modelling of this KPI, followed by empirical modelling.

3.5 Energy consumption

Even though the aforementioned issues are of greater
importance for the time being, the optimization of energy
consumption of the AM processes is closely related to cost
and as a result, it should also be analyzed. In [47], an
analytical model, presented in [46], is used for the
calculation of the energy consumption in the SLS process.
According to [46], the laser energy input, required to sinter
the powder of one layer is:

e ¼ aRIavg
2B

V s

� �

; ð13Þ

where e is the energy per unit area, aR is the absorptivity of
the powder, Iavg is the average intensity of the laser beam,
B is the laser beam radius as measured on the powder bed
and Vs is the scanning speed of the laser. The total energy
can be calculated by summing the energy required for the
creation of each layer:

EL ¼
X

ns

i¼1

eAi; ð14Þ

where ns is the number of slices andAi is the surface area of
the i-th slice. In this equation, the laser intensity is
substituted in order to be related to the laser power and the
sum of the surfaces of the layers, while

X

ns

i¼1

eAi is termed as
the total area of sintering (TAS). A numerical method for
the calculation of a part’s TAS is then proposed. As a
result, the approach of [46] to the calculation of the SLS
AM process’s energy consumption is a hybrid analytical-
numerical one.

In [123], an analytical equation for the energy
consumption has been used:

E ¼
X

np

i¼1

∫
ti:E

ti:S

P iðtÞdt; ð15Þ

where i is the number of sub-processes, ti.S is the start and ti.
E is the end time of each sub-process and Pi(t) is the
electrical power required for the sub-process i. More
specifically, the different sub-processes defined are: (i) the

drying of a printed layer, (ii) the printing of a new layer and
(iii) the spreading of a new layer. In the following equation,
tp, which is the operation time of printing is calculated:

tp ¼ 2n
Ymax

V printhead

þ t0; ð16Þ

where theY variables indicate the movement of the printer
head along the y-axis, during the binder deposition, n is the
number of repetitions and t0 is a preparation time. Utilizing
experimental results and using a linear regression, the
previous analytical expression is modified and the following
is calculated:

tp ¼ 0:09ð± 0:004ÞYmax þ 23:767ð± 2:4334Þ: ð17Þ

The time required for the printing of a new layer is
analytically calculated, by having utilized experimental
data for the results’ calibration and higher accuracy. The
time needed for the spreading of a new layer is calculated
by:

ts ¼
Xleft þXright þXlmax �Xmin

V s

þ
120� ðXleft þXright þXlmax �XminÞ

V rs

; ð18Þ

where Vs is the spread speed, Vrs is the rapid transverse
speed and Xleft, Xright, Xlmax, Xmin are geometry
parameters of the layer. The power required for each
sub-process is experimentally measured and a mean value
is calculated. As a result, the approach of [123], for the
calculation of the SLS AM process’s energy consumption is
a hybrid analytical-empirical one.

For this KPI, which is directly connected to the build
time, the analytical approach is, together with the
empirical one, are ideal for its simulation.

3.6 Droplet shape

In [102], an analytical approach is used for the modelling on
the shape of droplets that collide with the substrate and the
effect of speed of the droplets, of the temperature and
roughness of the substrate is taken into account. More
specifically, assuming a loss of kinetic energy due to the
freezing of the droplet on impact, starting from the energy
balance equation the authors substitute the analytical

Fig. 9. Error estimation percentages between the models developed in [44,177] and [45] respectively.
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expressions of the kinetic and surface energy of the droplet,
measuring the contact angle from the experimental
photographs and using an analytical expression for
viscosity, the following expression for the maximum spread
factor is obtained:

jmax ¼ Weþ 1238Wes� þ 3ð1� cosuÞ þ 4WeRe; ð19Þ

whereWe is theWeber number,Re is the Reynolds number
and s* is the dimensionless solidified thickness. In Figure 10
the dimensionless solid layer thickness as a function of
contact resistance is depicted, whereas Figure 11 the
thermal contact resistance as a function of surface
roughness, as calculated by the model of [102], can be seen.

Another analytical work is that of [103], in which
transition temperature at which splashing disappears is
calculated:

T t ¼ Tm �
StecHf;d

cd
; ð20Þ

where Stec is critical expression for the Stefan number
which is also calculated in [103], Hf,d is the latent heat of
fusion and cd is the specific heat. In Figure 12 the graph of
transition temperature versus impact velocity can be seen.

A numerical approach on the droplet kinematics is
presented in [104]. More specifically, the equations of the
conservation of mass and momentum, which govern the
flow within the liquid phase following impact have been
discretized in a typical control volume formulation and
solved numerically, using as boundary conditions the
surface tension-induced pressure jump at the droplet
surface, a zero tangential stress condition at the surface and
the dynamic contact angle at the contact line of the solid,
liquid, and gas phases. The explicit solution scheme has
been used for convective, viscous, and surface tension
effects, whereas pressure has been implicitly solved. Also,
the deformation of the free surface is tracked using a
piecewise linear volume tracking algorithm. An important
characteristic of this study is the use of the continuum
surface force model for the surface tension. Finally, the
approach for the initiation of perturbation that has been
followed is that the disturbance is not imposed on the
moment of impact, but later, when the diameter of the
droplet is just less than its initial diameter and a sufficient
length has been acquired, so as to adequately resolve the
perturbation that is imposed. This approach is practical
and yields realistic results as can be seen in Figure 13.

In [154], the effects of driving time, volume in the
pressure chamber, nozzle plate thickness and volume factor
(process parameters) on the droplet volume and droplet
velocity (KPIs) have been empirically modelled. In this
study, the droplet size characteristics before their impact
are modelled, which are determined by a drop-on-demand
piezoelectric droplet generator.

Fig. 11. Thermal contact resistance as a function of surface
roughness [102].

Fig. 12. Transition temperature as a function of impact velocity.
Aluminum substrate with impact velocity of V0, Rc contact
resistance at the droplet–substrate interface.

Fig. 10. Dimensionless solid layer thickness as a function of
contact resistance [102].
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From the above studies it can be concluded that for this
KPI group all of the different approaches (analytical,
numerical, empirical) should be utilized in the applications
that each one is more suitable, so as to produce different
results and to be capable to utilize all three complementary
to each another.

3.7 Heat transfer related KPIs/phenomena

An indicative analytical approach is that of [114], in which
the calculation of laser attenuation and powder temper-
atures at every point below a nozzle of a DED system
(Fig. 14) is presented . The beam intensity is calculated at
any position and it is utilized for the calculation of the
temperature of the powder (Fig.15). The space below the
nozzle is divided in two: that which is above the powder
attenuation plane and that which is beyond; a different
analysis is performed for each case. In the first part of the
space, above the attenuation plane, the powder particles
are divided between those that fall within the laser beam

and those which fall outside. In the space beyond the
attenuation plane, the powder particles are divided in three
categories: those that are continuously under the laser
beam, those that were in the beam at the consolidation
plane but are beyond when in their final position and in
those that undertook no further heating after the
consolidation plane. For those five categories a different
analytical equation for their temperature is provided.

In [118], a thermal analysis is presented, as part of the
simulation of the Weld-based AM process. More specifi-
cally, the heat transfer equation is solved in workpiece
taking into account both arc and induction heat input:

rCp

∂T

∂t
� ∇ðl∇T Þ ¼ Qarc þQjh; ð21Þ

where rCp is the volumetric specific heat, l is the thermal
conductivity, Qarc is the arc heat term, and Qjh is the
average induction heat rate over an electromagnetic
period. A combined radiation-convection heat transfer
coefficient is used as a boundary condition for the surfaces

Fig. 13. Photographs and simulation results of the numerical model of the study [104]. Numbers at the right indicate milliseconds
following impact.
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of the workpiece. A FE discretization is utilized, the latent
heat of phase transformation is taken into account by
increasing the specific heat and the material properties are
temperature dependent. Also, the increased convection of
the melt pool due to fluid flow is simulated, by increasing
the thermal conductivities by 10 times. Also, through a
coupled electromagnetic analysis, which takes place only at
a specific time so as to decrease computational costs and
times, the induction heating is also taken into account in
the thermal analysis, as pre-heating or post-heating.
Consequently, the concept of this approach is the creation
of a simulation of a relatively short duration of the actual
process time of a complex AM process, for which both
thermal and electromagnetic analysis is required; a smart
coupling is used for decreasing the computational time,
which still is in the scale that would not permit a simulation
close to the real time of the process. In Figure 16,
temperature plots of a two layer analysis that has been
performed in [118] are depicted.

A different numerical approach of a thermal simulation
is presented in [70], in which the thermal history of a
component manufactured in the SLM process is modelled.
The differential equation of heat conduction is discretized
using finite differences and it is solved implicitly. The
convection boundary condition is used for the surfaces of
the part and a Gaussian profile is used for the laser heating.
The moving of the laser heat source is simulated by
changing the heating boundary condition over time. Also,
the melting phase is taken into account, using the apparent
heat capacity method and the material thermal properties
are functions of both temperature and porosity. The
analysis takes place in 2D, however, a calibration strategy
of the model is presented for thin walled 3D parts. Finally,
an algorithm which combines node birth and node distance
adaptation over time is utilized in order to simulate the
addition of new layers of while minimizing the computa-
tional time and cost, leading to upto 25 times faster
computational times in comparison to standard node birth
implementations. The model is capable of providing the
temperature profile of the part during the whole
manufacturing process, as well as the dimensions of the
melt-pool, even when using a standard personal computer.
This model can be utilized for process optimization and,
with further optimization, for process control as well. In
Figure 17, a plot of the simulation of the temperature
profile and the melt pool dimensions on the cross-section of
the melt pool are depicted.

4 Discussion

In Section 2, modelling studies have been presented for
each AM process along with the process parameters used
and the modelled KPIs. In order to summarize the
presented studies, the different KPIs have been classified
in groups and the following table has been created. It has to

Fig. 14. Schematic diagram of the powder stream from a coaxial
laser deposition nozzle, in which the powder consolidation plane is
visisble [114].

Fig. 15. Validation of the analytical model presented in [114].

Fig. 16. Temperature filed during a two layer deposition
simulation (a) no induction heating, (b) induction pre-heating,
(C) induction post heating [118].
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be noted that the classification into KPI groups is
indicative and that some groups are very closely connected
to each other, rendering difficult the choice of a category for
the study of modelling. The KPI groups can be seen in the
horizontal axis of Table 13, whereas the AM process groups
are situated in the vertical axis. Also, a color coding has
been used in order to indicate the modelling approach that
has been followed in each work (black: analytical, red:
numerical, blue: empirical).

More specifically, in this table the state of the art on
modelling of AM processes that has been presented in this
paper is summarized and classified according to (i) AM
process, (ii) Modelled KPI, (iii) Modelling approach. The
data of Table 13 have also been graphically presented in
Figure 18, in which the percentages of studies that model
the different KPI Groups of each AM process group are
depicted and in Figure 19, in which emphasis is given in the
number of studies that follow a certain modelling approach
for the modelling of the different KPI groups.

It can be observed that in each process group different
KPIs are those to which the majority of studies refer to. It
can be said that, for that particular process group, those
KPIs are more significant than the others. In VP, most of
the studies model the mechanical properties and micro-
structure KPIs. In SLS most models refer to heat transfer
related KPIs/phenomena, as well as in SLM and EBM,
whereas in DED they are one of the two most important
categories. In the aforementioned process groups, impor-
tant also are the dimensional accuracy and microstructure
KPIs, which are directly connected to thermal phenomena,
as has been previously stated. Also, in the DED process, the
droplet kinematics KPI plays amajor role, whereas inMJ it
is the most modelled one. In ME and UC, the mechanical
properties and microstructure KPIs are the ones to which
most of the studies refer to. Finally, in BJ the topology/
dimensional accuracy and surface roughness share most of
the research interest, as well as in LOM, in which surface
roughness, mechanical properties and microstructure and

heat transfer related KPIs/phenomena are the three most
modelled KPIs. The fact that in each process group the
KPIs that attract the highest research interest are different
is due to the high importance of that particular KPI for
that process group. More specifically, this KPI can be
crucial to the process mechanism, encompassing the
drawbacks of the process and a model capable of accurately
simulating it, can be utilized for the improvement of the
important drawbacks of each process group.

An observation concerning the strengths and weak-
nesses of the different modelling approaches has also been
made. More specifically, analytical approaches are fast to
run and provide an overview of the physics of the process,
however, they tend to require more assumptions and
simplification of the process. They are ideal for the
modelling of KPIs, like build time and energy consumption,
which are easily analytically calculated.

On the other hand, the use of empirical methods
requiresminimal simplifications and assumptions and leads
to direct and validated conclusions. However, there is little
to no connection to the physics of the process and the
conclusions that are drawn from such models cannot be
generalized, since they are directly dependent on the
specific conditions of the model calibration experiments
that were conducted. As a result, using such methods can
be very practical for the solution of a specific problem, but
they are unsuitable for the extraction of generalized
conclusions concerning the identification and optimization
of the problems faced by AM technology. Finally, the use of
the numerical approach requires less assumptions than the
analytical one, which leads to more realistic models, while
it simultaneously provides an overview of the physics of the
process. Moreover, models that use this approach are
capable of describing not only the initial and final state of
the simulated KPI, but also the progression of its values
over time, the knowledge of which is of crucial importance
for the problem detection and optimization of the process.
However, the fact that the phenomena that take place in

Fig. 17. Temperature profile and melt pool dimensions on the cross-section of the melt pool [70].
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Table 13. KPI groups (horizontal axis) of the different AM process groups (vertical axis) modelled using analytical
(black), numerical (red) and empirical (blue) approach.
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Fig. 18. Percentages of studies that model the different KPI Groups of each AM process group.

Fig. 19. Number of studies that follow a certain modelling approach for the modelling of the different KPI Groups.
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AM are highly dynamic both spatially and temporally lead
to restrictions concerning the time span and part
dimensions that can be modelled when the numerical
approach is used, because the computational cost and time
needed is extremely high.

Observing Figure 19, it can be seen that a certain
modelling approach is preferred by the majority of the
studies of each KPI group. This can be attributed to the
fact that the different phenomena are more easily described
utilizing a certain approach, whereas it is difficult to use the
other approaches due to the nature of the KPI. As a result,
a connection can be identified between the KPI groups and
the modelling approaches: since some KPIs are more easily
modelled using a certain approach, the strengths and
weaknesses of the modelling approach also characterize the
modelling of that KPI as well. More specifically, one of the
major drawbacks of numerical modelling is the need of high
computational power and of long computational times.
Since the KPI groups of droplet kinematics, mechanical
properties and microstructure and topology/dimensional
accuracy and heat transfer relatedKPIs are better suited to
be modelled using numerical methods, as can be observed
in Figure 19, the modelling of those KPI groups faces the
same drawbacks to those of the modelling approach that is
best suited for the modelling of that group. However, since
each approach has different strengths and weaknesses, it is
important that modelling studies which utilize different
approaches to be available for all the KPI groups and AM
processes. This will lead to models of the same KPI that
will, however, have different strong and weak points and as
a result can be used in conjunction with each other, so as to
minimize the weaknesses and maximize the advantages of
such an approach. In this scope, Table 13 can be utilized for
the identification of those gaps in literature, in order to be
addressed by future studies.

5 Outlook

In this study the existing literature on process modelling of
AM processes has been presented and classified according
to the (i) AM process, (ii) Modelled KPI, (iii) Process
parameters used and (iv) Modelling approach followed;
also, the gaps in the existing literature concerning the
modelling approach used for the different KPI groups and
AM processes have been depicted in Table 13 and in
Figures 18 and 19.

Moreover, the following conclusion has been drawn
concerning the suggested scope future modelling works
should follow, so as to better cope with and help in the
solution of the problems that are faced by AM today. More
specifically, since most of the AM processes utilize heating
as a form of bonding of new layers, the modelling of heat
transfer related KPIs/phenomena is of crucial importance,
because it directly affects the dimensional accuracy,
topology, mechanical properties and microstructure of
parts. Those are the KPI groups that mainly need to be
improved in order to increase the quality of parts
manufactured using AM. The complexity and coupling
of those KPI groups constitutes the numerical approach as
the most suitable one for their modelling, because it needs

less assumptions than analytical methods, while it provides
an overview of the physics of the whole duration of the
process, including the transitional states which are of
crucial importance. Also, significant is the fact that they
are not dependent to any the specific experimental
conditions, like empirical models do, and as a result they
can be utilized as tools for the optimization of the process
itself. However, the fact that the thermal phenomena that
take place in AM processes are highly dynamic in time and
space leads to restrictions concerning the time span and
part dimensions that can be modelled. As a result, most of
the existing modelling approaches are capable of simulat-
ing only a short time span of the manufacturing process, or
a small section of a part due to the computational cost and
time needed for such simulations. However, the knowledge
of the entire progression of the phenomenon (thermal
history, thermal stresses, thermal distortions) will enable
the best possible optimization of the KPIs of the process, as
well as provide a tool that can also be used for the
optimization of the path planning of the heat source, which
will lead to further improvements in the part quality.

Consequently, in order to address some of the most
important issues hindering AM today, smarter numerical
models, capable of providing accurate calculations of the
thermal history and the oversizing of the printed parts,
while minimizing the necessary computational costs (time
and memory), have to be created. Such models will enable
the selection of the process parameters that will maximize
the quality of the produced parts, along with providing the
necessary information for the optimization of the processes
themselves.

5.1 Implications and Influences

As a review, this study identifies the most important
problems of eachAMprocess group and covers a wide range
of modelling approaches, which aim at addressing them. In
this regard, it can form a helpful reference, which can be
quickly consulted, due to the simple table-based structure
classification that has been used. More specifically, it (i)
provides important feedback to problems and challenges
that have been addressed so far in AM, (ii) highlights
literature gaps and (iii) suggests approaches for future
modelling studies.
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