# Modelling of essential fish habitat based on remote sensing, spatial analysis and GIS 

Vasilis D. Valavanis • Graham J. Pierce • Alain F. Zuur • Andreas Palialexis •<br>Anatoly Saveliev • Isidora Katara • Jianjun Wang

© Springer Science+Business Media B.V. 2008


#### Abstract

We review the variety of existing modelling approaches applied to species habitat mapping and we discuss issues arising from the availability and nature of sampled biological data and corresponding ecological and environmental habitat descriptors, as well as the different spatial analysis approaches that are selected according to specific hypotheses. We focus on marine species habitat mapping, presenting an overview of work on
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modelling fish habitat carried out through a European Communities Policy-Support Action, EnviEFH 'Environmental Approach to Essential Fish Habitat (EFH) Designation' (2005-2008). The selection of the appropriate habitat model is dataset-specific and the resulting EFH maps are often similar in spite of using different models. Derived EFH maps are based on either environmental ranges (used as minimum and maximum environmental habitat descriptors) or probability of occurrence values. We apply model outputs to regions larger than sampled areas making use of the capacity of satellite data to cover wide areas.

Keywords Marine species • Statistical modelling • Fisheries • Environment • Ecology

## Introduction

The identification of Essential Fish Habitats (EFH), i.e. areas or volumes of water and bottom substrates that provide the most favourable habitats for fish populations to spawn, feed and mature throughout their full life cycle, is important for the conservation of biodiversity and sustainable fisheries management. The sustainability of fish populations and their associated fisheries could be conserved by limiting anthropogenic stressors in such habitats.

One of the foundational concepts underlying the ecosystem approach to fisheries management
(EAFM) is that different geographic areas have different biological production capacities and that it may be advantageous to focus applying science and management to protect overfished areas and areas of degraded habitats (Lutchman, 2003). EFH analysis should be able to identify those areas within the distribution of a species that contribute most to sustain the long-term viability of a population. Although it may be difficult to define the boundaries of EFH (for example, whether it should be the most important $10 \%$ or $15 \%$ or $20 \%$, etc, of habitat), the definition of EFH areas, combined with management which recognizes the importance of such areas, represents a first step towards facilitating EAFM concepts and will thus contribute to the sustainability of marine ecosystems and their living marine resources as well as delivering the socioeconomic benefits with a healthy and sustainable fishery.

The extensive spatiotemporal variability, which characterizes dynamic marine ecosystems, presents inherent difficulties for the development of predictive species-habitat models. In order to identify relationships among ocean processes, environmental parameter distribution, biological responses and corresponding species distributions, scientific information and statistical analysis of habitat descriptors must accommodate the life cycle characteristics of the targeted species.

Satellite imagery provides an extensive (virtually worldwide) knowledge-base of sea-surface conditions, readily available in high or low resolution forms, allowing the mapping of important ocean processes that influence species distributions, albeit with the limitations that sub-surface phenomena cannot be described in this way and satellite data are available only since the early 1980s. In addition, extensive large-scale survey investigations often provide time-series of certain species distributions and sometimes also oceanographic data for the whole water column, allowing studies of relationships between environmental change and species environmental preferences. Finally, spatial statistical analysis and Geographic Information Systems (GIS) technology provide the tools to model species-habitat relationships and their variability and identify essential habitat areas (see, for example, Pierce et al., 2001, 2002; Valavanis et al., 2002, 2004).

Overviews of predictive species-habitat modelling approaches have been presented for various species
groups in terrestrial (Guisan \& Zimmermann, 2000; Elith \& Burgman, 2002), freshwater (e.g. Olden \& Jackson 2002; Behrouz et al., 2006) and marine ecosystems (e.g. Ferguson et al., 2006; Redfern et al., 2006). Related studies underline the fact that many marine species have wide distribution ranges and respond to environmental variation by changing their distribution patterns and habitat use (Perry et al., 2005; Laurel et al., 2007; Morrell \& James, 2008). The marine environment is fundamentally dynamic: over a fixed background of bathymetry and seabed substrate, oceanographic conditions and prey availability vary in time (diurnally, seasonally, interannually) and space (vertically and horizontally) at various scales.

In the present article, we summarize a range of modelling approaches available to model specieshabitat relations and map EFH for living marine resources, particularly fish, although some of these methods have been applied more often than others marine species datasets.

## Objectives of essential fish habitat modelling

Fundamentally, EFH modelling is an applied science (in that it provides EFH maps based on analyzed scientific data), very often with the ultimate aim of providing tools to support the sustainable exploitation of living marine resources. Given the relatively low level of knowledge about external factors influencing the population dynamics of marine species, many published models are empirical, making few or no prior assumptions about underlying causal mechanisms, rather than mechanistic (process) or functional (e.g. optimization) models. Thus a relationship described by an empirical model may reflect a direct causal link, an indirect link or simply a coincidental (and most likely temporary) correlation. The whole process has been denigrated as "data mining" rather than hypothesisdriven science (Guisan et al., 2002). While various philosophers of science (e.g. Popper, 1963) (and indeed some national government funding bodies) have viewed falsification of hypotheses as the only legitimate form of scientific endeavor, in reality science is a much more complex process (e.g. Lakatos, 1970; Kuhn, 1996) and, indeed, European research funding under the Framework Programmes has mainly
targeted at science that offers economic and societal benefits rather science that aims solely to advance theory. We would argue that, in the context of applied sciences, such as fisheries science, data mining is a perfectly legitimate approach, which can lead to predictions and/or forecasts of fish distribution and abundance that are both testable and can be used to inform rational marine resource management. It is important to recognize that empirical models remain a form of hypothesis (regardless of whether an underlying causal mechanism can be identified) until, after an appropriate estimation of goodness-of-fit, they are tested on independent datasets. The majority of existing publications arguably fail in this respect, although most advance testable hypotheses.

Aside from the 'data mining' argument, there are at least two additional reasons for skepticism about the power and validity of empirical models based on environmental predictors. First, inclusion of a large number of putative explanatory variables in a model may led to overfitting, reducing predictive capacity and generality (Clark, 2005), assuming, that is, that a high ratio of explanatory variables to data points and/ or collinearity between explanatory variables do not preclude fitting any model in the first place. A second issue is that the population dynamics of many (if not most) exploited species are driven by the amount, distribution and variability of fishing mortality, past and present. While this is true, the spatial distribution of EFH and abundance is still likely to be strongly dependent on the characteristics of the biotic and physical environment. As abundance increases, it may be expected that species expand from core 'preferred habitat' into increasingly marginal habitats. In this sense at least, knowledge of both the drivers of abundance and the habitat requirements (EFH) remains essential. In addition, environmental predictors may explain a high proportion of variance in recruitment strength and thus, in short-lived species (e.g. cephalopods, some small pelagic fish), a high proportion of variation in total abundance (Pierce et al. 2008, this volume).

The analysis of species distribution data has reached high statistical sophistication in recent years (Elith et al., 2006; Heikkinen et al., 2006). However, even the most complicated models cannot guarantee the improvement of our knowledge on the determinants of species distribution (Dormann et al., 2007).

## Data acquisition and preparation

Species distribution modelling is only as good as the data used. The right sampling strategy can improve model results considerably and reduce the risk of making an inaccurate, biased or imprecise prediction. For that purpose, Hirzel \& Guisan (2002) suggested some factors that could increase sampling efficiency. These are the increase of sample size, the use of regular sampling, and the use of environmental information to stratify sampling. Uncertainty, on which model inference and prediction depends, declines asymptotically with increasing sample size. The four strategies most frequently discussed are regular sampling (i.e. grid sampling), random sampling, equal random-stratified sampling, and proportional random-stratified sampling. A fifth approach, called gradsect (Austin \& Heyligers, 1989, 1991), is close to a random-stratified sampling (either equal or proportional depending on its design) but sampling is concentrated within a few geographic transects designed across the main landscape gradients, mainly to reduce study costs (timeand cost-effective surveys) (Hirzel \& Guisan, 2002; Hirzel \& Arlettaz, 2003).

Examples of environmental and fish survey/fisheries datasets that may be used for EFH modelling are listed in Table 1. Fishery-independent survey datasets include a variety of surveyed parameters from fisheries acoustic data, experimental trawl data, ichthyoplankton and egg data. Usually at a coarser spatial resolution, commercial catch and fishing effort data can also provide distribution and abundance information for post-recruit fish. Environmental (ecogeographic) parameters that are likely to be relevant include interpreted satellite images for sea surface temperature (SST), chlorophyll-a (Chl-a), photosynthetically active radiation (PAR), euphotic depth (EUD), sea level anomaly (SLA), wind speed and direction, and modeled data for sea surface salinity (SAL) and surface currents (SSC). Hydrographic survey data can provide additional information on subsurface and sea bottom conditions. Spatial location variables and spatial patterns analyzed with statistical and geostatistical tools may add predictive power by acting as surrogates for one or more unknown environmental variables, or variables that cannot be measured easily. They can also potentially capture genuine geographic effects, such as proximity to favourable habitat features (e.g. spawning sites), or

Table 1 A list of datasets, their description and source that they were used in marine species habitat modelling

| Parameter | Sensor/Model | Units | Resolutions | Source |
| :--- | :--- | :--- | :--- | :--- |
| Sea Surface <br> Chlorophyll-a <br> (CHLO) | SeaWiFS | $\mathrm{mg} / \mathrm{m}^{3}$ | $0.0833333^{\circ}$ | http://oceancolor.gsfc.nasa.gov |
| Sea Surface <br> Chlorophyll-a <br> (CHLO) | MODISA |  |  |  |
| Sea Surface <br> Temperature <br> (SST) | AVHRR | $\mathrm{mg} / \mathrm{m}^{3}$ |  | $0.0833333^{\circ}$ |
| and $0.041667^{\circ}$ |  |  |  |  |$\quad$ http://oceancolor.gsfc.nasa.gov

The listed datasets are commonly georeferenced in a GIS database under the EnviEFH Project requirement (world-wide and/or Mediterranean coverage, weekly and/or monthly resolutions for the general period 1997-current, some earlier to 1997)
where juvenile dispersal is aided by particular habitat combinations (Francis et al., 2005). Similarly, inclusion of time of day, month/season and year in models may capture temporal patterns without explaining them.

For ocean processes, SST and Chl-a data can be used to locate thermal and productivity-enhancing fronts (Ullman \& Cornillon, 2000; Valavanis et al., 2005), and marine productivity hotspots (Valavanis et al., 2004) and thus determine the distance of each sampling point from such features. Fixed physical features include bathymetry and derived variables, such as seabed slope, depth and slope variability, aspect, distances from coast and specific bathymetry
zones, and sea bottom substrate types (where available). The final selection of candidate explanatory variables for EFH modelling is, as far as possible, based on knowledge of the biology and ecology of the species. Ideally, explanatory variables should describe characteristics of the ecology of the species and indicate the presence/strength of relevant ocean processes (e.g. upwelling or fronts) by using, for example, distances of surveyed points from such processes (Table 2). It may be important to include temporally and/or spatially displaced (e.g. timelagged and teleconnected) environmental conditions (e.g. because the distribution of adults reflects processes affecting earlier life stages).

Table 2 Typical GIS output table including surveyed fisheries data (spatiotemporal and biological measurements) as well as derived habitat environmental and other descriptors*

| SPATIAL |  |  |  |  | FISHERIES |  | $\begin{array}{\|c\|} \hline \text { TEMPORAL } \\ \hline \text { month } \\ \hline \end{array}$ | HABITAT DESCRIPTORS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| No | LAT | LON | X | $Y$ | ANCH | SARD |  | SSTm | CHLm | PARm | ALTm | SALm | DEP | Dcoast | Chl-AN | SST-AN | Dist-MPH | SED | Dfronts |
| 1 | 39.67 | 25.07 | 849326.6\| | 4399545.5 | 0 | 1398 | may04 | 17.25 | 0.124 | 53.557 | -0.354 | 38.388 | -162 | 5677 | -0.011 | 1.25 | 0 | 4 | 147902 |
| 2 | 39.69 | 25.07 | 849219.8 | 4401389.5 | 0 | 137 | may04 | 17.38 | 0.124 | 53.665 | -0.345 | 38.384 | -179 | 4104 | -0.011 | 0.25 | 0 | 4 | 149861 |
| 3 | 39.71 | 25.07 | 849098.8 | 4403231.5 | 0 | 0 | may04 | 17.38 | 0.124 | 53.776 | -0.339 | 38.382 | -193 | 2153 | NA | NA | NA | 4 | 120048 |
| 4 | 39.72 | 25.07 | 848951.6 | 4405074.0 | 0 | - | may04 | 17.5 | 0.124 | 54.005 | -0.333 | 38.38 | -192 | 3675 | NA | -0.13 | NA | 3 | 115489 |
| 5 | 39.74 | 25.07 | 848771.1 | 4406910.0 | 2526 | 0 | may04 | 17.5 | 0.124 | 54.128 | -0.326 | 38.377 | -177 | 1917 | -0.013 | 0.88 | 0 | 3 | 100341 |
| 6 | 39.75 | 25.07 | 848659.3 | 4407951.0 | 0 | - | may04 | 17.5 | 0.124 | 54.253 | -0.32 | 38.375 | -159 | 7370 | -0.014 | 0.63 | 0 | 3 | 90599 |
| 7 | 39.75 | 25.06 | 847451.7 | 4408240.0 | 0 | , | may04 | 17.5 | 0.136 | 54.256 | -0.246 | 38.374 | -167 | 6231 | 0.01 | 0.13 | 0 | 3 | 63389 |
| 8 | 39.77 | 25.06 | 847696.4 | 4410078.0 | 0 | 0 | may04 | 17.38 | 0.143 | 54.393 | -0.269 | 38.37 | -148 | 1205 | -0.013 | 0.13 | 0 | 3 | 82044 |
| 9 | 39.79 | 25.06 | 847959.0 | 4411899.0 | 0 | 0 | may04 | 17.13 | 0.15 | 54.493 | -0.262 | 38.367 | -115 | 1283 | -0.014 | 0 | 0 | 2 | 89459 |
| 10 | 39.80 | 25.07 | 848075.3 | 4413745.0 | 0 | 0 | may04 | 17 | 0.157 | 54.721 | -0.256 | 38.366 | -95 | 3687 | -0.01 | 0.13 | 0 | 4 | 73837 |
| 11 | 39.82 | 25.07 | 848005.6 | 4415589.5 | 2736 | , | may04 | 16.75 | 0.173 | 54.821 | -0.25 | 38.364 | -64 | 5520 | 0.011 | -1 | 1 | 4 | 64944 |
| 12 | 39.83 | 25.06 | 847642.7 | 4416778.5 | 0 | 0 | may04 | -9999 | 0.171 | 54.852 | -0.244 | 38.361 | -16 | 2399 | -0.011 | 0.25 | 0 | 4 | 46951 |
| 13 | 39.47 | 25.28 | 868503.5 | 4379981.5 | 0 | 0 | jun04 | 22.5 | 0.104 | 59.806 | -0.847 | 38.425 | -166 | 3986 | 0.01 | -0.5 | 1 | 4 | 48395 |
| 14 | 39.49 | 25.28 | 868477.4 | 4381825.0 | 0 | 0 | jun04 | 22.5 | 0.104 | 59.723 | -0.888 | 38.422 | -149 | 3417 | NA | NA | NA | 3 | 57233 |
| 15 | 39.51 | 25.29 | 868475.4 | 4383674.5 | 0 | 0 | jun04 | 22.38 | 0.103 | 59.661 | -0.985 | 38.416 | -139 | 3012 | 0.01 | 0.13 | 0 | 3 | 42807 |
| 16 | 39.52 | 25.29 | 868476.3 | 4385493.5 | 0 | - | jun04 | 22.38 | 0.102 | 59.591 | -1.034 | 38.412 | -130 | 2746 | 0.012 | -0.13 | 1 | 3 | 51328 |
| 17 | 39.54 | 25.29 | 868096.5 | 4387366.5 | 0 | 0 | jun04 | 22.38 | 0.102 | 59.481 | -1.08 | 38.41 | -123 | 7010 | 0.01 | 0.13 | 0 | 3 | 44246 |
| 18 | 39.56 | 25.28 | 868196.9 | 4389120.0 | 0 | - | jun04 | 22.5 | 0.104 | 59.5 | -1.126 | 38.407 | -117 | 7736 | NA | NA | NA | 3 | 58220 |
| 19 | 39.57 | 25.29 | 868134.4 | 4390970.0 | 0 | 0 | jun04 | 22.5 | 0.106 | 59.548 | -1.22 | 38.402 | -112 | 8215 | 0.011 | -1 | 1 | 2 | 57385 |
| 20 | 39.59 | 25.29 | 868007.2 | 4392811.5 | 0 | - | jun04 | 22.5 | 0.104 | 59.604 | -1.269 | 38.4 | -108 | 15861 | 0.011 | -0.88 | 1 | 2 | 71647 |
| 21 | 39.61 | 25.29 | 867889.1 | 4394660.0 | 0 | 0 | jun04 | 22.5 | 0.103 | 59.707 | -1.32 | 38.397 | -107 | 1722 | 0.012 | -0.63 | 1 | 2 | 33055 |
| 22 | 39.62 | 25.29 | 867760.6 | 4396633.0 | 0 | 0 | jun04 | 22.5 | 0.102 | 59.739 | -1.427 | 38.392 | -106 | 6688 | 0.011 | -0.63 | 1 | 2 | 46440 |
| 23 | 39.64 | 25.29 | 867541.8 | 4398329.0 | 110 | 38 | jun04 | 22.5 | 0.103 | 59.746 | -1.483 | 38.39 | -106 | 1937 | 0.01 | -0.88 | 1 | 3 | 81875 |
| 24 | 39.66 | 25.28 | 867441.1 | 4400182.0 | 0 | 97 | jun04 | 22.5 | 0.105 | 59.655 | -1.542 | 38.387 | -105 | 3920 | NA | NA | NA | 4 | 121545 |
| 25 | 39.67 | 25.28 | 867359.1 | 4402029.5 | 0 | 0 | jun04 | 22.63 | 0.109 | 59.565 | -1.602 | 38.385 | -103 | 5307 | 0 | 0.38 | 0 | 4 | 123635 |
| $\ldots$ | ... | ... |  | $\ldots$ | ... |  | ... | $\ldots$ | ... |  | ... | ... |  |  |  |  |  |  |  |

*LAT-LON (decimal degrees) and X-Y (meters): coordinates
ANCH, SARD, species (anchovy and sardine abundance acoustic index)
SST-DEP, monthly-averaged environmental variables and bathymetry; Dcoast, distance to coast (m); Chl-AN-SST-AN, environmental anomalies (indication of upwelling); MPH, presence/absence of marine productivity hotspots; SED, sediment types; Dfronts, distance to thermal fronts (m)

## Data processing

Environmental and other habitat descriptor datasets can be inserted into GIS and projected under a common georeference system in order to extract a suite of environmental parameters for each sampling station. There are many tools available for this purpose (e.g. ArcGIS, MapInfo, etc) as well as a variety of data format conversion utilities for data communication among tools. For example, in the EnviEFH project, ESRI's ArcGIS software and Arc Macro Language (AML) programming language were used to create vector and raster layers of information (ESRI, 1994). Interpreted satellite images are processed as regular grids (ArcGIS GRID module) while fisheries data are placed in coverages of point topology (ArcGIS ARC module). Environmental data can be assigned to each sampling point of fisheries data by means of controlled cursors (pointers
that move one-by-one through a selected set of geographic features) between vector and raster datasets (e.g. among selected sets of spatial point features and associated attribute tables and related remotely sensed parameter grids) using ArcGIS INFO/ TABLES and ARCPLOT modules. An important consideration is the extent of the buffer zone (area around each sampling point), which is used to calculate an average for environmental parameters, e.g. the SST associated with a given sample could be a weekly or monthly average within a range of anything from 1 km to several kms of latitude and longitude. Derived descriptors, such as closest distances from thermal and productivity-enhancing fronts, marine productivity hotspots, temperature and chlorophyll-a anomalies, sediment types (when available) as well as distances from coast and bathymetry zones, are quantified using ArcGIS embedded distance functions under the ARC module.

## Approaches to essential fish habitat modelling

Nature is too complex and heterogeneous to be predicted accurately in every aspect of time and space from a single, although complex, model (Guisan \& Zimmermann, 2000). Levins (1966) formulated the principle that only any two out of three desirable model properties (generality, reality, precision) can be improved simultaneously while the third property has to be sacrificed. According to this principle, models can be classified to analytical (Pickett et al., 1994), mechanistic (e.g. Prentice, 1986) and empirical (Decoursey, 1992; Korzukhin et al., 1996). According to Lehmann et al. (2002), mechanistic models may provide more robust predictions than statistical models but the former are much more difficult to develop. Methods used to make spatial predictions should meet several criteria; they should be general enough to deal with the wide variety of attributes that need to be predicted; they should be rigorous and data-defined to make predictions in an objective and defensible manner; they should be standardized to produce uniform results and streamlined to facilitate the required analyses.

Modelling methods depend on data accuracy as well as the type of data. We can discriminate among various types of data, for example presence only data and presence/absence data (i.e. binary presence/ absence 1:0). In the former case, we have available samples from locations that a species is found (1:presence) and in the latter we have samples from locations where a species is found as well as from those where it is not found (1:presence- 0 :absence). Abundance data (e.g. counts, catch rates) may sometimes be converted to presence only or presence/absence data depending on the biological and logistical constraints governing a conservation monitoring situation (Pollock, 2006).

With a short description provided later in the text, common methods for modelling presence data include ENFA, BIOCLIM, DOMAIN, GARP and MAXENT, while ANN, GLM, GAM and CART require accurate presence/absence data in order to generate statistical functions or discriminative rules that allow habitat suitability to be ranked according to distributions of presence and absence of species (Manel et al., 1999; Guisan \& Zimmerman, 2000). Although a data-specific characteristic some of the latter methods could be used with presence only data
(Brotons et al., 2004). Other categories of spatial modelling, also using binary presence/absence data are implemented via Kriging and Simulation techniques. All together could be integrated with a hierarchical Bayesian approach thinking about the scientific method as an iterative process: First, a hypothesis is formulated, rooted in current knowledge. Then, data are collected against which the hypothesis can be tested. Finally, current knowledge is updated in light of the data, repeating the process as appropriate. The Bayesian paradigm is similar, replacing current knowledge with prior probability distributions, data with a likelihood, and updated knowledge with posterior probability distributions, which may now serve as prior probability distributions for future studies. Zaniewski et al. (2002) argue that pure presence-only methods (such as ENFA) are more likely to predict potential distributions that more closely resemble the fundamental niche of the species, whereas presence/absence modelling is more likely to reflect the present natural distribution derived from realized niche. However, both methods aim at predicting distributions by sampling real distributions, and therefore, providing different estimations of the realized niche of the species (Loehle \& LeBlanc, 1996). MacLeod et al. (2008, this volume) compared the performance of several presence-only models with that of GLM and showed that, although the latter had the highest predictive power, presence-only models could perform almost as well. Where survey effort is very uneven, both presence only and presence-absence models can give biased results, but only in the latter case is it possible to correct for the bias, e.g. by using effort as a weighting variable. In both cases, inadequate coverage of the full range of habitat types could lead to biased models.

Applying a statistical model consists of various main steps: parameter estimation, model selection, uncertainty estimation, model validation, and generating and testing predictions. Several techniques can be used in each step. For example, hypothesis testing or information criteria like the Akaike Information Criterion (Akaike, 1974) or Bayesian Information Criterion (Schwarz, 1978) can be used for model selection, uncertainty estimation can be done with classical methods based on the Fisher information matrix or using bootstrapping and jackknife techniques (Efron \& Tibshirani, 1991). Also for model
validation, many methods are available to verify the underlying assumptions (e.g. auto-correlation and semi-variograms for testing the independence assumptions).

A common problem with ordinary least squares regression approaches for modelling species responses to environmental variables is a bias introduced due to unmeasured variables. Typically, since only some of the factors that affect a species distribution are measured and included in statistical models, the influence of an unmeasured factor could mask the predictive relationship between response and explanatory variables. Even by taking into account all factors, some systems include an unexplained stochastic component or show chaotic behaviour.

An alternative approach is to view explanatory variables as constraints rather than as correlates. This approach stems from a fundamental ecological principal, namely Liebig's law of the minimum. Conventional correlation and regression analyses are not based on the concept of limiting factors (Thompson et al., 1996; Cade et al., 1999). Quantile regression is based on this principle and quantifies the effects of limiting factors by fitting regression curves in quantiles near the maximum response (e.g. 0.90 regression quantile) (Eastwood et al., 2001; Cade \& Noon, 2003; Hiddink, 2005). That way the effect of other measured or unmeasured factors is disregarded and only the cases when the tested factor has a limiting effect are taken into account. At the same time quantile regression reveals hidden bias and the existence of important processes that are not adequately represented by the measured variables (Cade et al., 2005). Another technique based on the fact that the upper boundary of the distribution of abundance reveals the limiting effect of a factor was developed by Blackburn et al. (1992). This method estimates the regression slope of the upper boundary by dividing the data into size classes and using the highest abundance for the calculations. Other techniques based on the law of the minimum have been proposed by Maller (1990), Kaiser et al. (1994) and Thompson et al. (1996). However, Liebig's law is open to criticism since resources might exhibit interactive effects, i.e. a factor can have a limiting effect only in the presence or absence of an other factor (Huisman \& Weissing, 2002) or all the resources can be limiting simultaneously ('multiple limitation hypothesis', Rubio et al., 2003).

Austin (2007) in a critical review of current modelling approaches introduces structural equation models as an alternative offering the possibility to incorporate latent variables in the model. Structural equation models are a descendant of 'path analysis' developed by Wright (1921) to provide a mathematical description of a hypothetical causal scheme between traits of a species and abiotic/biotic environmental variables. Structural equation models are a contemporary fusion of factor analysis with path analysis, which is able of testing causal claims. The method is based on the fact that, although correlation does not imply causation, causation does necessarily imply particular types of statistical independencies and this constraint is what is tested. Shipley (1999) characterizes structural equation models as the most sophisticated method of performing statistical control on causal relationships. Its major disadvantages are the inevitable linearity of the relationships, the multivariate nature of the data, and the necessity for large sample sizes.

These methods have been developed in an attempt to solve technical problems associated with ordinary least squares regression, such as heteroscedasticity, extreme values, overdispersion and bias due to unmeasured explanatory variables, but most importantly to introduce biological thinking into statistical modelling. The lack of a biological basis for the most broadly used statistical methods leads to lack of interpretable results and, therefore, biological processes and causal relationships are being overlooked. Moreover results of null hypothesis testing on observational studies are arbitrary because of the lack of control over the response and predictor variables. The information-theoretic approach, namely the coupling of statistical tools with ecological theory to develop robust and interpretable models, has already started to dominate species distribution modelling (Rushton et al., 2004).

Presence-only models

ENFA (Ecological Niche Factor Analysis) compares the statistical distributions of the ecogeographical variables for a presence dataset consisting of locations where the species has been detected with the predictors' statistical distributions over a wider geographic area. Like principal component analysis
(PCA), ENFA summarizes all predictors into a few uncorrelated factors retaining most of the information. However, in this case, the factors have specific ecological meanings: the first factor is the 'marginality', reflecting the direction and distance in which the species niche differs most from the available conditions in the wider area. Subsequent factors represent the 'specialisation'; they are extracted successively by computing the direction that maximizes the ratio of the variance of the global distribution to that of the species distribution (Hirzel et al., 2001; Dettki et al., 2003; Brotons et al., 2004). Although developed for modelling habitats of terrestrial species, it has been recently applied to harbour porpoises on the west coast of Scotland (UK) (MacLeod et al., 2008, this volume).

BIOCLIM is an 'envelope' method that implements a bioclimatic envelope algorithm (Busby, 1991). Environmental envelopes are conceptually closely related to niche theory, as they strive to delineate the hyper-surface (or envelope) that best circumscribes suitable conditions within the niche hyper-space defined by the environmental variables. For each environmental variable the algorithm finds the mean and standard deviation (assuming normal distribution) associated with the occurrence of surveyed species presence points. Besides the envelope, each environmental variable has additional upper and lower limits taken from the maximum and minimum values related to the set of occurrence points.

DOMAIN (Carpenter et al., 1993) is a distancebased method that assesses new sites in terms of their environmental similarity to sites of known presence by transforming the known occurrences into an environmental space and computing the minimum distance in environmental space from any cell to a known presence of the species. The Genetic Algorithm for Rule-Set Prediction (GARP) use a genetic algorithm to select a set of rules (e.g. adaptations of regression and range specifications) that best predicts the species distribution (Stockwell \& Peters, 1999). MAXENT estimates a target probability distribution by finding the probability distribution of maximum entropy (i.e. that is most spread out, or closest to uniform), subject to a set of constraints that represent incomplete information about the target distribution (Phillips et al., 2006).

Presence/absence models

## Classification and regression trees

Classification and regression trees (CART) function by way of recursive binary partitioning of data into increasingly homogenous groups with respect to the dependent variable. The two most homogenous groups of data with respect to the response variable are chosen (using the explanatory variables) and the resulting model is a tree-like structure consisting of a series of nodes (Lawler et al., 2004; Bourg et al., 2005).

In boosted regression trees (BRT), each of the individual models consists of a simple CART while the boosting algorithm uses an iterative method for developing a final model in a forward stage-wise fashion, progressively adding trees to the model by re-weighting the data to emphasize cases poorly predicted by the previous trees. Advantages offered by a BRT model include its ability to accommodate both different types of predictor variables and missing values, its immunity to the effects of extreme outliers and the inclusion of irrelevant predictors, and its facility for fitting interactions between predictors (Friedman \& Meulman, 2003). Leathwick et al. (2006a, b) used BRT to analyze fish species richness, environmental parameters and trawl characteristics.

## Multivariate adaptive regression splines

Multivariate adaptive regression splines (MARS) provide an alternative regression-based method for fitting non-linear responses, using piecewise linear fits rather than smooth functions (Friedman, 1991). MARS offer similar level of performance to other non-linear modelling techniques but may be extended by generalized boosted models (rarely used in ecological studies) where the estimation of the classifier's prediction is based on learning algorithms while systematically varying the training sample. For example, MARS were used to predict the distribution of freshwater diadromous freshwater fish in New Zealand (Leathwick et al., 2005).

## Generalized linear, additive and mixed models

Generalized linear models (GLM) are extensions of linear regression in the sense that they use different
distributions (e.g. the Poisson distribution for count data, the binomial distribution for binary and proportional data, the negative binomial distribution for overdispersed count data). Furthermore, they use a link function between the expected values of the response variable and explanatory variables that ensures that the fitted values make sense (e.g. larger than 0 for count data, or between 0 and 1 for binary data) (McCullagh \& Nelder, 1989). In the context of EnviEFH, GLM were used with a predictive rather than inductive goal. In such circumstances accuracy of model predictions is more important than significance of particular ecogeographic variables (Legendre \& Lengendre, 1998). Nishida and Chen (2004) applied GLM on yellowfin tuna CPUE data of the Japanese longline fisheries in the Indian Ocean.

Generalized additive models (GAM, Hastie \& Tibshirani, 1990; Wood, 2006) are straightforward extensions of GLM, which allow linear and other parametric terms to be replaced by smoothing functions; they are now widely applied in fisheries science (e.g. Zuur et al., 2007). In a comparison of modelling techniques, Moisen \& Frescino (2002) found that GAM built on real (as opposed to simulated) data, performed marginally better than other techniques (CART, ANN and GLM). In addition, GAM are well-suited to model continuous relationships, provided the samples are spread out over the entire measured gradient (GAM gives wide confidence bands when most observations have the same values for the explanatory variables, or if the explanatory variables have extreme observations). GAM is perhaps the most common and well developed method for modelling fish habitats. For example, Maravelias et al. (2007) used GAMs to identify the distribution of Morocco dentex (Dentex maroccanus) in the NE Mediterranean and the environmental factors that are related with species distribution. Giannoulaki et al. (2006) used GAMs to identify the relationship between anchovy presence and environmental variables. Francis et al. (2005) predicted small fish presence and abundance in northern New Zealand harbours. Many authors suggested several approaches to improve model fitting and prediction capacity in GAM. Ridge regression and lasso (Tibshirani, 1996; Harrell, 2001; Hastie et al., 2001) and model averaging (Burnham \& Anderson, 2004; Johnson \& Omland, 2004) are promising alternatives in a model stepwise procedure.

The use of CART techniques in a complementary way to GLM and GAM enables identification of ecologically meaningful interactions (Guisan et al., 2002).

Species distributional or trait data based on range map (extent-of-occurrence) or atlas survey data often display spatial autocorrelation, i.e. locations close to each other exhibit more similar values than those further apart. If this pattern remains present in the residuals of a statistical model based on such data, one of the key assumptions of standard statistical analyses, that residuals are independent and identically distributed, is violated. The violation of this assumption may bias parameter estimates and can increase type I error rates (falsely rejecting the null hypothesis of no effect) (Dorman et al., 2007). Often, spatial correlation is due to a missing covariate or interaction term in the model, the use of the wrong link function, or modelling a non-linear effect as linear. If refitting the model still gives residuals with spatial correlation, then a spatial correlation structure has to be incorporated in the model. It is also possible that due to the nature of the data, there is spatial correlation, in which case, a correlation structure has to be included anyway. Zuur et al. (2007) showed that falsely ignoring residual spatial autocorrelation, can give $P$-values that result in incorrect ecological interpretation. Including a spatial correlation structure provides more accurate predictions. In this case, modellers can quantify and integrate the spatial correlation structure (but should not ignore it).

Wagner \& Fortin (2005) describe three different approaches to deal with spatial autocorrelation in models: (1) regression models incorporating a spatial term (autoregressive models: Keitt et al., 2002), (2) partialling-out of the spatial component in the species-environment relationship (variance partitioning: Legendre, 1993), and (3) residuals analysis (multiscale ordination, Maggini et al., 2006). Redfern et al. (2006) separated methods for addressing spatial autocorrelation into two general categories: (1) removing autocorrelation from the data and (2) explicitly accounting for autocorrelation in statistical tests and models. Fotheringham et al. (2002) discussed the approach of geographically weighted regression (similar to kernel regression) where spatial autocorrelation in parameter estimation is treated through the assignment of weights, such that those observations near the point in space where the
parameter estimates are desired have more influence on the result than observations further away.

In Generalized Regression Analysis and Spatial Prediction (GRASP), which uses GAM for spatial predictions, improvement is achieved by using either cross-validation as a model selection method, or weighted absences, or limited absences, or predictors accounting for spatial autocorrelation, or a factor variable accounting for interactions between all predictors (Maggini et al., 2006). With regard to spatial autocorrelation, model performance and stability can be improved by incorporate large spatial trends, although better models are obtained by accounting for local spatial autocorrelation. Interaction factors built from a regression tree on residuals of a first environmental model proved to be an efficient way to account for interactions between all predictors but this can lead to some overfitting (Maggini et al., 2006). BRUTO provides a rapid method to identify both variables to be included and the degree of smoothing to be applied in a GAM (Leathwick et al., 2006a, b). The final choice of model strategy should always depend on the nature of the available data and the specific study aims (Maggini et al., 2006).

## Artificial neural networks

Artificial neural networks (ANN) are non-linear mapping structures based on hundreds or thousands of simulated neurons connected together in much the same way as the brain's neurons. ANN learn from experience (not from programming) and their behaviour is defined by the way its individual computing elements are connected and by the strength of those connections (weights). ANN can be trained to recognize patterns, classify data, and forecast future events (Kohonen, 1996; Ripley, 1996; Bishop, 1997). They have been shown to be universal and highly flexible function approximations for any data and any data dependencies. These make powerful tools for models, especially when the underlying data relationships are unknown (Lek \& Guegan, 1999). However, ANN are not very common for fish habitat modelling. Brosse et al. (1999) used ANN to assess fish abundance and occupancy in the littoral zone of the lake Pareloup (SW France). Lek \& Guegan (1999) presented an introduction of ANN as a tool in ecological modelling.

## Model comparisons

The development of validation tools for prediction methods provides comparison methods. Although validation and comparison of models depends on specific datasets, predictions based on presence/ absence data perform generally better than presence only data (Brotons et al., 2004) while presence/ absence models perform generally better than abundance models (Francis et al., 2005). Presence only models can perform as well if survey coverage is evenly and widely distributed (see MacLeod et al., 2008, this volume) but they contain no mechanism to control for biased sampling. Given effort data, effort can be used as a weighting factor to compensate for unevenly distributed survey effort, although compensation for inadequate survey coverage of the full range of habitats is not possible. In principle, abundance models should be more informative, however, their poor performance in practice relates to the fact that real abundance data rarely conform to standard distributions, thus violating model assumptions. The assumptions associated with presence/absence data (binary distribution) are more easily met.

Brotons et al. (2004) suggested that GLM with presence/absence data predict more accurately than ENFA (presence data), although MacLeod et al. (2008, this volume) show that the performance of the two classes of model is similar given good survey coverage. Elith et al. (2006) evaluated the prediction of eleven distinct models and sixteen approaches that use presence-only data. They classified the models in three performance categories. The first highest performing group includes MARS, BRT, generalized dissimilarity (GDM and GDM-SS) and maximum entropy (MAXENT and MAXENT-T) models. A second group of methods includes most of the standard regression methods (GAM/BRUTO, GLM, MARS and GARP). A third group includes the methods that use presence data only (BIOCLIM, DOMAIN and LIVES, Li \& Hilbert, in press). Studies of presence-absence modelling methods suggest that several non-linear techniques (e.g. GAM, ANN and MARS) are comparable in terms of predictive ability and are often superior to methods such as traditional single decision trees (Ferrier \& Watson, 1997; Elith \& Burgman, 2002, Moisen \& Frescino, 2002, Munoz \& Felicisimo, 2004; Segurado \& Araujo, 2004).

Among some available methods for predictions (e.g. GLM, GAM, ANN) and based on specific datasets, Lehmann et al. (2002) selected GAM because of the ecological interpretability of its non-parametric response curves and of the advantage of being statistically well defined, allowing good inference, but also flexible enough to fit the data closely. Leathwick et al. (2006a, b) fitted GAM and MARS models between the distributions of 15 freshwater fish species and their environment, and based on ROC values, results indicated little difference between the performances of both models. According to Olivier \& Wotherspoon (2005), GLM classification accuracy on both test and training data was higher than that of CART and these authors finally suggested that the application of CART in a complementary way to GLM and GAM proved very useful in the model building phase as a guide to identify meaningful interactions using tree nodes.

## Essential fish habitat mapping

## Prediction versus range

There are at least two ways to produce an EFH map from a model. The first one is based on the model's graphical and numerical output. Estimated regression parameters, their signs, and significance levels indicate the strength and (partial) effect on the response variable. Some methods also provide graphical output for the explanatory variable (e.g. GAMs), which can be used for assessing its (partial) effect. Application of these ranges within GIS grids generates maps and indicates areas where variable ranges simultaneously meet, as potential EFH. Environmental ranges extracted from a specific surveyed area (e.g. North Aegean Sea in Eastern Mediterranean) can be applied to satellite data that cover the whole region (e.g. the whole Mediterranean basin), thus providing potential EFH maps for the region of interest.

The other approach includes the use of either a new set of values (or the original ones) for the explanatory variables of a fitted GAM model, in order to produce predictions. In this case, the predicted values can directly be mapped. The interpretation of prediction maps depends on the model's response
variable (e.g. predicted values from a GAM with a response variable in presence/absence format gives probabilities of presence). The extent and the resolution of the predicted area depend on the set of the values used as the explanatory variables.

## Use of satellite data

There are many advantages in using satellite datasets in prediction models. Due to the great spatial and temporal coverage of satellite data, it is easy to extract EFH maps that expand the sampling area. The outcome can sometimes lead to underestimated or biased predictions for the areas outside the sampling area. Since the model is based on environmental parameters within specific ranges at the sampling area, predictions out of those ranges might be unrealistic. Applying the models to a new area or different time period (prospective sampling) provides different results on habitat availability and this will usually result in a change in the model coefficients and apparent selection. However, one measure of the robustness of a habitat model is its capacity to be applied in other areas (Boyce et al., 2002; Olivier \& Wotherspoon, 2005).

Seasonal or pooled
Given seasonal data, GAM can be applied in each season or in the whole dataset. In each case, there are advantages and disadvantages. The final choice depends on the study's objectives (prediction or description). If the whole dataset is used, the model will have a wider applicability because of the wider range of values of the explanatory variables. If only one season is used, the model will describe accurately the specific season (better than the previous model) but would be weak to predict other seasons. As a general rule, although always depending on the nature of specific datasets, the use of whole year datasets is recommended for predictive models whereas seasonal datasets might be used for descriptive models. The same type of argument can be applied to data collected across several years or several areas. Boyce et al. (2002) concluded that an overall model (all-year pooled data) is generally not a good indicator for individual-year models.

## Model validation

There are several techniques to validate a model or to compare the accuracy of prediction among different models. Kappa statistics, Receiver Operating Characteristic (ROC), k-Fold cross validation, confusion matrices and classification tables are well described by Boyce et al. (2002) for presence/absence data. ROC statistics are preferable to Kappa, because, unlike Kappa, the ROC method avoids the problem of choosing a threshold value (Lehmann et al., 2002). For presence data, better model evaluation is achieved by withholding data (k-Fold partitioning) for testing model predictions or by comparing Resource Selection Function (RSF) predictions using models developed at other times and places (prospective sampling) (Boyce et al., 2002). One step towards improving evaluation of model performance in predicting distributions of species is to use independent, well structured presence-absence datasets for validation (Elith et al., 2006). On the other hand, Lehmann et al. (2002) indicated that crossvalidation is generally more practical because it creates relatively independent random subsets and allows the use of all available data in the modelling process. By using entirely independent datasets, there is a risk of comparing different sampling strategies instead of evaluating a model (Lehmann et al., 2002). In addition, adequate data for independent validation may be difficult to collect and modelers usually prefer to use all available data to fit their model (Araujo et al., 2005; Maggini et al., 2006). The jackknife is also used (Jaberg \& Guisan, 2001) for model validation.

False positives and false negatives are the types of prediction errors in modelling based on presence/absence data. Some data partitioning methods for the allocation of cases to training and testing datasets are resubstitution (Stockwell, 1992), which tends to provide optimistic measures of prediction success, bootstrapping (Buckland \& Elston, 1993) in which accuracy is usually reported as a mean and confidence limits, randomization and prospective sampling (Capen et al., 1986) that could be from a different region or time, k-fold partitioning and jackknife sampling (Fielding \& Bell, 1997).

## Conclusions

We conclude this overview with the statement that the best model selection depends on the specific dataset and on the aims of the modelling process. In the EnviEFH project, the final objective was to produce essential fish habitat maps for small, large pelagic and demersal fish resources in the Mediterranean and adjacent seas, thus we focused more on the fact that different methods produce similar maps rather than examining in great detail the pros and cons of the statistics behind each model.

Published studies have moved from using simple correlation and regression (assuming normal distributions, homogeneity of variance and linear/nonlinear relationships) to techniques that can account for the effects and interactions of multiple explanatory variables, response variables with a range of different distributions, non-linear relationships, heteroscedasticity, time-lagged effects and temporal autocorrelation and, one of the less tractable of these issues, spatial autocorrelation. Particular attention should be given to ensuring adequate and representative sampling and robust model validation methods.
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