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Abstract: Quantum mechanical ab initio UHF, MP2, MC-SCF and DFT calculations with 
moderate Gaussian basis sets were performed for MnX6, X = H2O, F-, CN-, manganese 
octahedral complexes. The correct spin-state of the complexes was obtained only when the 
counter ions neutralizing the entire complexes were used in the modelling at the B3LYP 
level of theory. 
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Introduction 

It is usual to assume that octahedral manganese II complexes are high-spin molecules and such an 
assumption has been widely used in almost every work concerning this type of complexes [1-2]. There 
are many arguments, both experimental and theoretical, which support this assumption, but some of 
them can be questioned. Since Mn II complexes are often present in active centers of enzymes, e.g., 
superoxide dismutaze [3], peroxidaze [4], aminopeptidase [5], sialyl and fucosyl transferase [6-8] or 
various integrins [9-10], it is important to improve our understanding of their structures and properties, 
and to explain the discrepancies between the theory and experimental data occurring. In this work 
some basic concepts concerning the octahedral Mn II complexes are discussed in view of the results of 
the comparative calculations performed. 
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According to the simple theory of transition metal complexes - the crystal field theory (CFT) [11-
13] - the metal cation is affected by the purely electrostatic field created by the nearest neighbour 
ligands represented by point charges or point dipoles. Despite its simplicity the CFT method leads to 
very useful results that in most cases are qualitatively in agreement with the experimental data. 

The CFT assumes that the 5-fold degeneracy of the cation d-orbitals is removed when the central 
ion is surrounded by a set of negative charges or negative ends of dipoles representing the ligands. 
Surrounding the cation by six ligands splits the orbitals into two sets with different energies - the triply 
degenerated t2g level and the doubly degenerated eg level. The occupation of the t2g and eg orbitals is 
dependent on the difference between the splitting energy (energy difference between the t2g and eg 
levels) and the pairing energy (energy of placing two electrons with different spins in the same orbital). 
If the pairing energy is greater than the splitting energy we get a high-spin state; in other cases the 
complex is in a low-spin state [11-15]. Mean pairing energies for most ions and splitting energies for 
many ligands can be estimated based on the spectroscopic data. Using these data it is possible to 
determine the spin of most complexes. 

The Molecular Orbital Theory, which uses group theory and quantum mechanics, can be an 
alternative tool for predicting the spin-state of the transition metal complexes. Its advantage is to give 
not only qualitative, like CFT, but also quantitative results, concerning the spin-state and the structure 
of the complex. 

There has been extensive research on manganese (II) complexes with water ligands, both 
experimental, including X-ray and EXAFS [16-20], and theoretical using the ab-initio SCF method 
[21], the molecular dynamics simulation [22-23] and very recently also combined quantum 
mechanical/molecular mechanical and Monte Carlo simulations [24-26]. The Mn-H2O complex can be 
a model species for all high-spin manganese complexes, which include the majority of all Mn II 
complexes. This is because for Mn II the pairing energy is very high and there are only few known 
structures with ligands creating a sufficiently strong field to force the complex into the low-spin state. 
The low-spin complexes, e.g. [Mn(CN)6]4- and [Mn(CNR)6]4- (R=CH3, C2H5), have been studied much 
less frequently than the high-spin complexes because their occurrence in biological and other systems 
is very rare. 

In the present work we intended to determine the spin-states of several manganese complexes 
shown on figure 1, including low-spin Mn(CN)6

4- complex, but we encountered difficulties when using 
models reduced to the first coordination shell. An improved model, where the counter ions are added, 
were subsequently used and the results obtained for this improved model are discussed in this work. 
The calculations proposed in this paper concentrate on DFT methods since density functional theory 
became a standard tool for theoretical modelling of biological systems. For comparison, the ab initio 
calculations (UHF, MP2, MC-SCF, medium-size basis sets) were also performed. 

According to the CFT theory the two ligands, H2O and F-, considered in this study should form 
high-spin-state complexes with the manganese cation. The third complex, [Mn(CN)6]4-, should appear 
in the low-spin state due to the strong electrostatic perturbation created by the ligands [14-15, 27-28]. 
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Figure 1.  MnX6 model, X=H2O, F-, CN-. 

 

Computational Details 

The geometries of the metal complexes were fully optimized assuming several possible 
multiplicities (2, 4 or 6). The ab initio UHF [29-31], MP2 [32], and MC-SCF [33-34], as well as the 
density functional BLYP [35-36], SVWN [37-38], B3PW91 [39-40] and B3LYP [39,36] methods 
were used with the standard 3-21G*, 6-31G*, 6-31G** and AhlrichsVDZ basis sets. The starting 
geometry in each calculation was the regular octahedral structure with the Mn-ligand distance set to 
2.2 Angstroms (the mean ionic radius of manganese complexes [41-42]).  

Also, a set of calculations using different Mn-ligand distances as the starting points for the 
geometry optimization was performed. In these calculations the Mn-ligand distance was set to 2.0, 2.1, 
2.3, 2.4 and 2.5 Angstroms, respectively, in order to check the influence of the choice of the starting 
point on the final geometry and on the spin-state of the lowest energy structure. 

Complexes with other central ions were also examined for comparison using the UHF and B3LYP 
methods and the 6-31G* basis set. Two transition metal cations, Fe II and Fe III, and their complexes 
with H2O and CN- ligands were considered in the calculations. As in the manganese II case, both Fe II 
and Fe III form high-spin complexes with water ligands and low-spin complexes with the CN- ions 
[27-28]. The initial geometry in these calculations was also chosen to be the regular octahedral 
structure with the Fe-ligand distances set to 2.55 Angstroms. 

To estimate the role of the counter-ions, usually omitted in simplified modeling of the transition 
metal complexes, Na+ cations were added to the model. Two model systems with four Na+ ions 
neutralizing the MnX4

4-, X=F-, CN-, complexes were built. Again the starting point for the B3LYP and 
MC-SCF structure calculations with the 3-21G* and 6-31G* basis sets was chosen to be the regular 
octahedral complex, in which the Mn-ligand distance was set to 2.2 Angstroms. Na+ ions were placed 
at the distance consistent with the radius of the second hydration shell of the manganese II complexes 
taken form experimental data available [43-47]. The energy differences between the high-spin and 
low-spin states of the uncharged complexes were compared to the energies obtained for the negatively 
charged ones. 
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The calculations were performed on the single-processor NEC SX-4B/2A and four-processor Cray 
SV1 supercomputers using Gaussian 98 [48], and on Intel Pentium III using the Jaguar 4.0 [49] and 
Dalton 1.2 [50] software. 

 

Results and Discussion 

The simulations carried out using the DFT methods revealed a very poor convergence of the 
iterative procedure for finding the solution of the Kohn-Sham equations. In many cases the geometry 
optimization of the Mn complexes using DFT methods diverged, which in turn made it impossible to 
determine the total energy of the complexes. On the other hand UHF converged in all cases, but it 
frequently gave completely unrealistic and wrong geometries, what is a known problem within the 
Hartree-Fock theory. 

For the cases where satisfactory convergence was obtained the geometries of the complexes 
remained almost perfectly octahedral, in agreement with the experimental data. The distances between 
the central cation and the nearest-neighboring atoms of the ligands were also in good agreement with 
both the experimental data [29,16-20] and with the previous theoretical calculations [30,21-26,2]. 

The complexes with the lowest total molecular energies corresponded to the high-spin complexes in 
all of the above mentioned calculations. According to the CFT theory and in agreement with the 
experimental data, the octahedral complexes of Mn(II) with six H2O ligands or six F- ions should 
appear in the high-spin state, whereas the cyanide complex should be in the low-spin state. The high-
spin state of Mn(H2O)6

2+ complex  was confirmed by the calculations, but, according to the 
calculations the [Mn(CN)6]4-

 complex should also exist in the high-spin state and the calculations failed 
to reproduce this feature. Such a situation was observed independently on the method (UHF, MP2, 
BLYP, SVWN, B3PW91, B3LYP, MC-SCF) and on the basis set (3-21G*, 6-31G*, 6-31G**) used. 
The energy difference between the high and the low-spin state was in all cases high enough to favor 
the high-spin state. 

 
 

Table 1. Energy difference between high-spin and low-spin states of MnX6 complexes using different 
calculation methods; ∆E=E(high-spin) – E(low-spin) 

complex UHF a 

(kcal/mol) 
B3LYP a 

(kcal/mol) 
MP2 a 

(kcal/mol) 
MC-SCF b 

(kcal/mol) 

[Mn(H2O)6]2+ -149 -102 -157 -105 
[MnF6]4- +57 +56 -118 -132 

[Mn(CN)6]4- -92 -176 -352 -102 
a in 6-31G* basis set.  
b in AhlrichsVDZ basis set: F-(7s4p|3s2p); Na-(10s5p|4s1p); Mn-(14s8p5d|5s2p2d); the MCSCF wavefunction for the low-
spin state (S=2) was composed of 75 configurations (5 electrons on 5 active orbitals, remaining doubly occupied orbitals 
assumed inactive); for the high-spin state (S=6) the wave function corresponded to a single configuration (5 electrons on 5 
active orbitals) 
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Interestingly, the predicted spin-state of the [MnF6]4- complex varied depending on the calculation 
method and basis set used. The UHF method predicted the preference of the high-spin state within the 
3-21G* basis set what is in agreement with the experimental data but failed in the calculations using 
larger basis set. When the B3LYP functional within the DFT theory was used, the pairing of the 
electrons forced the system to convert into the low-spin state, but on MP2 or MC-SCF levels of theory 
the results were again correct. 

Another interesting observation is the fact that the distances between the central ion and the ligands 
are much shorter for the low-spin complexes than for the high-spin complexes. The Mn-X bond 
shortening ranges from 0.04 to 0.4 Angstroms. Thus it is clear that the spin-state of the complex has a 
non negligible effect not only on its electronic structure but also on the geometry of the complex. On 
the other hand the electrostatic perturbation produced by CN- anions or any other ligand directly 
depends on the distance between the central ion and the ligands. Ligands laying closer to the 
manganese cation can produce a stronger electric field, which in turn can affect the spin-state of the 
complex. To investigate this effect a set of calculations, in which the Mn-X distance in the starting 
point of the geometry optimization was set to 2.0, 2.1. 2.3, 2.4 and 2.5 Angstroms, respectively, was 
performed. The results were compared to the previous calculations where the starting distance was set 
to 2.2 Angstroms. After the optimizations were completed there was no significant change of the 
geometry of the complex, and [Mn(CN)6]4- remained in the high-spin state. 

A similar situation was observed in the case of the Fe II and Fe III complexes. Non-correlated 
calculations (UHF) again did not correctly predict the spin-state of the Fe charged complexes. 
Moreover the methods with the electron correlation included (DFT/B3LYP) also failed to predict the 
spin-state of the iron complexes. Interestingly, for the Fe complexes almost no convergence problems 
appeared in the calculations. 

The next step in the calculations was to estimate the role of the counter-ions usually omitted in 
simplified modeling of the transition metal complexes, although they can noticeably alter the strength 
of the ligand field. In those calculations we used four Na+ ions to neutralize the manganese MnX4

4-, 
X=F-, CN-, complexes. Such a representation with the entire complex being uncharged seems to be 
closer to the situation found in the real systems. Four different complexes were studied using the 
B3LYP fuctional and the two different basis sets used in the calculations of the charged complexes. 
We also used the MC-SCF method in the calculations. As before the starting point in the geometry 
optimizations was chosen to be the regular octahedral complex in which the Mn-ligand distance was 
set to 2.2 Angstroms. In Table 2 the energy differences between the high-spin and low-spin states of 
the uncharged complexes are compared to the corresponding negatively charged states. 

The results from Table 2 show that adding counter-ions to the manganese complexes is crucial in 
obtaining the correct spin-state at the B3LYP level of theory. In the case of Na4[Mn(CN)6] complex 
the low-spin state was obtained using a small basis set, such as 3-21G*. Unfortunately the calculation 
with a larger basis set  (6-31G*) did not confirm this result – in fact it showed again  that  the high-spin 
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Table 2. Energy difference between high-spin and low-spin states of [MnX6]4- and Na4[MnX6] 
complexes using different calculation methods; ∆E=E(high-spin) – E(low-spin) 

complex 
B3LYP/3-21G* 

(kcal/mol) 
B3LYP/6-31G* 

(kcal/mol) 
MP2/6-31G* 

(kcal/mol) 

MC-SCF/ 
AhlrichsVDZ a) 

(kcal/mol) 

[Mn(CN)6]4- -188 -176 -352 -102 
Na4[Mn(CN)6] +119 -16 -44 -53 

[MnF6]4- +126 +56 -118 -171 
Na4[MnF6] +207 -25 -131 -129 

a see footnote to Table 1. 
 
 

state was preferred. However the difference between the preferred high-spin state and the low-spin 
state was much smaller than in the case of Mn(CN)6

4- complex. The same situation can be observed 
using the MP2 and MC-SCF calculations. In the case of the second complex, Na4[MnF6], the small 
basis set did not produce correct results, but with the larger 6-31G* basis set the complex reached the 
correct high-spin state.  

The influence of the counter-ions on the electronic structure of manganese complexes at the 
B3LYP/3-21G* level was observed by considering the gap between the highest occupied (HOMO) and 
lowest unoccupied (LUMO) molecular orbitals in these systems (fig. 2). In the case of the negatively 
charged Mn(CN)6

4- complex, the gap between HOMO an LUMO was quite large while in the neutral 
complexes the gap was considerably smaller. It seems that a small gap between HOMO and LUMO in  

 
 

Figure 2. [MnCN6]4- (on the left) and Na4[MnCN6] (on the right) orbitals calculated at B3LYP/3-21G* 
level. Black color denotes occupied, and gray color denotes unoccupied orbitals. The gap between 
between HOMO and LUMO for the Na4[MnCN6] complex is much smaller than that for the 
[MnCN6]4-. 
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the neutral complex facilitates to accommodate the correct spin-state easier than in the negatively 
charged complexes. However, adding counter-ions is not a remedy to alleviate the problems with 
theoretical prediction of correct spin state. In the case of the ions creating a weak ligand field, the 
calculations with the Na+ cations reproduced well the desired high-spin state, but in the case of the CN- 
ligands UHF, MC-SCF and MP2 methods failed to predict the correct, low-spin state. 

 

Summary and Conclusions 

Theoretical studies of manganese octahedral complexes with the central ion surrounded by six small 
ligands showed that reproducing the correct spin-state of such complexes in the calculations can be a 
difficult problem. This problem occurred at different levels of theory and did not go away despite 
changing the basis set. In addition, changing the initial geometry in the calculation of the optimal 
structure did not lead to the correct results.  

Adding counter-ions to the model in order to correct the problem with the wrong spin state worked 
at the DFT level of theory when some basis sets were used, but did not work for other basis sets. The 
counter-ions interacting with the ligands caused reduction of the orbital energy gaps between the 
various spin-states of the Mn complexes. This in turn led to significant alteration of the molecular and 
electronic structure of the complexes. 

Including counter-ions in the calculations failed to predict the low-spin states for the low-spin 
complexes at other than the DFT levels of theory, including UHF and MC-SCF. The cause of the 
discrepancy between the experimental data and the theoretical calculations, as well as the cause of the 
discrepancy between the theoretical results obtained at different levels of theory, is a serious problem 
that needs to be addressed in the future theory development. 
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