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1 INTRODUCTION 
Project risk management is crucial and indispensable to the success of project. In recent decades, 
projects have been dealing with increasing amounts at stake and facing a growing complexity (of both 
their structure and the context). Risks have then become higher in terms of number and global impact 
within the complexly interacted risk network. For instance, there might be propagation from one 
“upstream” risk to numerous “downstream” risks; on the other side, a “downstream” risk may result 
from occurrence of several “upstream” risks in different domains. The extreme of this phenomenon is 
the famous “domino effect”, or chain reaction. Another example is the existence of loops. 
A number of risk management methodologies and associated tools in academia and industry have been 
developed with qualitative or quantitative approaches (Chapman & Ward, 2003; PMI, 2004). However, 
current methodologies fail to represent the real complexity of risks in project. Many existing methods 
independently analyse and manage individual risks, and generally list and rank them upon one or more 
characteristics. Some methods comprise cause-effect links with a tree structure, but they are still 
focused on one single risk (Carr & Tah, 2001; Heal & Kunreuther, 2007). Several papers about 
Bayesian Belief Network (BBN) appeared in recent years in the domain of project risk management 
(Fan & Yu, 2004; Lee, Park, & Shin, 2008). BBN method is able to model risk relationships with a 
network structure. Nevertheless, BBN demands oriented links and is inherent acyclic so that it is 
incapable of modelling the loop phenomenon. 
In order to manage risks in complex project, interactions must be integrated with classical 
characteristics of risks, and propagation behaviour in risk network needs to be analysed. Design 
Structure Matrix (DSM) has proved to be a practical tool for representing and analysing relations and 
dependencies among system components (Browning, 2001). In this paper we present a method based 
on structure matrix to model risk interactions and to re-evaluate risks for assisting managers make 
more reliable decisions. 

2 MODELLING OF PROJECT RISK INTERACTIONS 

2.1 Identification of risk interactions  
Identification is the first step to detect and establish the cause-effect relationship between risks. 
Classical dependency and structure matrix of project objects, such as tasks, actors and other different 
components in project, can facilitate identifying the correlations of risks related to these objects, with 
the help of expertise and previous experience. 
We define the Risk Structure Matrix (RSM), which is a binary and square matrix. We have RSMij = 1 
when there is a link of potential causality from Rj to Ri, as described in (Marle & Vidal, 2008). RSM is 
the DSM with project risks as system elements. It represents causal interactions in the complex project 
risk network. RSM can also be regarded as a multiple-domain matrix (MDM) because risks reside in 
and could interact across different domains in project (Biedermann & Lindemann, 2008). 

2.2 Classical analysis on RSM for risk management 
Some classical DSM analysis can be applied on RSM to help the process of risk management.  
� Through partitioning analysis, risks can be sequenced and classified into different categories. 

For example, risks without input while leading to several others are likely to be source risks; 
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risks with many inputs as well as many outputs can be considered as transition risks in project; 
downstream risks without output are accumulated risks, often related to project performance 
like schedule, cost or quality. Strategies for mitigating risks in different categories are likely to 
be different.  

� Raising the adjacency matrix from the first to n-th power allows for identification of 
successively higher order loops (Ledet & Himmelblau, 1970). Potential risk propagation loops 
within the complex risk network can then be identified thanks to a method which calculates the 
powers of RSM.  

� Clustering of risks provides interfaces for decoupling subsystems and helps manager to assign 
risk owners. Marle and Vidal developed an algorithm to cluster risks by their interactions 
(Marle & Vidal, 2008). 

2.3 AHP-based evaluation of risk interactions 
Numerical structure matrix can provide more detailed information of the risk network for management. 
Evaluation is the process of measuring and estimating the strength of link between risks. The Analytic 
Hierarchy Process (AHP) developed by Thomas Saaty is a multi-criteria decision-making method 
based on the use of pairwise comparisons, which generate the elaboration of a ratio scale (Saaty, 
2003). An AHP-based assessment of risk interactions is conducted to get numerical values in the 
dependency matrix (Marle & Vidal, 2008).  
First, risks are evaluated regarding their contribution to any Rk in terms of risk input (comparison on 
rows). In other words, for every pair of risks which are compared, the expert should assess which one 
is more important in terms of probability to be an input (i.e., a cause) for Rk. Numerical values are 
obtained thanks to the use of traditional Saaty scales. Then, the same process is carried out for risk 
outputs (comparison on columns). The combination of eigenvectors permits to build up two square 
matrices we name NEM (numerical effect matrix) and NCM (numerical cause matrix). Indeed, for 
each risk Ri, we calculate the eigenvectors of the two AHP matrices corresponding to it, in terms of 
inputs and outputs. The eigenvectors which are associated to the maximum eigenvalues correspond to 
the i-th row of the NEM and the i-th column of the NCM. Then the Risk Numerical Matrix (RNM) is 
defined by the global weighting operation in equation (1): 

( , ) ( , ) ( , ), ( , ),0 ( , ) 1RNM i j NCM i j NEM i j i j RNM i j� � � � �  (1) 

This calculation permits an overall estimation of the (i, j)-th term since it aggregates (at the same level 
of influence) the two approaches respectively based on causes and effects.  

3 PROPAGATION CALCULATION AND RISK RE-EVALUATION 

3.1 Concepts and assumptions 
In the matrix model, evaluated numerical value of cause-effect interactions in RNM can also be 
interpreted as transition probability between risks. In reality, risks are sometimes caused by external 
events or by risks which were not identified in the system. In other words, they may also occur 
spontaneously due to some unknown or undefined reason outside the scope of the model. Therefore, 
we define spontaneous probability and assign to it with the value of original risk probability, which is 
evaluated by classical method of project risk management without considering interactions. 
Some assumptions are made in order to calculate risk propagation in the network. 
� Project can be divided and risk propagation can be analysed according to stages. Transitions 

between risks happen when project gets into the subsequent stage. 
� A risk may occur more than one time during the project (this does accord with the situation in 

reality). Risk frequency is thus accumulative if arising from different causes. 
� The structure and values of RNM do not vary with stages. In other words, there is no added or 

removed risk, and the transition probability between risks will not change during the analysis. 
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3.2 Risk propagation model 
In classical methods, risks are often analysed and prioritised based on the two concepts of probability 
and impact (or gravity). In this research, risks are re-evaluated by taking into account their propagation 
behaviour in the network.  
In the risk propagation model, supposing there are n identified risks in the network, we use vector s to 
present the spontaneous probability of risks. P(R) is the vector of risk probabilities. The n-order square 
matrix A indicates the RNM of transition probabilities.  
s is the initial vector of risk probabilities. The probability vector of risks propagated from initial states 
equals mA s�  after m stages. If we only consider m steps of propagation, then the re-evaluated risk 
probability vector is  

1 1 0
( ) ( ) ( )

m m m
i i i

i i i
P R s A s I A s A s

� � �

� � � � � � � �� � �  (2) 

where I is the n-order identity matrix. If not considering the limit of stages in project, then  

0
( ) lim( )

m
i

m i
P R A s

	

�

� ��  (3) 

We multiply both sides of equation (3) by ( )I A� , and then we get that 

1

0
( ) ( ) ( ) ( ) ( )

m
i m

i
I A P R I A A s I A s�

�

� � � � � � � � ��  (4) 

Since A is composed of transition probabilities with values less than 1, usually the following condition 
is satisfied: 

1lim 0m

m
A �

	

�  (5) 

Here 0 is the zero matrix. Risk probability can be re-evaluated by the following equation: 
1( ) ( )P R I A s�� � �  (6) 

Secondly, it is possible to predict the consequences of the occurrence of one or more initial risks. In 
this model, we assign for instance 100% to the spontaneous probability of Ri, while all the other risks 
have 0% initial values. That is to say, the initial vector is I� , where iI  is the i-th column of identity 
matrix I. We can then anticipate the occurrence of the rest of the network, and thus evaluate the global 
consequences of Ri. 
Criticality is another important indicator used for prioritizing risks. It is generally a combination of 
probability and gravity, or simply defined as the product of them in many classical methods. Similar to 
risk probability, we can refine risk criticality by incorporating all the potential consequences in the 
network of a given risk. Giving Ri with its re-evaluated probability instead of 100%, we redefine its 
criticality by: 

1

( ) ( ) ( )
i

n

i j R j
j

C R G R P R
�

� ��  (7) 

where ( )iC R is the criticality of Ri; ( )jG R is the original evaluated gravity of Rj; and ( )
iR jP R  indicates 

the probability of Rj as the consequence of P(Ri). According to equation (6), the re-evaluated risk 
criticality is expressed by the equation: 

1( ) ( ) ( ( ))T i
i iC R G I A I P R�� � � � �  (8) 

This re-evaluation of criticality enables us to get new priority results and to develop new mitigation 
plans.  
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4 A SIMPLE EXAMPLE FOR ILLUSTRATION 
Here we use a simple example to demonstrate the risk propagation model and to show how to apply 
this method into project. This example is a system with 7 identified risks. After the modelling of risk 
interactions as described in section 2, we get the RSM of the risk network (Figure 1) and the RNM 
with numerical values. The RNM is indicated by matrix A in equations. 
 

                   
Figure 1. RSM and risk network of the example 

0 0 0 0 0 0 0
0 0 0 0 0 0.08 0
0 0 0 0 0.15 0 0.125
0 0 0.25 0 0 0 0

0.32 0 0 0.28 0 0 0.09
0.42 0.39 0 0 0.22 0 0

0 0 0 0.22 0 0 0

A

� 
� �
� �
� �
� �� � �
� �
� �
� �
� �� �

 (9) 

To interpret this matrix, for example, (4,3) 0.25A �  indicates that if risk 3 is activated, then there is a 
transition probability of 25% originating from risk 3 to trigger risk 4. The spontaneous probability 
vector and gravity vector of risks are acquired through evaluation by classical methods, namely s and 
G given as follows: 

� �0.350 0.220 0.220 0.170 0.080 0.010 0.010 Ts �  (10) 

� �20.0 25.0 100.0 10.0 10.0 125.0 50.0 TG �  (11) 

Here the gravity values in G can be understood as potential impact of risks, such as capitalized loss. 
We are able to calculate the risk propagation according to equation (6), and then get the re-evaluated 
risk probability vector: 

� �1( ) ( ) 0.350 0.245 0.267 0.237 0.264 0.311 0.062 TP R I A s�� � � �  (12) 

Equally, risk criticalities are calculated according to equation (8), and risks are prioritised based on 
different indicators. These results are consolidated and compared with those of classical method, as 
shown in Table 1. 

Table 1. Risk re-evaluation and prioritisation results, compared with classical method 

Ranking 
By Spontaneous 

Probability 
By Re-evaluated 

Probability 
By Classical 
Criticality 

By Re-evaluated 
Criticality 

Risk ID Value Risk ID Value Risk ID Value Risk ID Value 
1 R1 0.350 R1 0.350 R3 22.0 R6 40.7 
2 R2 0.220 R6 0.311 R1 7.0 R1 32.5 
3 R3 0.220 R3 0.267 R2 5.5 R3 29.5 
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4 R4 0.170 R5 0.264 R4 1.7 R2 18.6 
5 R5 0.080 R2 0.245 R6 1.3 R5 14.6 
6 R6 0.010 R4 0.237 R5 0.8 R4 9.6 
7 R7 0.010 R7 0.062 R7 0.5 R7 4.3 

 
From the results in Table 1, we can see that the probability of some risks has notably increased after 
re-evaluation, such as R6 and R5. This kind of risks has little probability to happen spontaneously, but 
some other events may lead to them. The risk prioritisation results have changed after taking into 
account risk interactions in the network. For example, in classical method R3 was considered to be the 
most critical risk, but the one with the highest re-evaluated criticality is R6. Moreover, in the new 
prioritisation results, the value gap between risks becomes different from that in the results of classical 
method. For instance, R5 and R7 are two risks with low criticalities and R5 is ranked superior to R7. 
After re-evaluation, R5 is stilled ranked superior to R7, but the gap between their relative criticality 
values becomes much larger. This is the opposite for R3 and R2. R2 is still behind after re-evaluation, 
but closer. 

5 CONCLUSION AND PERSPECTIVE 
Based on the investigation of current methodologies and their limits for the complexity of project risk 
network, we present in this paper the modelling of risk interactions for project risk management. New 
applications of existing techniques like DSM and AHP are developed to identify and evaluate risk 
interactions. 
The risk propagation model is presented to analyse propagation behaviour in the risk network. It 
enables to re-evaluate risks with their characteristics, such as risk probability and risk criticality. The 
results provide project managers with new insight on risks and their relations, and help to plan 
effective mitigation actions. A simple example is given to illustrate the application of this model. This 
method is also implemented on a case study of tramway infrastructure project with tens of risks.  
As a next step, eigenstructure analysis could be performed to evaluate potential importance of risks in 
the global network. Smith and Eppinger conducted some related analysis on eigenvalues and 
eigenvectors of work transformation matrix in the field of engineering design (Smith & Eppinger, 
1997). In order to mitigate the uncertainty of estimated inputs, sensitivity analysis on risks and 
interactions should be conducted. Furthermore, if more parameters like resource, cost and risk 
lifecycle are included and calculated, modelling propagation with a simulation tool could be more 
applicable. We are also currently working on a simulation-based method in order to model more 
complex situations. 
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• Complexity in project risk management
• Investigation of current methodologies• Investigation of current methodologies
• Modelling of risk interactions
• Risk propagation model
• A simple example for illustration
• Application on a tramway infrastructure project
• Conclusion and perspectiveConclusion and perspective
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Complexity in project risk managementComplexity in project risk management

• Classical steps of PRM:
– Risk identification– Risk identification
– Risk analysis
– Risk response planning 

Risk monitoring and control– Risk monitoring and control
• The growing complexity of 

project leads to the complex 
risk networkrisk network

• Chain reaction & loop

Schedule Delay

Cost Overrun Technical Risk
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Investigation of current methodologiesInvestigation of current methodologies

• Classical assessment of risks:
Probability & Impact (or Gravity)– Probability & Impact (or Gravity)

– Criticality = Probability * Gravity

• Current methods fail to represent real complexity of project risksp p y p j
– Classical methods independently analyse and rank individual risks
– Tree structure methods with cause-effect links are still focused on 

single risksingle risk
– Network model like Bayesian Belief Network (BBN) is acyclic, thus 

could not model loop phenomenon
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Identification of risk interactionsIdentification of risk interactions

• DSM of project objects may 
facilitate the identification of risk 
correlations

• Risk Structure Matrix (RSM) 
represents potential causality 
li k b t i klinks between risks

• RSM is the DSM with risks as 
system elements
RSM b d d MDM• RSM can be regarded as a MDM 
(risks are from different domains)

Cl i l DSM l i RSM• Classical DSM analysis on RSM:
– Partitioning or sequencing – categorise risks: source, transition, 

accumulated risks
– Power of RSM – identify propagation loops in risk network– Power of RSM – identify propagation loops in risk network
– Clustering by interactions – provide interfaces for decoupling 

subsystems and assign risk owners (Marle & Vidal, DSM 2008)
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Evaluation of risk interactionsEvaluation of risk interactions

• From existence to numerical value
• From RSM (Risk Structure Matrix) toRi Quantitative transition • From RSM (Risk Structure Matrix) to 

RNM (Risk Numerical Matrix)

M th d f l ti

Ri

Rj

Quantitative transition 
probability

• Methods of evaluation
– Directly evaluate by experts
– Relatively evaluate: AHP 

Rj

y
(Analytic Hierarchy Process) 
assessment based on pair-wise 
comparison (Marle & Vidal, DSM 
2008)

• An example of RNMe a p e o
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Risk propagation modelRisk propagation model

• Concepts:
– Transition Probability: evaluated cause-effect probability between y p y

risks, numerical values in RNM
– Spontaneous Probability: evaluated risk probability by classical 

methods
• Assumption for calculating propagation:• Assumption for calculating propagation:

– Propagation can be analysed according to divided stages
– A risk may occur more than one time during the project

The structure and values in RNM do not change– The structure and values in RNM do not change

• Definition of mathematical symbols:
– A – matrix of transition probability– A – matrix of transition probability
– P(R) -- vector of risk probability
– s – vector of risk spontaneous probability
– G – vector of risk gravityG vector of risk gravity 
– C – vector of risk criticality
– I – Identity matrix

12th International DSM Conference 2010- 7
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Risk propagation model (continue)Risk propagation model (continue)

• The risk probability vector equals Ai ·s after i stages propagated from 
initial statesinitial states .

• If we only consider first m steps of propagation:

( ) ( ) ( )
m m m

i i iP R s A s I A s A s� � � � � � � �� � �
1 1 0

( ) ( ) ( )
i i i

P R s A s I A s A s
� � �

� �� � �
• Otherwise, if not considering the limit of stages:

m

0
( ) lim( )

m
i

m i
P R A s

	

�

� ��
• We multiply both sides by (I - A):• We multiply both sides by (I - A):

1

0
( ) ( ) ( ) ( ) ( )

m
i m

i
I A P R I A A s I A s�

�

� � � � � � � � ��
• Usually it satisfies:

1lim 0m

m
A �

	

�
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Risk propagation model (continue)Risk propagation model (continue)

• The re-evaluation formula of risk probability:

1( ) ( )P R I A s�� � �

• Risk criticality is an important indicator for risk prioritisation
• It is possible to anticipate the consequences of one particular risk
• The re-evaluation formula of risk criticality incorporates consequences of 

the risk:

( ) ( ) ( )
n

C R G R P R�
1

( ) ( ) ( )
ii j R j

j
C R G R P R

�

� ��
1( ) ( ) ( ( ))T iC R G I A I P R�� � � � �( ) ( ) ( ( ))i iC R G I A I P R

12th International DSM Conference 2010- 9

BY MODELLING DEPENDENCIES
MANAGING COMPLEXITY

A simple example for illustrationA simple example for illustration

• An illustrative example with 7 risks in the network

0 0 0 0 0 0 0
0 0 0 0 0 0.08 0
0 0 0 0 0.15 0 0.125

� 
� �
� �
� �
� �0 0 0.25 0 0 0 0
0.32 0 0 0.28 0 0 0.09
0.42 0.39 0 0 0.22 0 0

A � �� � �
� �
� �
� �
� �0 0 0 0.22 0 0 0� �� �

� �0.350 0.220 0.220 0.170 0.080 0.010 0.010 Ts �
T� �20.0 25.0 100.0 10.0 10.0 125.0 50.0 TG �

• Re-evaluation of risk probability:

� �1( ) ( ) 0.350 0.245 0.267 0.237 0.264 0.311 0.062 TP R I A s�� � � �

p y
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Results and analysis (case study)Results and analysis (case study)

• Risk re-evaluation and prioritisation results 
• Comparison with classical methods• Comparison with classical methods

• Probability of some risks have increased due to causes from other risks
• Ranking of risks have changed after taking into account risk interactions
• The relative gap between values becomes different
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Application on a tramway infrastructure projectApplication on a tramway infrastructure project

• Large infrastructure project: tramway, equipment, and civil work
• 10 years duration hundreds of millions € budget• 10 years duration, hundreds of millions € budget, 
• 55 risks at the main level (system product line)
• Risk network (clustered by risk nature: technical, contractual, financial, 

t )etc.)

12th International DSM Conference 2010- 12
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Application on a tramway infrastructure project (continue)Application on a tramway infrastructure project (continue)

• Risk numerical matrix of the project 
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Application on a tramway infrastructure project (continue)Application on a tramway infrastructure project (continue)

• Some results of risk re-
evaluationevaluation 

• Re-evaluated risk 
frequency might be largerfrequency might be larger 
than 1

• These risks are likely 
l t d i k haccumulated risks, such 

as financial risks

12th International DSM Conference 2010- 14
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Conclusion and perspectivesConclusion and perspectives

• Summary of study
Modelling of risk interactions thanks to techniques like DSM and AHP– Modelling of risk interactions thanks to techniques like DSM and AHP

– Risk propagation model to re-evaluate risks
– Application of this method on case study of construction project

• Limitations of current matrix-based method
– Independence assumption of risk interactions

• Perspectives of future work
– Eigenstructure analysis of structure matrix to evaluate potential 

importance of risks (Smith & Eppinger, 1997)
– Sensitivity analysis to enhance the robustness of model
– Propose and test mitigation actions on risks and on interactions

Optimise portfolio of mitigation actions under constraints– Optimise portfolio of mitigation actions under constraints
– Modelling in the simulation context, to include more parameters like 

resource, cost and risk lifecycle
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