

# MODELLING THE ENVIRONMENT OF AN EXPLORING VEHICLE BY MEANS OF STEREO VISION 



E
Advanced Research Projects Agency

COMPUTER SCIENCE DEPARTMENT Stanford Universally
$-$

$80: 0 \quad 24 \quad 030$
-

## UNCLASSIFIED

SECUAITY CLASSIFICATINN OF TMIS PAGE When Data Entered)

## REPORT DOCUMENTATION PAGE


 READ INSTFUGFHOWSMOR
EFORE COMPLETING FORM

## (14) Sememe

3. RECIPIENT'S CATALOG NUA!BER

## (6) Modeling the muvironment of an Exploring Vehicle

 by Means of Stereo Vision.
## DOnald A/Gennery

5. TYPE OF REFORT \& PERICD COVERED technical, June 1980
6. PERFORMING ORG REPORT NUMBER STAN-CS-80-805 (AT M-339) 8 CONTACT OR GRANT WUMBER(S) IDA 993-80-C-0102
10 FROGRAM ELEMENT, PROJECT TASK
7. PERFORMING ORGANIZATION NANE AND ADORESS AREA E WORK UNIT NUMBERS Department of Computer Science Stanford University Stanford, California 94305 USA
8. CONTROLLING OFFICE NAME AND ADDAESS

Defense Advanced Research Projects Agency Information Processing Techniques Office 1400 Wilson Avenue, Arlington, Virginia 22209
14. MONITORING $\triangle G E N C Y$ NAME \& ADDRESS (if diff. from Controlling Office Mr. Philip Surra, Resident Representative
 Stanford University
16. DISTRIBUTION STATEMENT lot this report

Approved for public release; distribution unlimited.
12. DISTRIBUTION STATEMENT 10 : he abstract entered in Block 20. if different from report)
it. SLPPLEDENTARY NOTES


30 Abstract Continue an reverse side if nececsury and identify by block number!
(see other side)

## 00 <br> FORM <br> JAN 73 \& 2

EDITION OF 1 NOV $6 S$ is OBSOLETE

20 AESTRACT (Continued)
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The three-dimensional modelling and matching techniques are designed to be tolerant of the errors that stereo mapping lechniques often produce. First, a ground surface finder tries to find a set of points that form a weil-defined smooth surface that lies below most of the other points. Then, by using this knowledge of the ground surface and
 approxiniates the objects that are above the ground by ellipsotas. Finally, a scene matcher can wise the deseriptions of scenes in terms of ellipsoidal objects. By using a search pruned by using probabilities obtained by means of Bayes' theorem, it deternines the probability that two scene descriptions refer to the same scene and the linear transformation needed to bring the two scenes into ailgnment.
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#### Abstract

This dissertation describes research involving vision techniques which would be useful in an autonomous exploring vehicle, such as a Mars rover. These techniques produce a description of the surroundings of the vehicle in terms of the position, size, and approximate shape of objects, and can match such scene descriptions with others previously produced. The information produced is thus useful both for nayigation and obstacle avoidance. The techniques operate by using three-dimensional data which they can produce by means of stereo vision from stereo picture pairs or which can be obtained from a laser rangefinder. The research thus divides conveniently into two portions: stereo mapping and three-dimensional modeliing and matching.

The stereo mapping techniques are designed to be suitable for the kind of pictures that a Mars rover might obtain and to produce the kind of data that the modelling techniques need. These stereo techniques are based upon area correlation and produce a depth map of the scene. Emphasis is placed upon extraction of useful data from nolsy pictures and upon the estimation of the accuracy of the data produced. Included are the following: a self-calibration method for computing the stereo camera model (the relative position and orientation of the two camera positions); a high-resolution stereo correlator for producing accurate matches with accuracy and confidence estimates, which includes the ability to compensate for brightness and contrast changes between the pittures; a search technique for using the correlator to produce a dense sampling of matched points for a pair of pictures; and the computation of the distances to the matched points, including the propagation of the accuracy estimates.

The three-dimensional modelling and matching techniques are designed to be tolerant of the errors that stereo mapping techniques often produce. First, a ground surface finder tries to find a set of points that form a well-defined smooth surface that lies below most of the other points. Then, by using this knowledge of the ground surface and knowledge of the camera viewpoint that produced the points in the scene, an object finder approximates the objects that are above the ground by ellipsoids. Finally, a scene matcher can use the descriptions of scenes in terms of ellipsoidal objects. By using a search pruned by using probabilities obtained by means of Bayes' theorem, it determines the probability that two scene descriptions refer to the same scene and the linear transformation needed to bring the two scenes into alignment.

These techniques have been tried on stereo pictures of the Martian surface taken by the Viking Lander 1. The object finder was able to locate rocks fairly successfully, and the scene matcher was able to match successfully the resulting scene descriptions. Examples of these resuits are shown.
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## Chapter 1

## INTRODUCTION

This chapter describes the types of problems attacked in the current work, provides an overview of the system which was produced, and describes the notation used herein.

### 1.1 Motivation and Scope

An important capability possessed by all higher animals is the ability to find their way around in the world. This ability includes both obstacle detection and navigation. Although some insects rely mostly on touch and chemical sensors for this purpose, the more intelligent animals rely largely on vision, which has the advantages of tong range, speed in determining shape information, and the ability to determine the reflectance of surfaces to aid in identification.

It will become increasingly important for machines to have similar capabilities. For example, a robot vehicle for planetary exploration, such as a Mars rover, should have some such ability. Because of the long radio propagation times involved (between 6 minutes and 45 minutes from Earth to Mars or between 133 minutes and 184 minutes from Earth to Titan, round trip), and because of the fact that radio transmissions may be interrupted when the vehicle is on the other side of the planet, it is highly desirable that the vehicle be largely on its own, with instructions being sent occasionally from Earth.

As with animals, so also with machines it seems desirable to rely heavily on vision. A robot vehicle may have other navigation devices which are far superior to those of any animal, such as an inertial navigator, radio navigation equipment, a wheel-revolution counter for dead reckoning, or even celestial navigation equipment, but each of these has inherent limitations (and of course is useless for obstacle detection). For example, dead reckoning can be very accurate over short distances, but as the vehicle travels errors build up without bound, and thus the position information must be corrected with occasional fixes from another source. Thus, determining the vehicle position by inspection of its surroundings when it is in a familiar area can be very important.

As a vehicle explores, it can build up a description of its environment from visual data. The vehicle position information that it needs for this purpose may come primarily from dead reckoning, perhaps supplemented by other navigation systems. However, when the vehicle enters a previously explored area, a considerable position error may have occured since its previous time there. By visual inspection of its environment it should be able to recognize the area and correct its position data.

Several types of vision systems are possible. In the most common type, one or more cameras simply passively view a scene. Although three-dimensional information can be deduced from such pictures in many cases, more direct, active means of measuring range to the points in a scene are sometimes used. One possibility is to illuminate the scene with a light souice at one position and view the result with a camera at a different position. By trianguiation, distance can be unambiguousiy determined. By scanning, the entire scene can be measured in this manner. Such a system is described by Agin and Binford [1973] A nother possibility is to measure range by the round trip time of flight of a beam of light which illuminates the scene. (The term "lidar" is sometimes used for such a device.) A raster scan can cover the entire scene. Such a system is described by Lewis and Johnston [1977]. Although not absolutely necessary, lasers are very convenient for the light source for both types of rangefinder systems and are used in the existing systems. Thus the term "laser rangefinder" is used to describe both types of system. It is a moot point whether such systems should even be called vision. It might be argued that such a laser rangefinder system is really using touch; its feelers are merely made of photons instead of solid matter. Be that as it may, the term "vision" will be used here to include such a system, not only because it uses light, but also because of the similarity of the data that it produces to the data which can be extracted from other types of vision systems, as described below. (No animal has a system exactly like this, although the sonar of porpoises and bats may come close.)

A vision system used for navigation can measure various properties of the scenes being viewed. Reflectivity patterns on objects can be used to identify them as particular landmarks, or the scene can be identified by the three-dimensional shape of its contents, regardless of their coloring. Animals use both of these methods, and so should a good robot vision system. However, the research in this thesis is restricted to the latter method.

There are basically three ways in which the desired three-dimensional information can be obtained by vision. First, a passive monocular view can be used, from which depth information can be deduced by various clues, such as perspective, shading, shadows, texture variation, and knowledge about the objects in the scene. Some of the recert work on vision systems of this type is described in Hanson and Riseman [1978] and Shirai [1978]. Second, stereo vision can be used, in which two or more views from different locations can be compared to deduce the distances to points in the scene by triangulation. This can be accomplished either by binocular vision, in which two eyes or cameras mounted in fixed positions obtain simultaneous views, or by motion parallax, in which similar information can be derived from a single moving sensor. These are equivalent if nothing moves in the scene, so they are both refered to here as "stereo." Third, a scanning laser rangefinder can be used. Animals use both monocular clues and motion parallax, and some use binocular vision also. The easiest method to use in a robot from the viewpoint of computational difficulty is the laser rangefinder. The most difficult is monocular vision, because of the inherent ambiguities in a monocular view, which must be resolved by various heuristics. Therefure, although an intelligent robot should use a combination of these methods, the use
of monocular cues will not be discussed in this thesis.


#### Abstract

If stereo vision is used, each stereo pair of pictures can be processed to produce a depth map consisting of the distances to points densely spaced over the scene. This is similar to the data that a scanning laser rangefinder produces. (The stereo method usually produces less reliable ranges and more blank areas than would the laser rangefinder method, but the latter may be limited in range and in some cases is nor available.) Therefore, the further processing needed is fairly independent of which method was used. This further processing, which can be called "modelling". consists of the reduction of the information from one or more views to an abstract or symbolic form in order to save storage, to facilitate recognition upon encountering the same area in the future, and to detect obstacles.


Vision tasks may be discussed in terms of three types: description, recognition, and verification, as described by Baumgart [1974] and Bolles [1976] The type considered in this thesis is mainly description. An unknown scene is viewed and the task is to describe it in suitable form for the data base. There will be no a priori knowledge of the precise shapes of objects in the scene, which may consist of rocks scattered around on the surface of Mars, for example. Thus the system works primarily in a bottom-up fashion, extracting from the raw data the information needed to describe the scene in terms of the approximate size, shape, and position of objects. However, some similarity to recognition and verification vision occurs when a current scene is compared to the data base.

An important issue in navigating by visual means is how, in the recognition phase, the information obtained from a view or views of the current scene is to be matched with the information previously accumulated in the data base. Should the current data be transformed into the same kind of data that is in the data base and be compared in that form, or should a portion of the data base be transformed back into a more primitive form and compared to the current scene in this low-level form? For example, If nonocular vision is used, an extreme form of the second possibility would be to assume a viewing position and to project the scene into a two-dimensional pictire to be compared to the actual current picture. With stereo vision or a scanning laser rangefinder, the same kind of transformation could be made, except that range pletures would be compared instead of brightness pictures.

It is an important assumption of this thesis that the best choice for the kind of scenes described above is the first of the above two possibilities. That is, the same kind of description process should be used on the current acene as was used in generaling the data base. There are iwo principal reasons for this. First, the search needed in order to deduce position is less when the matching process operates on symbolic data. If the data were to be matched in the form of numerical values of distance or height at some dense sampling. values of vehicle position spaced at some fine increment would have to be tried in order to determine the best matching position. Second, in order to ave trorage and to make the
stored data as independent as possible of yjewing conditions, the representation used must disfard a good deal of information about the scene and abstract oniy the significani features. It then becomes impossible to reconstruct exactiy what would be seen from any particuiar point. Note that this conclusion might be quite different if the data base consisted of accurate models of objects, such as known manmade objects, in which case a top-down recognition process might be more appropriate.

One purpose of the research described herein is to develop a way of representing scenes so that they can be matched in this manner and a technique for matciting them, and to see how well these methods work on typical outdoor scenes such as might be seen by a Mars rover. This problem will be discussed further in Section 1.3. A nother purpose is to develop stereo vision techniques which produce the kind of data that these methods need. The rationale behind these techniques ard their general outline will be discussed in Section 1.2.

### 1.2 Stereo Processing

Several different types of stereo vision systems are possible, depending on the level at which the matching of the two (or more) pictur occurs. A rea correlation operates on the brightness le:els in the actual pictures, attempting io match a small window in one plcture to some area of the same size in the other picture. (Hannoh (1974) and many others have used this method.) Edge correlation first applies an edge operator to the pictures to detect Drightness edge elements and then attempts to match the edges in one picture to those in the other picture, as in Arnoid [1978]. Other techniques match evell higher features extracted from the pictures (for example Ganapathy [1975]). Each of these methods has advantages and disadvantages, and for different types of pictures different methods may be most suitable. (Stereo vision systems also cand differ in the number of views used to extract the depth information. For example, Moravec ( $19^{\prime} ; 9$ and 1980) uses nine-eyed stereo to aid in resolving ambiguities. However, only twu-eyed stereo is used in the system described in this thesis.)

Scenes of manmade objects often contain smooth lines of high contrast separating regions that may be fairiy unifoim in brighiness. In this case a system based on edges or lines would be appropriate. The edge detector would be able to tocate the boundaries in the scene accurately. An area correlator might not be able to ma!ch at an edge produced by a depth discontinuity if the background side of the edge is textured, and if the foreground object is untextured the edges might be the only information about it that can be seen.

On the other hand, natural outdoor scelies often are highly textured. An edge detector mighi produce an enormous number of edges to deal with, and the boundaries of objects may be very rough and thus not produce edges that can be easily matched. However, area correlation should work well in this case. The presence of texture within the
windows being matched should produce good matches over most of the scene. Trouble may stili exists at edges of objects because of depth discontinuities, but if matches are found over the rest of each object, these may suffice.

The use of area correlatior: produces a loss in resolution, because the match represents an average over the match window. Typically the match window may be eight pixels by eight pixels. in which case there would by a loss of resolution of a factor of eight. If highly detailed information atosut the shape of objects is desired, this would be a drawback. Huwever, the application in mind here is to produce data for the modelling process, which will discard fine details anyway in order to represent the scene economically in a partially symbclic form. Therefore, the loss of resolution is not very harmful here.

For these reasons area correlation will be used in this thesis. It should produce points for which the distance can be calculated spread over the ground and over the surface of each large object in the scene. From this information the objects can be detected and their approximate size and shape can be measured in the modelling process.

The particular type of correlator used in this research, which includes some improvements over usual cross correlation, is described in Chapter 2. It produces a match when applied locally to a small area by some higher-level procedure, which must perform the more global search. In addition to the computed most probable position of match in the image plane, it computes a two-by-two covariance matrix which represents the estimated accuracy of the match, and a probatility estimate which indicates the goodness of the match. The correlator includes the ability to allow for various amounts of brightness and contrast change between the piciures, depending on the avaliable knowiedge bout the pictures.

In some cases the stereo camera model (the relative position and orientation of the cameras which produced the sterso views) is accurateiy known before the pletures are obtained. For example, two cameras may be rigidly mounted on a vehicle and their positioris and orientations may have been accurately measured in the laboratory. In other cases, the stereo camera model may be unknown or inaccurately known. For example, flexuie in a vehicle may cause slight variations from the previously measured values, or a one-camera vehicle may move to separate, poorly known, locations for the individual pictures. In such cases the information to calibrate the stereo camera model can come from the pictures themselves, although the distance between the cameras cannot be so determined. Such a self-calibration method is described in Chapter 3 . This involves finding a set of matching points sparsel; scattered over the picture, applying the correlator to these points, and using the resutiting information to soive for the parameters that define the pesition and orientation of one cariera relative to the other.

In anly case, once the stereo camera model is known it is easier to profuce a dense sampling of matched points over the pictures, because the necessary search is
one-dimensional instead of two-dimensional. A search procedure for doing this, which applies the corrclator locally as needed, is described in Chapter 4. It decides whether or not to accept macthes by using the probability vaiues produced by the correlator and the agreement of matches with neighboring matches

From each matched pair of points found by this search procedure, the distance to the corresponding point in the scene (and thus the coordinates of a point in three-dimensional space) can be computed by using the sterev camera model. The computations for doing this, inciuding the use of the accuracy estimates, are described in Chapter 5.

The mathematics derived in this thesis for the above computations assume that the relationship between points in three-dimensional space and points in the image plane is the contral projertion. (See, for example, Duda and Hart [1973]) Where this is not the case, distortion corrections can be included in the computations to convert between the central projection and the actual projection used, insofar as it is known. The places where this occur in the processing are pointed cut in the subsequent chapters. Two types of distortion correction are available in the implementeci programs. One of these assumes that the image pixel coordinates, together with range, form a spherical coordinate system, as is the case with the Viking Lander pictures. The other uses a :wo-dimensional polynomial to describe the distortion. It is used with pictures taken with the Stanford AI Lab Cart, and a way of calibrating this distortion is described by Moravec [1979 and 19801

### 1.3 Threc-Dimensional Modelling and Matching

Regardless of whether a scanring laser rangefinder or stereo vision has been used, the result is the three-dimensional coordinates of a set of points in the scene. This must be converted into a suitable form for storing in the data base of an exploring vehicle and for comparing to previously accumulated information in the data base.

One possibility would be simply to express each point in terms of height as a function of horizontal position, relative to a nominally horizontal reference plane. Points gathered from several observations would simply be combined. When a scene described in this fashion is compared to similar data in the data base, the heights would be correlated using something similar to the ordinaty two-dimensional correlation coefficient, except that it wouid have to take into account the fact that the points are not equally spaced (there even may be large blank areas). There are several disadvantages to this method. The data base would require a large amount of storage, and a search to find the correct match would require a large amount of computing. Therefore, the scene should be represented in a more compact, abstract way.

The way that has been chosen here represents a scene in terms of ellipsoidal objects and a ground surface. A scene represented in this way is in the form needed for obstacie
avoldance, in addition to betrig suitable for storing and comparisen with the data base. It is not necessary that the actual objects in the scene (for example, rocks on the surface of Mars) be ellipsoids. Approximating them by eilipsoids, while throwing away a good deal of information about their shape, retains the important information needed for obstacle avoidance (uniess it is desired to pass very close to obstacles), and, if there are many objects in a scene, sufficient information is retained for recogrition. (Of course, some types of obstacles, such as cliffs, could not veiy weil be represented as objects in this way. However, they couid be included as part of the ground surface.)

Thus, information from one or more stereo pairs or scanning laser rangefinder views is transformed into coordinate system aligned with a nominally horizontal plane. A ground surface finder is then used to find the ground for portions of the scene, which may be tiked slightly relative to the assumed horizontal coordinate system. In addition, the computed ground surface may be curved and may have other complications, depending on the exact method used, as described in Chapier 6. The ground surface finder operates by trying to find a set of points that form a well-defined smooth surface that lies below most of the other points. It allows a few points below this surface, such as might be caused by errors in the stereo processing, and it allows a fairly large number of points above the surface, such as might occur on objects.

The next step in the three-dimensional modelling consists of the application of an object finder, described in Chapter 7. Points that are sufficientiy far above the ground surface are clustered into objects approximated by ellipsoids. Each ellipsoid is adjusted in such a way so as not only to fit the points which seem to lie on this object but also to avoid hiding other points as seen from the camera position.

The representation of the scenes used in the data base could use both the ellipsoid information (their positions, sizes, and shapes) and some characteristics of the ground computed by the ground surface finder (perhaps slope, curvature, and discontinulties). However, only the use of the ellipsoid information has been implemented in a scene matcher. For faitly flat ground covered with many objects such as rocks, this is the most important information.

The scene matcher compares the descriptions of two scenes in terms of ellipsoidal objects, as described in Chxpter 8. By using Bayes' theorem it determines the probability that two scene descriptions refer to the same scene and the translation needed to bring the two scenes into alignment. It also can adjust for small rotations and seale factor changes.

The techriques described in this thesis have been tested on pictures primarily from two sources. One of these is the old version of the Stanford Al Lab Cart described by Moravec [1977]. The object finder was able to cate cars in a parking lot using pictures digitized from the television camera on the Cart. The other source is the Viking Lander I on the surface of Mars. Sample results using these Mars pictures are given in appropriate
places in this thesis. The Mars pictures used for this purpose are described in Appenidix $\mathbf{C}$.

### 1.4 Notation

Matrix notation is used heavily in this thesis. A reader who is unfamiliar with matrix algebra can find the necessary background information in Hohn [1973].

Matrices are denoted here by capital letters and scalars by lower-case letters, with the exceptions mentioned below. The transpose of a matrix $A$ is denoted by $A^{\top}$, and the inverse of $A$ is denoted by $A^{-1}$. The trace of a square matrix $A$ (sum of the diagonal elements, which is equal to the sum of the eigenvalues) is denoted by $\operatorname{tr}(A)$, and the determinant of $A$ is denoted by $\operatorname{det}(A)$. The identity matrix of any size is denoted by $\boldsymbol{I}$. The term "vector" is used here in general to denote any column matrix.

In the special case of a physical vector in three-dimensional space, the vector is represented by a 3 -by- 1 matrix containing the components in a particular rectangular coordinate system. However, in this case the symbol for the vector will be a boldface lower-case letter instead of a capital letter, to emphasize its nature. The cross product of two physical vectors $a$ and $b$ is denoted by $a \times b$. The magnitude $\left(-\sqrt{a^{T} a}\right)$ of $a$ vector $a$ is denoted by $a$ or lal. A unit vector is denoted by the symbol 1 with an appropriate subscript. 〈Thus, $a=a 1_{a}$, where a represents any vector, provided that and $1_{a}$ are expressed in the same coordinate system.)

It sometimes will be needed to deal with derivatives involving matrices. The derivative of a matrix (including the case of a vector) with respect to a scalar is defined to mean the matrix whose elements are the derivatives of the elements of the original matrix with respect to the scalar. The derivative of a scalar with respect to a vector (column matrix) is defined to mean the row matrix whose elements are the partial derivatives of the scalar with respect to the elements of the vector. The derivative of a vector with respect to another vector is defined to mean the matrix composed of the partial derivatives of the individual eiements, such that the rows correspond to the elements of the first vector and the columns correspond to the elements of the second vector. (That is, the s.j element of $\frac{d A}{d B}$ is $\frac{\partial a_{i}}{\delta \sigma_{j}}$.) Other combinations are not defined.

Standard mathematical symbols are used. Thus the use of the syrnbol $\Gamma$ to denote the gamma function and the references to the $F$ test in statistics represent exceptions to the above rule about capital letters being used for matrices.

Symbols for individual quanilities differ from chapter to chapter and will be defined as needed.

## Chapter 2

## STEREO CORRELATOR

This chapter describes the correlator (called the high-resolution correlator in Gennery [1977]) which refines local matches between a pair of pictures. It is the basic low-level component which operates on raw picture data and produces the information used by all the higher-level components of the system described in this thesis (except in the camera model solution, if done, where Moravec's irterest operator and binary-search correlator also operate on raw data, as described in Chapter 3).

### 2.1 Statement of Problem

Consider the foliowing problem. A pair of stereo pictures is available. For a given point in Picture I, it is desired to find the corresponding point in Picture 2. It will be assumed here that a higher-level process has found a tertative approximate matching point in Picture 2, and that there is an area surrounding this point, called the search window, in which the correct matching point can be assumed to lie. A certain area surrounding the given point in Picture 1 , called the match window, will be used to match against corresponding areas in Picture 2, with their centers displaced by various amounts within the search window in order to obtain the best match.

Let $a_{1}(x, y)$ represent the measured brightness values in Picture $1, a_{2}(x, y)$ represent the measured brightness valies in Picture $2, x_{1}, y_{1}$ represent the point in Picture 1 that we desire to match, $x_{2}^{\prime}, y_{2}^{\prime}$ represent the center of the search window in Picture $2, w_{m}$ represent the width of the match window (assumed to be square), and $w_{a}$ represent the width of the search window (assumed to be square), where $x$ and $y$ take on only integer values representing individual pixels.

The following assumptions are made. The pixel values $a_{1}$ and $a_{2}$ consist of true brighiness values linearly related to each other, translated by an unknown amount in $x$ and $y$, and having nornvally distributed random errors added. The errors are uncorrelated with each other, both within a picture (autocorrelation) and between pictures (cross correlation). and the errors are uncorrelated with the true brighiness values. (The assumptions concerning errors hold fairly accurately for the usual noise content of pictures. However, another type of change is perspective distortion, which can be important with large match windows, but it will not be discussec here.) No assumptions about the nature of the true picture content are made, except briefly when discussing interpolation in Section 2.5.

Thus the assumed relationship between the measured brightness values in the two pictures is

$$
\begin{equation*}
a_{2}\left(x+x_{c}-x_{1}, y+y_{c}-y_{1}\right)+r_{2}(x, y)=b \sqrt{1+c^{2}}+c a_{1}(x, y)+r_{1}(x, y) \tag{2.1-1}
\end{equation*}
$$

where $x_{c}, y_{c}$ is the true matehing point in Picture 2 corresponding to $x_{1}, y_{1}$ in Picture 1 , $r_{1}(x, y)$ and $r_{2}(x, y)$ are independent normally distributed random variables (noise), and $b$ and $c$ are the brightness and contrast changes (bias and scale factor) between the pictures. (The factor $\sqrt{1+c^{2}}$ is included in the bias term so that the bias represents the perpendicular distance from the origin in $a_{1}, a_{2}$ space to the straight line with slope of $c$ which represents the relationship between $a_{1}$ and $\mathfrak{a}_{2}$ This makes the reiationship symmetrical with respect to interchanging $a_{1}$ and $a_{2}$.)

It is further assumed that a priori values of bias and scale factor $b_{0}$ and $c_{0}$ and their standard deviations $\sigma_{b}$ and $\sigma_{b_{0}}$ are available. There may also be some information available about the standard deviation of the noise, as described in Section 2.3.

The correlator should use the information in the pictures (the portions specified by the windows) and whatever information is available about bias, scale factor, and noise in order to arrive at an estimate of the matching point $x_{c}, y_{c}$, suppressing the noise as much as possible based on the statistics of the noise. It also should produce an estimate of the accuracy of the match in the form of the variances and covariance of the $x$ and $y$ coordinates of the matching point in the second picture, and an estimate of the probability that the match is consistent with the statistics of the noise in the pictures, rather than being an erroneous match. The subsequent sections explain how these goals are achieved.

### 2.2 Basic Correlator

It is assumed in this section that the standard deviation of the noise is known for every point in each picture, that the bias and scale factor are known to be zero and unity, respectively, and that $x_{c}$ and $y_{c}$ are integers (that is, no fractional-pixel shifts have occured).

Thus we now wish to find the matching point $x_{m}, y_{m}$ which will produce the best match of $a_{2}\left(x+x_{m}-x_{1}, y+y_{m}-y_{1}\right)$ to $a_{1}(x, y)$ in some sense. Traditionally the match which maximized the correlation coefficient between $a_{1}$ and $a_{2}$ has been used (as in Hannah [1974]). Indeed, this is optimum when the bias and scale factor are completely unknown, If one of the two functions has no noise. However, here both functions have nolse. This fact introduces fluctuations in the cross-correlation function which may cause its peak to differ from the expected value. Ad hoc smoothing techniques could be used to reduce this effect, but an optimum solution can be derived from the assumed statistics of the noise.

Let $E$ represent the $w_{m}^{2}$-vector of the differences $a_{2}\left(x+x_{m}-x_{1}, y+y_{m}-y_{1}\right)-a_{1}(x, y)$ over the $w_{m}-b y-w_{m}$ match window, for a given trial value of $x_{m}, y_{m}$, and het $x_{c}, y_{c}$ represent
the true (unknown) value of $x_{m}, y_{m}$. Let $p$ represent a probability and $\rho$ represent a probability density with respect to the vectior $E$. Then by Bayes' theorem

$$
\begin{equation*}
p\left(x_{m}, y_{m}=x_{c}, y_{c} \mid E\right)=\frac{p\left(x_{m}, y_{m}=x_{c}, y_{c}\right) \rho\left(E \mid x_{m}, y_{m}=x_{c}, y_{c}\right)}{\Sigma \sum \rho\left(x_{m}, y_{m}=x_{c}, y_{c}\right\} \rho\left(E \mid x_{m}, y_{m}=x_{c}, y_{c}\right)} \tag{2.2-1}
\end{equation*}
$$

If we assume that the a priori probability $p\left(x_{m}, y_{m}-x_{c}, y_{c}\right)$ is constant over the search window and is zero elsewhere, this reduces to

$$
\begin{equation*}
p\left(x_{m}, y_{m}=x_{c}, y_{c} \mid E\right) \propto \rho\left(E \mid x_{m}, y_{m}=x_{c}, y_{c}\right) \tag{2.2-2}
\end{equation*}
$$

Since $E$ consists of uncorrelated normially distributed random variables,

$$
\begin{gather*}
\rho\left(E \mid x_{m}, y_{m}=x_{c}, y_{c}\right) \propto \Pi \exp \left(-\frac{e_{i}^{2}}{2\left(\sigma_{i}^{2}+\sigma_{2}^{2}\right)}\right)  \tag{2.2-3}\\
=\exp \left(-\frac{1}{2} \sum \frac{e_{i}^{2}}{\sigma_{1}^{2}+\sigma_{2}^{2}}\right)
\end{gather*}
$$

where $a_{i}$ denotes the components of $E, \sigma_{1}$ and $\sigma_{2}$ are the standard deviations of $a_{1}$ and $a_{2}$ and the product and sum are taken over the match window. (Very often, the variances $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$ can be considered to be constant. In this case, the summation can be reduced to the sum of the squares of the differences over the match window, with the sum of the two variances factored out.) Thus, defining $w$ to be

$$
\begin{equation*}
u=\exp \left(-\frac{1}{2} \sum \frac{e_{i}^{2}}{\sigma_{i}^{2}+\sigma_{2}^{2}}\right) \tag{2.2-4}
\end{equation*}
$$

produces

$$
\begin{equation*}
p\left(x_{m}, y_{m}=x_{c}, y_{c} \mid E\right)=k w^{\prime} \tag{2.2-5}
\end{equation*}
$$

where $k$ is a constant of proportionality.
So far, the derivation is quite usual. If we simply warted to maximize $p$ (for the maximum likelihood solution), we would minimice the above sum (that is, use a weizhted least-squares solution). However, because of the fluctuations in w caused by the presence of noise in both images, the peak of $p$ in general differs from the center of the distribution of $\rho$ in a random way due to the random nature of the errors.

Therefore, we define the optimum estimate of the matching position to be the mathematical expectation of $x_{m}, y_{m}$ according to the above probability distribution. Thus, leting $\left(x_{2}, y_{2}\right)$ represent this oplimum estimate, we have

$$
\begin{align*}
& x_{2}=\frac{\Sigma w x_{m}}{\Sigma w}  \tag{2.2-6}\\
& y_{2}=\frac{\Sigma w y_{m}}{\boldsymbol{\Sigma} w}
\end{align*}
$$

where the sums are taken over the search window. The variances and covariance of $x_{2}$ and $\boldsymbol{y}_{\mathbf{2}}$ are given by the second moments of the distribution around the expected values:

$$
\begin{gather*}
\sigma_{x_{2}}^{2}=\frac{\Sigma w x_{m}^{2}}{\Sigma w}-x_{2}^{2} \\
\sigma_{y_{2}}^{2}=\frac{\Sigma w y_{m}^{2}}{\Sigma w}-y_{2}^{2}  \tag{2.2-7}\\
\sigma_{x_{2} y_{2}}=\frac{\Sigma w x_{m} y_{m}}{\Sigma w}-x_{2} y_{2}
\end{gather*}
$$

The covarianse matrix of $x_{2}$ and $y_{2}$ consists of $\sigma_{x_{2}}^{2}$ and $\sigma_{y_{2}}^{2}$ on the main diagonal and $\sigma_{x_{2} y_{2}}$ on both sides off the diagonal.

Because of the finite search window size, the covariance matrix computed by (2.2-7) may be an under-estimate. It is possible to apply an approximate correction for this effect (and the implemented correlator does so), but as long as the width of the correlation peak represented by (2.2-5) is considerably less than the width of the search window, the effect is negligible.

It might appear that the above analysis is not correct because of the fact that certain combinations of errors at each point of each picture are possible for more than one match position, and the probability of these combinations is split up among these match positions. However, this fact does not influence the results, as can be seen from the following reasoning. The possible errors at each point of each pitture form a multidimensional space. When a particular match position is chosen, a lower-dimensioned subspace of this spice is selected, in order to be consistent with the measured brightness values. When another match is chosen, a different subspace is selected. These two subspaces in general intersect, if at ali, in a subspace of an even lower number of dimensions. Thus the hypervolume (in the higher subspace) of this lower subspace is zero. Therefore, the fact that the two subspaces intersect does not change the computed probabilities.

The computation of the output probability estimate depends on some quanitites computed in the variance estimation portion of the computations, is it will be discussed in the next section.

### 2.3 Variance Estimation

If the amount of noise in the pictures is not known, it is possible to estimate it from the pictures themselves, provided that some assumptions are made about the way in which the variance (square of the standard deviation) of the noise varies over the pictures. In some cases, the variance may be a function of brightness. For example, shot noise variance, which is the primary snurce of noise with some phoiodiodes, is proportional to she amplitude of the signi! (and thus the standard deviation is proportional to the square root of the signal). For some solid-state cameras the noise might need to be cailibrated for each pixel in the picture. (If it can be completely calibrated, then it can be used in the equations in Section 2.2, and no variance ad justment is needed.) It is assumed in this section that the noise variance is constant over each picture. (If it actually varies with brightness in a known way, the data can be transformed by a nonlinear function to make the variance constant. For example, taking the square root of each pixel brightness value will cause shot noise to become constant.)

Let $v$ represen, the total variance in both pictures. Thus

$$
\begin{equation*}
v=\sigma_{1}^{2}+\sigma_{2}^{2} \tag{2.3-1}
\end{equation*}
$$

The task at hand is to estimate $v$, since this is the quantity that is needed in (2.2-4).

Often some knowledge is available about the noise variance, even if it is not known exactly. It is assumed here that this knowledge canl be represented by a chi-square distribution. Let the a priori value of $v$ be denoted by $v_{0}$. Then it is assuried that $v_{0}$ has the chi-square distribution with $n_{0}$ degrees of freedom. This assumption is made both for its convenience in the subsequent calculations and because of the fact that, If the variance has been estimated by squaring $n_{0}$ samples from a normal distribution and averaging them. it will have this distribution. Thus $n_{0}$ can be considered to be the weight of the observation $v_{0}$. (See Hogg and Cralg [1965] for this and other information about the chi-square distribution.) If the variance is completely unknown, $n_{0}=0$. If it is known exacily, $n_{0}=\omega$.

An estimate of the variance can be obtained from the goodness of fit between the two pictures when matched. This computed estimate is denoted $\nu_{c}$. If the correct matching point $x_{c}, y_{c}$ were known, it could be used for $x_{m}, y_{m}$ to compute the vector of differences between the two pictures $E$, and then a good value for $v_{c}$ woukd be the mean square value of these differences, $\left.\sum_{0}\right\} / \omega_{m}^{2}$. However, the correct match is not known. However, $w$ from (2.2-4) is proportional to the probability that each $x_{m} . y_{m}$ match is correct, according to (2.2-5). Therefore, a weighted average over the search window, with a as the weight, of the mean (over the match window) aquarid value of the differences is used as a prelinilnary value for $v_{c}$. That is,

$$
\begin{equation*}
\nu_{c}^{\prime}=\frac{\boldsymbol{\Sigma}\left(\approx \nu \boldsymbol{\Sigma} \varepsilon_{i}^{\}}\right)}{w_{m}^{2} \boldsymbol{\Sigma} w} \tag{2.3-2}
\end{equation*}
$$

where the outer sums are taken over the search window and the inner sum in the numerator is taken over the match window. (Remember that $w$ and the differences $c_{i}$ are implicit functions of the position of $x_{m}, y_{m}$ within the search window, in addition to $\boldsymbol{e}_{\boldsymbol{i}}$ being a function of the position within the match window as indicated explicitly by the subscript $i$.) Since the computation of $w$ requires the value of $v$ in (2.2-4), the process is iterative, and $v$ from the previous iteration is used to compute $w$ in this iteration.

The estimate given by (2.8-2) is called "preliminary" because the process of averaging over the search window, weighted by $w$, introduces a bias. The mean squared residuals fluctuate over the search window because of the random nature of the noise in the pictures. The weights are computed from this value according to (2.2-4), and thus there is a statistical tendency for the smaller values to have the greater weights. This causes $v_{c}^{c}$ to be an underestimate of the variance by varying amounts depending on the sharpness of the correlation peak. At one extreme, the correlation peak is very sharp, one value of $w$ is much larger than all of the others, and thus only one term has any appreciable effect in the summation over the search window, and since this is almost certainly the correct matching point there is no bias in $v_{c}^{\prime}$. At the other extreme, when the correlation peak is very broad, there are many roughly equal terms in the summation, with fluctuations from noise greater than their difference from the peak caused by true brightness differences across the pictures. In this case $v_{c}^{\prime}$ approaches being an underestimate by some consiant factor.

To see how much of an underestimate is produced in the limiting case of a very broad correlation peak, first note that the sum of the squares of the differences has the chi-square distribution with $w_{m}^{2}$ degrees of freedom (because the noise has the normal distribution). Specifically, if we define

$$
\begin{align*}
& u=\frac{\sum e_{s}^{?}}{v}  \tag{2.3-3}\\
& n=w_{m}^{2}
\end{align*}
$$

where $v$ is the true total variance, then the probability density function of $u$ is

$$
\begin{equation*}
\rho=\frac{1}{\Gamma\left(\frac{n}{2}\right) 2^{n / 2}} u^{n / 2-1} \exp \left(-\frac{u}{2}\right) \tag{2.5-4}
\end{equation*}
$$

Now assume that the variance is known exactly, so that the correct variance is used in (2.2-4), which becomes

$$
\begin{equation*}
w=\exp \left(-\frac{u}{2}\right) \tag{2.3-5}
\end{equation*}
$$

(The variance may not be known at the start, of course, but as the method iterates to a final solution for variance, a good estimate of the variance will become ayallable to compute w.) Then (2.3-2) can be rewritten as

$$
\begin{equation*}
v_{c}^{\prime}=\frac{v \boldsymbol{\Sigma} w u}{n \boldsymbol{\Sigma} w} \tag{2.3-6}
\end{equation*}
$$

In the limit as the search window over which the summations are taken increases without limit, the ratio in (2.3-6) approaches a constant that is the ratio of the expected values of the quantities $w u$ and $u$. Thus,

$$
\begin{equation*}
v_{c}^{\prime}=\frac{v \int_{0}^{\infty} \rho w u d u}{n \int_{v 0}^{\infty} \rho w d u} \tag{2.3-7}
\end{equation*}
$$

Substituting (2.3-4) and (2.3-5) into (2.3-6) produces

$$
\begin{align*}
& v_{c}^{\prime}=\frac{v \int_{0}^{\infty} \frac{1}{\Gamma\left(\frac{n}{2}\right) 2^{n / 2}} u^{n / 2-1} \exp (-u) u d u}{n \int_{0}^{\infty} \frac{1}{\left.\Gamma^{\prime} \frac{n}{2}\right) 2^{n / 2}} u^{n / 2-1} \exp (-u) d u} \\
& v \int_{0}^{\infty} \frac{1}{\Gamma\left(\frac{n}{2}\right) 2^{n / 2}}(2 u)^{n / 2-1} \exp \left(-\frac{2 u}{2} \times(2 u) d(2 u)\right. \\
& 2 n \int_{0}^{\infty} \frac{1}{\Gamma\left(\frac{n}{2}\right) 2^{n / 2}}(2 u)^{n / 2-1} \exp \left(-\frac{2 u}{2}\right) d(2 u) \tag{2.3-8}
\end{align*}
$$

But the integrand in the last denominator is the probability density function of the chi-square distribution with $n$ degrees of freedom and $2 u$ as the variable, which integrates to unity, and the integral in the numerator similarly is the expected value of the chi-square distribution with $n$ degrees of freedom, which is $n$. Thus (2.3-8) simplifies to

$$
\begin{equation*}
v_{c}^{\prime}=\frac{v}{2} \tag{2.3-9}
\end{equation*}
$$

This means that in this extreme case the variance computed by (2.9-2) is only half as large as it should be.

Thus $v_{c}^{\prime}$ is too small by a factor that can be anywhere from 0.5 io I . Since this range is so small and since variances are seldom known very accurately anyway, it is possible to
adequately correct for this bias by an empirical formula. A way of determining approximately where we are between these extremes is to examine the minimum value of $\Sigma_{i}{ }_{i} / w_{m}^{2}$ over the search window, denoted by $v_{r i z}$. Because this is the quantity which is averaged to produce $v_{c^{\prime}}^{\prime}$ if the correlation peak is sharp $v_{m}$ is approximately equal to $v_{\boldsymbol{c}}^{\prime}$. But $v_{m}$ tends to become smaller and smailer relative to $v_{e}^{\prime}$ as the correlation peak becomes broader, because of the statistical fluctuations. By simulating a variety of cases with pseudo-random numbers, an approximate correction factor based on the ratio $v_{m} / v_{c}^{\prime}$ was determined. It is applied to the variance estimate as follows:

$$
\begin{equation*}
v_{c}=\frac{v_{c}^{\prime}}{1-0.5\left(1-\frac{v_{m}}{v_{c}^{c}}\right)^{0.3}} \tag{2.3-10}
\end{equation*}
$$

where $v_{m}$ is the minimum value of $\left.\Sigma e_{i}\right\} / w_{m}^{2}$ over the search window, as defined above.
A weight, or accuracy estimate, must be assigned to the above variance estimate so that it can be combined with the other sources of information. The exactly correct weight to use would be difficult to determine. A conservative approximation which is adopted is to consider $v_{c}$ to have the chi-square distribution with $n_{c}$ degrees of freedom, where $n_{c}$ is $w_{m}^{2}-2$ or 200 , whichever is less. (Thus $n_{c}$ is the weight.) The reasons for this choice are that the mean squared differences would have the chi-square distribution with $w_{m}^{2}$ degrees of freedom at the correct matching point, two degrees of freedom are subtracted to allow for the two degrees of freedom that are involved in adjusting the position in the image plane, the averaging over the search window increases the weight somewhat but in a way that is hard to estimate (because of the duplication of data influencing the average), and the approximate nature of the correction factor introduces some additional uncertainty, for which the limit of 200 is included.

A third source of information about the noise in the pictures can be obtained from their high-frequency content. This produces only an estimate of an upper limit to the variance, because the high-frequencies may contain true picture information in addition to noise. However, the high spatial frequencies are better to use for this purpose than any other frequency band, because picture content usually tends to be concentrated at the lower frequencies. First, the square of the output of a simple iwo-dimensional high-pass filter is computed as follows for each picture:

$$
\begin{equation*}
v=\frac{[a(x-1, y)+a(x+1, y)+a(x, y-1)+a(x, y+1)-4 a(x, y)]^{2}}{20} \tag{2.3-11}
\end{equation*}
$$

Then $U$ is averaged over the match window in each picture and the results for the two pictures are added logether to form the estimate of the upper limit of $v$, denoted $v_{u}$. The weight assigned to this estimate is $n_{u}=2 w_{m}^{2}$, because this is the number of observations which are averaged to produce the estimate.

Thus there are three estimates of noise variance, $v_{0}, v_{c}$, and $v_{w^{\prime}}$, with weights $\boldsymbol{n}_{0}, \boldsymbol{n}_{\mathbf{c}}$, and $n_{s,}$ which result from the a priori values, goodness of fis, and high-frequency content, respectively. These must be combined to produce an overall estimate of variance $v$, and must be compared to produce the probability estimate. (Some of the above formulas for these quantities will be altered slightly in subsequent sections.)

If the estimate of $v$ on the current iteration is less than $v_{u}$, the value of $v_{m}$ does nox matter, since it is only an upper limit. Therefore, in this case the new estimate of $v$ is the weighted average of $\nu_{0}$ and $\nu_{c}$, as foliow:

$$
\begin{equation*}
v=\frac{n_{0} y_{0}+n_{c} v_{c}}{n_{0}+n_{c}} \tag{2.9-12}
\end{equation*}
$$

On the other hand, if the current estimate of $v$ is greater than $v_{\mu}$, all three values are averaged, as follows:

$$
\begin{equation*}
v=\frac{n_{0} v_{0}+n_{u} v_{u}+n_{c} v_{c}}{n_{0}+n_{u}+n_{c}} \tag{2.3-13}
\end{equation*}
$$

The iterative process for $v$ as described above undergoes linear convergence, and in some cases is converges rather slowly. Therefore, convergence acceleration is applied to it, using a one-dimensional special case of the acceleration method described in Appendix A, which is equivalent to Aitken's exirapolation (see Acton (1970]).

The probability estimate is derived by comparing the estimate of noise variance obtained from the goodness of fit $\left\langle v_{\mathbf{c}}\right\rangle$ to the nher estimates. Since it is assumed here that each of these estimates has a chi-square distribution, the Snedecor-Fisher $F$ test is the appropriate way to do this. (See Hogg and Craig [1965]). If the value of $v_{c}$ on the last iteration is less than $v_{u}$ the value of $v_{u}$ does not matter, approximately. Therefore, in this case the quantiry computed is the probability that the ratio of the variance of a sample with $n_{c}$ degrees of freedom to the variance of a sample with $n_{0}$ degrees of freedom, both from the same distribution, will exceed $v_{c} / v_{0}$. On the other hand, if the final value of $v_{c}$ is greater than $v_{u}$, both $v_{0}$ and and $v_{w}$ must be considered. However, in this case the distribution of the combined $v_{0}$ and $v_{u}$ values is not chi-square because of the fact that $v_{u}$ is only an upper limit. As an approximation, the kesser of two $F$-test probabilities is used. one as above using $v_{a}$, and the other using $v_{m}$ instead, with $n_{m}$ degrees of freedom.

### 2.4 Brightness and Contrast Adjustment

In many cases changes in the brightness of each point in a scene may occur between the two pictures of a stereo pair. Some causes are differences in the cameras that took the two pictures, directional reflectivity of the surfaces, and changes in illumination if the
pictures were taken at different times. It is assumed here that these changes can be approximated within the search swindow of the correlator by a linear function. Thus the changes can be represented by brightness bias and contrast change (scale factor) between the two pictures.

In order to allow for change in brightness and contrast between pictures in area correlation when using ordinary cross correlation, a common approach has been to use the correlation coefficient as the quanity to be maximized, as in Hannah [1974]. The correlation coefficient is normalized so that it is invariant under a linear transformation of the brightness values. However, using such a criterion throws away a lot of information about the pictures unless the brightness and contrast changes are completely unknown, which is seldom the case. The correlator described here has the ability to incorporate the a priori knowledge about these changes in the form of the standard deviations $\sigma_{b_{0}}$ and $\sigma_{c_{0}}$. If these are infinity, the changes are completely unknown, and the correlator is free to adjust them in order to obtain a good fit, as with the ordinary correlation coefficient. At the other extreme, if these standard deviations are zero, the changes are constrained completely, and the correlator accepts only an exact match between the pictures, except for noise.

The equations derived below include a weight equal to the reciprocal of the variance for each point, so that they can be used in the general case where the notse variance is not constant over the picture. If the variance is constant, it can be factored out of the summations. If the variance adjustment described in Section 2.3 is done, the variance must be assumed to be constant, and factoring out the variance avoids having to recompute things as the variance changes during the iterations. (The implemented version makes this assumption aiways.) The variance $\sigma^{2}$ to be used here is the variance in each picture, if the variances are equal in the two pictures, which is $v / 2$. If the variances are not equal, what is wanted is the the component of variance perpendicular to the line with slope $c$ in $a_{1}, a_{2}$ space. Letting $\theta-\arctan c$, we have

$$
\begin{equation*}
\sigma^{2}=\sigma_{1}^{2} \sin ^{2} \theta+\sigma_{2}^{2} \cos ^{2} \theta \tag{2.4-1}
\end{equation*}
$$

(In general, this equation would also include the term $-2 \sigma_{12} \sin \theta \cos \theta$, but, since we have assumed that the noise in the two pictures is uncorrelated, $\sigma_{12}$ is iero.) However, the eigenvector method described below assumes that $\sigma_{1}=\sigma_{2}$ (that is, the amount of noise in the two pictures is equal). If they are widely unequal, large departures from optimality may occur. If this is the case, one of the pictures can be rescaled to make the variances at least approximately equal. Note that equation (2.4-1) requires the use of $c$ ( 10 obtain $\theta$ ), which has not been computed yet. In general, this could be solved by tteration, but if the variances are approximately equal, using $c_{0}$ for $c$ here should suffice. (Ir $\sigma_{1}-\sigma_{2}$ exactly, $\theta$ drops out of (2.4-1).)

First consider $\sigma_{b_{f}}$ and $\sigma_{c_{0}}$ to be inimity. Then at any tentative matching position $x_{m}, y_{m}$ what is desired instead of the sum of the squares of the differences in (2.2-4) and (2.3-2) is a measure of dispersion about a linear fit between the values in $a_{1}$ and $a_{2}$ taken over the match windows. This is equivalent to fitting a straight line so points in two dimensions, where the errors occur in both coordinates of each point. As discussed by Duda and Hart [1973], she appropriate riethod to use in such a case is the eigenvector method. In the unveighted case, this method minimizes the sum of the squares of the perpendicular distances from the points to the fitted line, the minimum value achieved is the smaller eigenvalue of the distribution about its mean, and the direction of the line is the eigenvector corresponding to the larger eigenvaiue. The measure of dispersion that is desired here is this minimized sum. (Actially, twice this is equivalent to the sum of squares of differences, because the difference between an $a_{1}$ vaiue and an $a_{2}$ value is $\sqrt{2}$ times the distance from the corresponding point to a $45^{\circ}$ line through the origin in $a_{1}, a_{2}$ space.)

In order to compute the eigenvaiue desired above, the weignted moments of the distribution about the mean are first computed, as follows:

$$
\begin{gather*}
s_{11}=\sum \frac{1}{\sigma^{2}}\left(a_{1} \cdot \frac{1}{n} \sum \frac{a_{1}}{\sigma^{2}}\right)^{2} \\
s_{12}=\sum \frac{1}{\sigma^{2}}\left(a_{1}-\frac{1}{n} \sum \frac{a_{1}}{\sigma^{2}}\right)\left(a_{2}-\frac{1}{n} \sum \frac{a_{2}}{\sigma^{2}}\right)  \tag{2.4-2}\\
s_{22}=\sum \frac{1}{\sigma^{2}}\left(a_{2}-\frac{1}{n} \sum \frac{a_{2}}{\sigma^{2}}\right)^{2}
\end{gather*}
$$

where

$$
n=\sum \frac{1}{\sigma^{2}}
$$

and where the summations are taken over all points in the match window, with $a_{1}$ and $a_{2}$ aligned according to the current value of $x_{m}$ and $y_{m}$ (that is, $a_{2}\left(x+x_{m}-x_{1}, y+y_{m}-y_{1}\right)$ is paired with $a_{1}(x, y)$ ). Then the smaller eigenvalue is

$$
\begin{equation*}
s=\frac{1}{2}\left(s_{22}+s_{11}-\sqrt{\left(s_{22}-s_{11}\right)^{2}+4 j_{12}^{2}}\right) \tag{2,1-3}
\end{equation*}
$$

This eigenvalue replaces $\Sigma_{e}\left(\sqrt{i}\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)\right.$ in (2.2-4), so thal insteac of (2.2-4) the following is used to compute $w$ :

$$
\begin{equation*}
w=\exp \left(-\frac{1}{2}\right) \tag{2.1-4}
\end{equation*}
$$

If variance is being adyustod, i is mulluplied by the current value of $2 \sigma^{2}$ (assumed to be
constant over the picture), which cancels out the effect of $\sigma$ in these equations, to obtain the value which replaces $\boldsymbol{\Sigma e f}_{\boldsymbol{f}}$ in (2.9-2). Thus, instead of (9.5-2),

$$
\begin{equation*}
v_{c}^{\prime}-\frac{2 \sigma^{2} \Sigma w J}{w_{m}^{2} \Sigma w} \tag{2.4-5}
\end{equation*}
$$

Now consider the effect of the a priort knowledge about brightness bias. This knowledge can be incorporated into the solution by introducing a fictitious point into the summations in (2.4-2), which represents a point through which the fitted line would have to pass if $b=b_{0}$ exactly. The coordinates of this fictitious point are $a_{1}=-b_{0} c / \sqrt{1+c^{2}}$ and $a_{2}-b_{0} / \sqrt{1+c^{2}}$. (The yalue of $c$ to be used here can be $c_{0}$ as e reavonable approximation, or the solution can be iterated using improvec computed values of $c$ or each iteration. The implemented version assumes that $b_{0}=0$, in which case $a_{1}$ and $a_{n}$ are toth zero for this fictitious point.) In order for this fictitious point to have the proper amount of effect according to the assumed accuracy of $b_{0}$, it must be weighted by the reciprocal of its variance. Since the variance of this fictitious point in each dimension is $\sigma_{0_{0}}^{0}$

$$
\begin{equation*}
n_{b_{0}}=\frac{1}{\sigma_{b_{0}}^{2}} \tag{2.4-6}
\end{equation*}
$$

The extra values of $a_{1}$ and $a_{2}$ are multiplied by $n_{b_{0}}$ and added into the summations in (2.4-2), and $n$ is increased by $n_{b_{0}}$ in (2.4-2).

The a priori knowledge about contrast change can be incorporated into the solution in the following way. Consider the effect of adding twu fictitious points to the soluition, each at a distance $r$ from the origin in opposite directions from the origin on a line with slope $c_{0}$ in $a_{1}, a_{2}$ space. Let the angle between tinis line and the $a_{1}$ «xis be $\theta_{0}$, so that $c_{0}$ $\tan \theta_{0}$. (In the implemented version $c_{0}$ is assuined to be unity, and thus $\theta_{0}=45^{\circ}$.) Then $a_{1}$ $= \pm r \cos \theta_{0}$ and $a_{2}= \pm r \sin \theta_{0}$ for these points. The a priont accuracy can be expressed in terms of the standard deviation of the angle,

$$
\begin{equation*}
\sigma_{\theta_{0}}=\sigma_{c_{0}} \cos ^{2} \theta_{0} \tag{2.4-7}
\end{equation*}
$$

Let $\sigma_{0}$ be the assumed siandard deviation of the fictitious pointy in each dimension. If these two fictitious points were the only points in the solution, $\sigma_{0_{0}}$ would represent the accuracy of the direction of the line connecting them. Since the distance between the pointa is "r, each point contributes $\left(\sigma_{d} 2 r\right)^{2}$ to the variance of the angle, so that the effect of both points produces

$$
\begin{equation*}
\sigma \xi_{0}=\frac{\sigma_{\theta}^{2}}{2^{2}} \tag{2.4-8}
\end{equation*}
$$

The weight that each fictitious point should have is the reciprocal of its variance:

$$
\begin{equation*}
n_{c_{0}}=\frac{1}{\sigma_{0}^{2}} \tag{2.4-9}
\end{equation*}
$$

Solving (2.4-8) for $\sigma_{6}^{2}$ and substituting into (2.4-9) produces

$$
\begin{equation*}
n_{c_{0}}=\frac{1}{2 r^{2} \sigma_{j_{0}}} \tag{2.4-10}
\end{equation*}
$$

When the two fictitious points are included in the summations in (2.4-2), their contribution to the outer summations (considering the means to be constant) are

$$
\begin{gather*}
\Delta s_{11}=2 n_{c_{0}} r^{2} \cos ^{2} \theta_{0} \\
\Delta s_{12}=2 n_{c_{0}} r^{2} \sin \theta_{0} \cos \theta_{0}  \tag{2.4-11}\\
\Delta s_{22}=2 n_{c_{0}} r^{2} \sin ^{2} \theta_{c}
\end{gather*}
$$

Substituting (2.4-10) into (2.4-11) produces

$$
\begin{gather*}
\Delta s_{11}=\frac{1}{\sigma z_{0}} \cos ^{2} \theta_{0} \\
\Delta s_{12}=\frac{1}{\sigma \xi_{0}} \sin \theta_{0} \cos \theta_{0}  \tag{2.4-12}\\
\Delta s_{22}=\frac{1}{\sigma z_{0}} \sin ^{2} \theta_{0}
\end{gather*}
$$

Note that $r$ has canceled out of (2.4-12). However, in the inner summations in (2.4-2) (computing the means) it will no cancel out. Here $r$ will appear in the first power in the denominator. Therefore, in the limit as $r$ goes to infinity, these terms drop out and equation (2.4-12) correctly gives the entire effect of the fictitious points. It was considered above that $\sigma_{\rho_{0}}$ represented the accuracy of the direction of the a priort line if only the effect of the fictitious points were considered. However, again in the limit as $r$ goes to infinity, the effect of the fictitious points interacting with the real points to affect the direction becomes zero, because the centroid of the flectious points is constant (at the origin) and their weight becomes zero, according to ((2.4-10). Therefore, equation (2.4-12) correctly gives the effect of the a priori contras knowledge.

The brightness and contrase adjusment can now be summarized as follows. For each position $x_{m}, y_{m}$, equation (2.4-2) is used, including the fletitious point for $0_{0}$ with weight
given by (2.4-6), the results are augmented by (2.4-12) and are then used in (2.4-3), and the resulting value of $s$ is used in (2.4-4) and (2.4-5).

Although the above computations correct for brightness bias and conirast changes between the pictures, explicit values for the changes ( $b$ and $c$ ) are not produced. These may be desirable, however. Values resulting from the application of the correlator to some parts of the pictures may be used to improve the estimates $b_{0}$ and $c_{0}$ given to the correlator when It is operating on other parts of the pictures. The above computations are done for all tentative matching positions within the search window, but single values of $b$ and $c$ are desired, computed from the apparently correct match.

Thus the adjusted values of $b$ and $c$ are computed in the following way. First, the matching point computed by (2.2-6) is rounded to the nearest pixel. Then the values of $s_{11}, s_{12}$ and $s_{22}$ computed as described above for this $x_{m}, y_{m}$ position (including the fictitious point and the $\Delta$ terms) are selected. The eigenvector of this distribution corresponding to the larger eigenvalue determines the scale factor $c$. (The eigenvector makes an angle $\theta$ with the $a_{1}$ axis, and $c=\tan \theta$, as previously described.) The direction of this eigenyector can be found from the following relationship:

$$
\begin{equation*}
c \cdot \tan \theta=\frac{s_{22}-s_{11}+\sqrt{\left(s_{22}-s_{11}\right)^{2}+4 s_{12}^{2}}}{2 s_{12}} \tag{2.4-13}
\end{equation*}
$$

Then $b$ is the perpendicular distance from the origin to this eigenvector, where the line representing the eigenvector is assumed to pass through the mean of the distribution. Therefore,

$$
\begin{equation*}
b-\frac{\cos \theta \sum \frac{a_{2}}{\sigma_{2}^{2}}-\sin \theta \sum \frac{a_{1}}{\sigma_{1}^{2}}}{n} \tag{2.4-14}
\end{equation*}
$$

where the summations include the fictitious point for $b_{0}$ and $n$ similarly includes $n_{b_{0}}$.

### 2.5 Interpolation

The computations described in the previous sections assume that the shin between the iwo pictures is always an integer number of pixels. In this section that assumption is removed, and the effects of noninteger values for $x_{c}$ and $y_{c}$ and how to deal wish them are discussed. First will be discussed how to obtain satisfactory performance from the correlator in spite of these effects, without any particular atternpt to produce subpixel accuracy in the $x_{2}$ and $y_{2}$ matching position estimates. Then a way of interpolating to produce this subpixel accuracy will be discussed brienly.

In cases where the correlation peak is broad (caused by a low signal-to-noise ratio), the smoothing process inherent in the moment computation for $\boldsymbol{x}_{\mathbf{2}}, \boldsymbol{y}_{\mathbf{2}} \sigma_{\boldsymbol{x}_{2}}^{2}, \sigma_{\boldsymbol{y}_{2},}^{2}$ and $\sigma_{\boldsymbol{x}_{2} \boldsymbol{y}_{\mathbf{2}}}$ cause a reasonatie interpolation to be performed if the correct answer lies between pixels. However, when the correlation peak is sharp (caused by a high signal-to noise ratio), this will not happen, and the answer will tend towards the nearest pixel to the correct best match. This is not particularly serious insofar as it affects the position estimate, but it can have a serious effect on the variance estimate $v_{c}$ and thus on the probability estimate also. This is because the $E$ vector should be much smaller at the correctly interpolated point than it is at the nearest pixel, because of the sharp peak. Therefore, $v_{c}$ may come out much too large, causing the probability estimate to be much too small, indicating a bad match, whereas the match actually is good but lies between pixels. To overcome this deficiency, the previously described computations are slightly modified.

Because of the tendency for $x_{2}$ and $y_{2}$ to tend towards the nearest pixel, the covariance matrix is augmented by adding $\frac{1}{12}$ to $\sigma_{x}^{2}$ and $\sigma_{y}^{2}$ (Unity pixel spacing in $x$ and $y$ is assumed here, as before.) This is done because the variance of a uniform distribution with unity width is $\frac{1}{12}$. This in general overestimates the variance, since it assumes no inherent interpolation ability in the correlator.

The effeci on the variance estimate will now be discussed. Without knowing something about the nature of the pictures, it is impossible to accurately correct for this phenomenon. However, a crude approximate correction can be made to $\boldsymbol{v}_{\boldsymbol{c}}$, and its weight $n_{c}$ can be decreased by a liberal amount to allow for the uncertainty in this estimate.

Consider the various estimates of $v$ which can be obtained from $\sum e_{i}^{2} / \omega_{m}^{2}$ or $2 \sigma^{2} s / \omega_{m}^{2}$. for each position within the search window. The minimum value of this quantity, previously denoted $v_{\boldsymbol{m}}$, occurs at sonse particular position within the search window. Now consider the two such estimates for $v$ obtained at one pixel displacements in the $\pm x$ direction from this minimum. Let $\Delta v_{x}$ denote the difference between these two values. Similarly tet $\Delta v_{y}$ denote the difference between the two values displaced one pixel in the $\pm y$ directions. A sort of worst case assumption, which assumes that the true function wanted here is a V -shaped function in each dimension, leads to the conclusion that the true minimum of the function is less that $v_{m}$ by $\left(\left|\Delta v_{z}\right|+\left|\Delta v_{y}\right|\right) / 2$. However, if the corrected weighted-average value $v_{c}$ from ( $2.3-10$ ) is appreciably greater than $\nu_{m}$, the averaging process is doing some Interpolation, and thus there is less need for a correction cerm. Therefore, the quantity $v_{c}-v_{m}$ is subtracted from this quantity. Furthermore, if $v_{c}$ is greater than the $v$ estimates at reighboring pixels, the corresponding values are replaced by $v_{c}$ in the computation of $\Delta v_{z}$ and $\Delta v_{y}$ for similar reasons. Since the resuking correction $\left(\left|\Delta v_{s}\right|+\mid \Delta v_{y}\right) / 2-\nu_{c}+v_{m}$ represents sort of a worst case, it is divided by 2 to obtain an actual correction (not to be less than zero), which is subtracted from $v_{c}$, and the uncertainty in this correction is about the same magnitude. Thus, bet

$$
\begin{equation*}
\Delta v_{c}=\max \left(0, \frac{1}{2}\left(\frac{\left|\Delta v_{x}\right|+\left|\Delta v_{y}\right|}{2}-v_{c}+v_{m}\right\rangle\right) \tag{2.5-1}
\end{equation*}
$$

The corrected value of $v_{c}$ is then

$$
\begin{equation*}
\tilde{v}_{c}=\max \left(0_{c} v_{c}-\Delta v_{c}\right) \tag{2.5-2}
\end{equation*}
$$

The weight $\boldsymbol{n}_{\boldsymbol{c}}$ must be adjusted to reflect the uncertainty in the correction. This can be done by using the fact that the mean of the chi-square distribution with $n$ degrees of freedom is $n$ and its variance about the mean is $2 n$. Thus, if it is assumed that the additional uncertainty in $\tilde{v}_{c}$ caused by the uncertainty in this correction has a standard deviation equal to $\Delta v_{c}$, the corrected weight can be found from

$$
\begin{equation*}
\frac{1}{\hat{n}_{c}}=\frac{1}{\tilde{n}_{c}}+\frac{\Delta v_{c}^{2}}{2 \hat{v}_{c}^{2}} \tag{2.5-3}
\end{equation*}
$$

The corrected quantities $\tilde{x}_{c}$ and $\tilde{n}_{c}$ are usec in place of $\tilde{v}_{c}$ and $\tilde{n}_{c}$ in the equations in the previous sections.

If the Information in the pictures could setually be interpolated to produce interpixel values, not only could a better corrected variance and weight be produced than by using the above crude corrections, but the posirion estimates $x_{2}$ and $y_{2}$ could perhaps be refined to subpixel accuracy, with their varialices becoming considerably less than the $\frac{1}{12}$ values used above. Ways of toing this will now be discussed.

In order to interpulate, sorne assumption must be made about the nature of the pictures. Fot example, if the pletures consisted of white notse, and they were sampled without any filtering to produce the digitized versions, there would be no way that any useful interpolation could be done (other than just setting all interpixel values to zero). because the interpixel values would be completely independent of the pixel values. At the other extreme, suppose that any content that the pictures contain at higher spatial frequencies than $\frac{1}{2}$ (the Nyquist frequency) in each dimension has been removed by filtering before the pictures are sampled. Then in the absence of noise it is possible to reconstruct the unsampled fikered pletures exactly by Fouritr interpoiation. Ordinarily the situation is between these extremes. There will be some conient above the Nyquiss frequency before sampling, and the sampling process folds this content into the frequencies below the Nyquist frequency. This process, known as "aliasing", contaminates these lower frequencies with this extraneout information, so that when interpolation is done based upon the information in these lower frequencies, errors are produced. In order to know how to interpolate the dafa to keep these errors mall, some satisical knowkedg about the amount of aliased content muss be avallable.

If a certain power spectrum of true picture content couke be assumed, the amount of aliasing could be computed at each frequency, and thus a weighting furction of frequency could be derived, based or the accuracy of each spatial frequency as deduced from its amount of contamination. Ther a Fourier interpolation could be done, but instead of cutting off precisely at tive the Nyquist: frequency, the computed frequency components would be multiplied by the weighting function, causing a gradual cutoff as the Nyquist frequency is passed. The result could then be transformed back: to the space domain to obtain interpolated data. Also, an additional variance component representing the uncertainty in the interpolation would be computed, as a funcion of the interpolation position. (The variance due to noise usually is less for the interpolated points because of the averaging that occurs in the interpolating process, but the additional variance caused by the aliased picture content usually causes the total variance to increase.)

An interpolating version of the correlator has been produced based on the above reasoning. It interpolates $a_{2}$ to a finer sampling interval in both dimensions, with the option of two different assumptions about the nature of the power spectrum, one of which produces linear interpolation. Then $a_{1}$ is compared to the interpoiated $a_{2}$ at the original sampling interval as required for (2.2-4) or (2.4-2), with $\sigma_{2}^{2}$ augmented for the interpolating error, but this is done for every position within the search window at the interpolated sampling interval to produce the summations in (2.2-6) and (2.2-7). Ther the approximate interpolation corrections described above are applied at this interpolated sumpling interval instead of at the original sampling interval. (If the interpolation is done at a fine enough sampling interval, this last step is not necessary, but it is usually nice known beforehand how fine an interval is needed.)

Although this interpolating version of the correlator can produce greater accuracy in some cases, it is very slow. It was developed for a special application while the author was at Lockheed, and it has not been used in any of the other research described in this thesis. Therefore, it will not be described in further detail here. (The usual version of the correlator does use the approximate interpolation corrections previously described, however.)

### 2.6 Color

The description of the correlator in the previous sections assumes that the picturas are monochromatic, and this is the case in the implemented version of the correlator. However, most of these computations generalize readily to handle color pictures.

If color pictures are used, then for each pixel the scular $a_{1}$ or $a_{2}$ is replaced by the vector $A_{1}$ or $\boldsymbol{A}_{\boldsymbol{z}}$ with one component for each primary color being used. Of course, it is not necessary to use three primary colors, as with human vision. In designing a viston system to perform a particular task. the number of primary colors and the burvds of wavelengths to which they correspond would be chosen according to how the content of typical scenes
varies at different waveiengths. Thus the $A_{1}$ and $A_{2}$ vectors might well have more than three components. (It is not even necessary that all of these components be obtained from brightness at certain wavelengths of light. Some might come from other information, such as parameters describing texture obtained at extra high resolution, or sonar data.)

In equation (2.2-4), where the square of a difference if is used with monochromatic pictures, the sum of the squares of the components of the difference of the two vectors could be used instead for color pictures, if all components of the vector were equaliy accurate. However, in general the noise in each primary color will be different, and thus the square of the difference of each component must be divided by the variance of that component individually, and these results summed to replace $\epsilon_{i}^{2} /\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)$ in (2.2-4). A more general form to use when the noise in the different primary colors is correlated would be to use the quadratic form produced from the vector and the inverse of the covariance matrix which describes the noise. Equation (2.2-4) would then be replaced by

$$
\begin{equation*}
w=\exp \left(-\frac{1}{2} \sum\left(A_{1}-A_{2}\right)^{T}\left(S_{1}+S_{2}\right)^{-1}\left(A_{1}-A_{2}\right)\right) \tag{2.6-1}
\end{equation*}
$$

where $S_{1}$ and $S_{2}$ are the covariance matrices of the vectors $A_{1}$ and $A_{2}$, these quantities are to be aligned according to the current position within the match window as described in Section 2.2, and the summation is over all positions in the match window. (The subscript $i$ has now been dropped, and the dependence upon position within the match window is now implicit.) However, ordinarily the noise in the different channels is uncorrelated, and thus $S_{1}$ and $S_{2}$ are diagonal matrices, and (2.6-1) reduces to the simpler form described above.

In the variance estimation, there will now be a separate component of variance to estimate for each primary color. Equations (2.9-2), (2.3-10), (2.3-11), (2.9-12), and (2.9-19) can be applied independently for each component. However, a more general form is possible, as with ( $2.6-1$ ), in which a compiete covariance matrix is estimated. To do this, instead of squaring each single component in (2.9-2) and (2.5-11), the outer product of a vector with itself is taken (that is, the matrix product of the vector times the transpose of the vector) to produce a square matrix. As stated above, this would seidom be necessary.

In order to obtain the probability estimate, a separate $F$ test could be computed for each primary color. The product of the resulting probabilities could be used as the result.

If brighiness blas and conirast change are to be adjusted, there are several possibilities, depending on exactly what is wanted. If a separate adjustment for each primary color is wanted, the equations in Section 2.4 can be used separately on each component. However, if a single ad justment affecting all channels equally is desired, these computations would have to modified slighily to include this consuraint. The mosi general linear relationship beiween the two vectors $A_{1}$ and $A_{2}$ would be to premultiply one of them by a square matrix of contrast coefficients and then to add a vector of blas coefficients. How all of these coefficients could be determined is beyond the scope of this thesis, and it is
hard to imagine how such a relationship (including nonzero off-diagonal elements in the matrix) would be produced by a reasomable vision device.

### 2.7 Speed

In processing a typical stereo pair of pictures by the technique to be described in Chapter 4, the correlator is applied thousands of times. More than haif of the total computing time through all of the computations described in this thesis can be spent in the correlator. Therefore, considerable effort was put into making the correlator efficient.

It might appear that mosi of the time in the correlator would be spent in computing the sum of squares of differences needed in (2.2-4) or the sum of products needed in (2.4-2). (For example, if $w_{m}=8$ and $w_{s}=8$, there would be $8^{4}-4096$ total terms in all of the summations needed in (2.2-4) over the search window.) If the code for these computations were written in a straightforward way using nested FOR loops, this would be the case. (Fourier-transform methods are faster only with large windows.) However, a special method for computing the needed sum of squares of differences developed by Moravec [1977] is used in the implemented correlator. This utilizes the fact that the pixel brightness values can be represented by small integers. It does the difference by indexing with a register and does the squaring by a table lookup. The machine code for this is compiled in line for the entire match window by the program. Then the main program uses this code for each position within the search window. The entire inner loop of this code (each term of the summation) consists of one Move Negative instruction and one fixed-point Add instruction and requires about one microsecond on the PDP KLIO.

When the bias and contrast adjustment is done, a sum of products is needed in (2.4-2). Since $2 a_{1} a_{2}=a_{1}^{2}+a_{2}^{2}-\left(a_{1}-a_{2}\right)^{2}$. this is computed from the sum of squares of differences and two sum of squares. The sum of $a_{1}^{2}$ over the match window is constant, and the sum of $a_{2}^{2}$ over the match window is computed quickly for each position within the search window by the usual moving-average technique of adding new points and subtracting old points as the match window moves. Alternatively, this latter sum of squares could be computed by specially compited code similar to that for the sum of squares of differences.

Various other techniques are used to speed up the computations. For example, the exponential function needed in (2.2-4) is computed by a inble lookup, and, If the argument is so large tha: w will be negligibly amall, the computations using a are bypassed for this position within the search window. Also, in computing the moments according to (2.2-6) and (2.2-7), symmetry is utilized, so that the number of mulliplicalions is cut almos by a factor of four.

The actual amount of ume used by the corrolator depends upon the sizes of the
search window and match window, the signal-to-noise ratio, whether brightness blas and contrast are adjusted, whether the variance upper limit from high frequencies is used, and the accuracy of the a priori variance estimate. If $w_{g}=8$ and $w_{m}=8$, the CPU time on the PDP KL10 ringes from about 14 milliseconds to about 70 milliseconds.

## Chapter 3

## STEREO CAMERA CALIBRATION

In order to do the computations to be described in Chapters 4 and 5, the stereo camera model (the relative position and orientation of the two cameras which produced the stereo views) must be known. In some cases this is known beforehand. If it is not, the information to calibrate the stereo camera model can come from the pictures themselves. This chapter describes such a self-calibration method. This problem is known as the relative orientation problem in photogrammetry. (For example, see Schut (1957 and 1959].) However, the data for the adjustment is obtained in a different way here, as described in Section 3.1, the additional features described in Section 3.2 are used, and the basic formulation of the problem here is somewhat different from the usual approaches in photogramnietry, as pointed out in Section 3.3. (Some of these solutions used in photogrammetry allow the use of many cameras, instead of just two, however, as in Davis [1967].) An equivalent problem occurs when a single fixed camera views a moving object at different times. Such a problem is treated by Ullman [1976], although he considers mainly the case of three views of only four points. Here, only two views are used, and thus at least five points are required for a solution if there is no other information.

### 3.1 Points for Self-Calibration

In order to extract the necessary information from the pictures themselves, some features or points must be matched between the two pictures. Since the camera model is not yet known, this requires a two-dimensional search. However, the number of matches required is not large. It should be at least as great as the number of camera model parameters being adjusted, and preferably considerably greater in order to improve the accuracy and to detect errors. From 20 to 50 matches scattered oyer the picture is reasonable.

The implemented program uses Moravec's interest operator and binary-search correlator to perform this matching (Moravec [1977 and 1980]). First, the interest operator is applied to Picture 1 and finds small features with high information content. It discriminates against features with low contrast or with primarily one-dimensional information. Then the binary-search correlator finds the corresponding points in Picture 2. It uses a coarse-to-fine method, starting with the whole picture and rapidly homing in on the matching point. However, some of the matches that it makes are incorrect.

These matched points are then refined by the correlator described in Chapter 2. There are inree reasons for this step. The positional accuracy of a match may be improved, its accuracy can be estimated in order to provide appropriate weight in the camera model
adjustment, and the probability value computed by the correlator can be used to reject some of the incorrect matches. Actually, since the interest operator detects only high-contrast features, the accuracy of the matches is usually very good (limited primarily by the pixel spacing). Thus usually there is not much improvement to be made in their accuracy (uniess the interpolating version of the correlator is used), and the standard deviations are usually near the minimum of $1 / \sqrt{12}$ of the pixel spacing. Therefore, the first two reasons are not important for most points. However, the third reason (rejection of bad points) is quite useful. The implemented program rejects any point with a probability less than 0.1. This rejects a few good points (about $10 \%$ of them if the probaioility value is correct), and it still lets a few bad points through, but by reducing the number of bad points it helps the camera model ad justment significantly, both in speed and in likelihood of success.

Finally, the image-plane coordinates of the points are corrected for camera distortion to make them equivalent to those produced by 2 central projection.

The result for each remaining matched point consists of the image coordinates $x_{1}$ and $y_{1}$ for the point in Picture 1, the image coordinates $x_{2}$ and $y_{2}$ for the point in Picture 2, and the variances $\sigma_{x}^{2}$ and $\sigma_{y}^{2}$ and the covariance $\sigma_{x y}$ of the image coordinates of the point in Picture 2. (The subscript " 2 " is dropped from the subscripts of " $\sigma$ " in order to avoid confusion with other subscripts to come. This shouid cause no amblguity, since $x_{1}$ and $y_{1}$ are considered to be known exactly and thus have no variances and covariances associated with them.)

### 3.2 Additional Error

The errors indicated by the accuracy estimates produced by the correlator are presumably independent for each point. However, there may be other sources of error which the cortelator cannot estimate, and some of these may be correlated between different points. For example, there may be some residual distortion in the pictures that has not been corrected. If this is different in the two pictures or if the pair of matching points are in different portions of the two pictures where this residual distortion is different, an error is produced. For different point pairs in widely different positions in the pictures, the residual distortion may be quite different, but, since distortion usually varies slowly across a picture, the effect on nearby points may be quite similar. These additional errors and their correlations, if any, must be taken into account in order to produce the correct weights for the camera model ad justment and the correct error propagation into the results.

One way to obtain the necessary information is from the distortion correction measurement. By analyzing the residuals of the distortion adjustment, the magnitude of the errors and how rapidly they vary across the picture can be estimated. Experience with previous distortion measurements and the variation of distortion with time on the camera or cameras of the same type may be helpful. Also, the camera model adjustment itself can
estimate the variance of the additional error (but not the precise way in which it varies across the picture).

Ideally, what we would like to have is a complete covariance matrix for this additional error for all of the points. In practice, such complete information usually is not available. However, if the magnitude of the error is known and the approximate image-plane distance over which it is highly correlated is known (called here the "correlation distance"), a reasonable approximation is possible. The implemented program assumes that the correlation coefficient of the additional error is a Gaussian function of the distance between the points in the image plane. Thus the covariance of the additional error for points $i$ and $j$ is assumed to be $\gamma \exp \left(-d_{i j} / 2 c^{2}\right)$, where $\gamma$ is the variance of the additional error, $c$ is the correlation distance, and $d_{i j}$ is the distance between the two points. (Chis distance may be different in the iwo pictures. The average of the two results can be used.) It is assumed here that the additional error is uncorrelated between $x$ and $y$ and has the same variance in $x$ and $y$. Thus the elements of the covariance matrix for total error (denoted by a tilde) are assumed to be as follows:

$$
\begin{align*}
& \boldsymbol{\gamma}_{x_{i}}^{2}=\sigma_{x_{j}}^{2}+\gamma \\
& \gamma_{y_{i}}^{2}=\sigma_{y_{i}}^{2}+\gamma \\
& \sigma_{x_{i} y_{i}}=\sigma_{x_{i} y_{i}}  \tag{3.2-1}\\
& { }_{\sigma}{ }_{x_{i} x_{j}}=\gamma \exp \left(-\frac{d \hat{d}_{j}}{2 c^{2}}\right) \text { if } i \otimes j \\
& \sigma_{y_{i} y_{j}}=r \exp \left(-\frac{d_{j}^{2}}{2 c^{2}}\right), \text { if }(\omega) \\
& \theta_{x_{i} y_{j}}=0 \text { if } 10 j
\end{align*}
$$

where $I$ and $f$ denote any two points.
The correlation distance $c$ is considered to be a given quantity. However, the additional variance $\gamma$ can be adjusted by the program according to the method described in Appendix A.

The covariance matrix, whether obtained from precise knowledge of the individual correlations or from ( $9.2-1$ ), could be used as $S_{U}$ in Appendix $A$. which is inverted to obtain the weight matrix $W$ to be used in (A.1-17). .owever, in order to save computation time, the implemented program uses the solution according to (A.1-23), partitioned int the separate points. Strictly speaking, this would require that the correlations between different points be zero. However, because of the fact that the effect of a point on the solution varies
slowly as the point is moved across the plcture, and because of the fact that with the approximation of (3.2-i) the correlations are negligible for far-apart points and the additional variance is equal for all points, the approximation in Section A. 2 can be and is used in the implemented program, and this permits the solution to be partitioned by points. The specially augmented variances and covariances produced by this approximation will be used to obtain the weights for the solution.

### 3.3 Criterion for Adjustment

This section will describe how the image plane measurements described in the previcus two sections are used to obtain the discrepancies and their weights so that the adjustment for the camera model parameters can be performed. (The adjustment will be performed arcording so the method described in Appendix $\mathbf{A}$, which is basically a weighted least-squares adjustment with some modifications. lis particular form for this problem will be outlined in the next section.)

There are many possible ways of formulating the problem, according to what are defined to be the discrepancies whose weighted sum of squares is to be minimized. Some of the other methods that have been used are discussed by Schut [1957 and 1959]. The method used here defines the discreparcies as distances in the image plane, closely related to the actual measured quantities. All of these methods are approximately equivalent as long as the appropriate partial derivatives relating the observations to the divrepancies are included in the formulation, according to the method described by Brown [1955 and 1957], and as long as no points appear to be beyond an infinite distance. (A more readily accessible description can be found in Mikhall (1976]) However, the methoi used here avoids the need to do this, and permits the use of the simpler formulation $i$ iscribed in Appendix A. It also permits the use of points that appear to be beyond infinity. This is important in some cases, because observation errors may cause $=$ distant point to appear to be beyond infinity. (The complete method, described in the next seciton, also includes the features of variance ad justmeni and automatic editing.)

As formulated in Appendix $A$, the general solution method requires measurements to be made directly on quantities that are functions of the parameters. However, this is not quite the situation that we have. Here the directly observable quantities are $x_{1}, y_{1}, x_{2}$, and $y_{2}$. The method used by Brown mentioned in the prevjous paragraph can handle such situations within the general formulation. However, this is not necessary for our purposes here. We will merely propagate the error estimates of the actual observations into the quantity that we use as the discrepancy, in ordet to oblain the correct weights, and will consider the observalions to be measurements directly on the discrepancy on any one iteration. Since the discrepancy that we will use will be some distance in the Camera 2 film plane, and sinct we will consider the measurements to be made in this plane, the transformation between thern is linear and thus this error propagation will be exact,
although the fact that the propagation depends upon the camera model parameters that are being adjusted causes a slight departure from optimality.

Consider the point $x_{1} y_{1}$ in the Canera 1 image plane projected as a ray in space from the Camera I center of projection and then consider this ray projected back into the Camera 2 image plane. The result is a line segment, because a point at an infinite distance on this ray projects into a specific point in the Camera 2 film plane (unless the ray is parallel to the film plane). The coordinates of this infinity point (in the Camera 2 film plane) which defines the end of the line segment are denoted by $x_{0}, y_{0}$. The direction of the line segment (away from the infinity point) is given by the direction cosines $c_{x}$ and $\boldsymbol{c}_{\boldsymbol{y}}$ relative to the $x$ and $y$ axes, respectively. (These quantities $x_{0}, y_{0}, c_{x}$, and $c_{y}$ and their partial derivatives relative to the camera model parameters are computed from $x_{1}, y_{1}$, and the stereo camera model. The details of this computation for the camera model formulation used in the cuirent work are given in Appendix B.)

The discrepancy e consists of a component of the distance from the measured point $x_{2}, y_{2}$ in the Cancera 2 image plane to the nearest point of the line segment defined by $x_{0}$. $y_{0}, c_{x}$, and $c_{y}$. If the point $x_{2}, y_{2}$ is beyond the infinity point $x_{0}, y_{0}$, there are two components of the distance between these two points, and thus there are two observations for this point ( $t w o$ components of the vector $E$ ). Otherwise, econsists of the perpendicular distance from $x_{2}, y_{2}$ to the line, and there is only one observation for this point.

It remains to define precisely what is meant by "beyond the infinity point." If the perpendicular projection onto the line were used, the projected point would be considered to be beyond the end of the line segment if $\left(x_{2}-x_{0} x_{x}+\left(y_{2}-y_{0} x_{y}<0\right.\right.$. However, because of the nature of the errors in $x_{2}$ and $y_{2}$, different projection should be used. If a normal distribution of errors is assumed, the correct projected point is the tangent point of the line to an error ellipse about $x_{2}, y_{2}$. This will be discussed further in Chapter 5. Using (5.1-5), substituting (5.1-3), ignoring the denominator (since it is aiways positive and only the sign of the resulting quantity needs to be considered here), and recognizing that total error (as from $(3.2-1))$ should be used here produces the quantity $\left(c_{x} y_{y}^{z}-c_{y}{ }_{z}^{\gamma} y_{y}\right)\left(x_{2}-x_{0}\right)$ + $\left(c_{y}{ }^{\sigma}{ }_{x}^{2}-c_{x}{ }^{\sigma}{ }_{x y}\right)\left(y_{2}-y_{0}\right)$.

If $\left(c_{x} y_{y}^{2}-c_{y} y_{x y}\right)\left(x_{2}-x_{0}\right)+\left(c_{y} y_{x}^{2}-c_{x} y_{x y}\right)\left(y_{2}-y_{y}\right) \geq 0$, then the point $x_{2}, y_{2}$ as projected according to the above description does not lie beyond the the end of the line segment defined by $x_{0}, y_{0}, c_{x}$, and $c_{y}$ and the discrepancy $a$ is the perpendiculat distance from the point to the line. Therefore,

$$
\begin{gather*}
c\left(y_{2}-y_{0} x_{2}-\left(x_{2}-x_{0} x_{y}\right.\right. \\
\frac{\partial e}{\partial_{g}}=\left(y_{2}-y_{0}\right) \frac{\partial c_{z}}{\partial f}-\left(x_{2}-x_{0}\right) \frac{\partial c_{y}}{\partial g}-c_{2} \frac{\partial y_{0}}{\partial_{g}}+c_{y} \frac{\partial x_{0}}{\partial g} \tag{3.3-1}
\end{gather*}
$$

where $g$ represents any of the camera model parameters. (The way in which the polarity of

C is defined does not matter, as long as the polarity of its derivatives is consistent with this. When the partial derivatives from (3.3-1) are assembied into the $P$ matrix needed for the solution described in Appendix $A$, their signs will be changed, because $P$ is defined in Section A.l as the partial derivatives of $F$, which appears in the equation for $E$ with a minus sign.) The variance of e representing errors in $x_{2}$ and $y_{2}$ fs then

$$
\begin{equation*}
\sigma_{y}^{2}=c_{x}^{2} \sigma_{y}^{2}-2 c_{x} c_{y} \sigma_{x y}+c_{y}^{2} \sigma_{x}^{2} \tag{3.3-2}
\end{equation*}
$$

This equation holds whether the $\sigma$ 's represent only the estimates from the correlator, total error according to (3.2-1) (in which case the symbols should be $\sigma$ ), or augmented error according to (A.2-1) (in which case the symbols should be $\sigma$ ). However, since the additional term for total error or augmented error will be the same for both $\sigma_{x}^{2}$ and $\sigma_{y}^{2}$ and zero for $\sigma_{x y}$ and since $c_{x}^{2}+c_{y}^{2}=1$, the additional variance or augmentation variance can just be added to $\sigma_{0}^{2}$ from (3.3-2). The reciprocal of the resulting value for augmented variance will be used for the weight of this point in the adjustment. (This will be made explicit in the next section.)

On the other hand, If $\left(c_{x} \gamma_{y}^{2}-c_{y} \tilde{\sigma}_{x y}\right)\left(x_{2}-x_{0}\right)+\left(c_{y} \gamma_{x}^{2}-c_{x} \gamma_{x y}\right)\left(y_{2}-y_{0}\right)<0$, there are discrepancies (the two components of the vector E) which are the two components of the distance from the point $x_{2}, y_{2}$ to the end of the line segment ( $x_{0}, y_{0}$ ). Any two orthogonal components can be used here; for convenience we will use the $x$ and $y$ components. Therefore,

$$
\begin{align*}
& E=\left[\begin{array}{l}
x_{2}-x_{0} \\
y_{2}-y_{0}
\end{array}\right]  \tag{3.3-3}\\
& \frac{\partial E}{\partial g}=\left[\begin{array}{r}
-\frac{\partial x_{0}}{\partial g} \\
-\frac{\partial y_{0}}{\partial g}
\end{array}\right]
\end{align*}
$$

The covariance matrix of $E$ is the same as the covariance matrix of $x_{2}$ and $y_{2}$ for any of the three types of error in $x_{2}$ and $y_{2}$. The weight matrix for this point is the inverse of the augmented covariance matrix. (Notice that in this case the problem has reduced to the usual problem discussed in Appendix $A$. When the signs of the partial derivalives are changed as mentioned above for insertion into the $P$ matrix, the $P$ matrix is seen to contain the partial derivatives of $x_{0}$ and $y_{0}$ with respect to the camera model parameters. Thus the observations in effect are directly on the quantities $x_{0}$ and $y_{0}$. This is exactly the actual situation, since $x_{2}$ and $x_{2}$ can be considered to be observations on $x_{0}$ and $y_{0}$ respectively, when the point appears to be beyond infinity.)

### 3.4 Summary of Adjustment

The previous sections in this chapter have described how the data for the stereo camera model ad justment are obtained and the particular way in which they are used in the ad justment. Appendix A describes the general methods that are used in the adjustment. Appendix B describes the way in which various quantities used in the adjustment are related to the camera model parameters. This section gives a summary of the stereo camera model ad justment, showing how these pieces tie together and filling in a few detalls, more or less as it is currently implemented.

The given quantities are as follows: a priori values of the five camera model parameters azimuth, elevation, pan, tilt, and roll described in Appendix B, denoted by the vector $G_{0}$; the covariance matrix of these a priori values, denoted by $\boldsymbol{S}_{\boldsymbol{C}_{0}}$; the principal distances of the two cameras, denoted by $f_{1}$ and $f_{z}$ described in Appendix $\mathcal{B}^{\circ}$ (considered to be known exactly); the a priori value of the additional variance, denoted by $\boldsymbol{\gamma}_{0}$; the standard deviation of $\boldsymbol{\gamma}_{0}$, denoted by $\sigma_{\gamma_{0}}^{2}$; the correlation distance of the additional error, denoted by $c$; the maximum number of points to edis, denoted by $n_{a}$; and for each matched point the values $x_{1}, y_{1}, x_{2}, y_{2}, \sigma_{x}^{2}, \sigma_{y}^{2}$, and $\sigma_{x y}$ determined by the correlator, as described in Section 3.1. The following quantities are to be computed: adjusted values of the five camera model parameters, denoted by the vector $G$; the covariance matrix of these ad justed values, denoted by $S_{\boldsymbol{C}}$; and the adjusted value of the additional variance, denoted by $\boldsymbol{\gamma}$. The steps in the computation are as follows.

1. (Begin edit loop.) Correction factors for correlated errors are computed for each point ias follows:

$$
\begin{gathered}
\mu_{i}=\sum_{j} \exp \left(-\frac{d i_{j}}{2 c^{2}}\right) \\
\kappa_{i}=\sum_{j}\left[\exp \left(-\frac{d l_{j}}{2 c^{2}}\right)\right]^{2}
\end{gathered}
$$

derived from ( $\mathbf{3} .2-1$ ), ( $\mathbf{A} 2-1$ ), and the approximation following (A.9-4). (The quantity $\boldsymbol{k}_{1}$ is the sum of the correlations of the additional error between this point and every point and will be used in obtaining weights for the main adjusiment. The quantity $\alpha_{i}$ is the sum of the squares of these correlations and will be used in obraining weights for the variance ad jusiment.) A tier the first time through this sep, the above summations are updated by simply subtracting the terms for the rejected points. If $c=0$, then $\boldsymbol{k}_{\boldsymbol{i}}=1$ and $\alpha_{j}=1$ for all points.
2. As initial approximations, $O$ is set equal to $C_{\alpha}$ and $\gamma$ is ser equal to $\gamma_{0}$. Initially. $r_{i}=1$ for all points.
3. (Begin inner iteration loop.) The a priori values of the parameters are used as follows:

$$
\begin{gathered}
H_{0}=S_{G_{0}} \\
C_{0}=H_{0}\left(G_{0}-G\right)
\end{gathered}
$$

4. For each point the quantities $x_{0}, y_{0}, c_{x}$, and $c_{y}$ and their partial derivatives are computed as described in Appendix B. (The subscript $i$ is omitted from these and from the input values $x_{1}, y_{1}, x_{2}, y_{2}, \sigma_{x}^{2}, \sigma_{y^{+}}^{2}$ and $\sigma_{x y}$ for each point for simplicity, but all other quantities that depend on the point carry this subscript.) Then, if $\left[c_{x}\left(\sigma_{y}^{2}+\gamma\right)-c_{y} \sigma_{z y} \gamma\left(x_{2}-x_{0}\right)\right.$ $+\left[c_{y}\left(\sigma_{x}^{2}+\gamma\right)-c_{x} \sigma_{x y}\right]\left(y_{z}-y_{0}\right) \geq 0$ the following is done for this point:

$$
\begin{aligned}
& n_{i}-1 \\
& c_{i}=\left(y_{2}-y_{0}\right) x_{i}-\left(x_{2}-x_{0}\right) x_{y} \\
& P_{i}=-\frac{\partial c_{i}}{\delta \sigma}=-\left(y_{2}-y_{0}\right) \frac{\partial c_{x}}{\partial \sigma}+\left(x_{2}-x_{0}\right) \frac{\partial c_{y}}{\partial \sigma}+c_{y} \frac{\partial y_{0}}{\partial \sigma}-c_{y} \frac{\partial x_{0}}{\partial \sigma} \\
& \sigma_{i i}^{2}-c_{x}^{2} \sigma_{y}^{2}-2 c_{x} c_{y} \sigma_{x y}+c_{y}^{2} \sigma_{x}^{2} \\
& \alpha_{i}=\frac{1}{\sigma_{d_{i}}^{2}+k_{i} \gamma} \\
& c_{i}-P T_{w_{j}} \\
& H_{i}-P T_{i} P_{i} \\
& \omega_{i}-\frac{1}{2} \cdot \frac{1}{\left(\sigma_{\theta_{i}}^{2}+\gamma\right)^{2}+\left(k_{i}-1\right) \gamma^{2}}-\frac{1}{2\left(\sigma_{i_{i}}^{4}+2 \gamma \sigma_{\theta_{i}}^{2}+k_{i} \gamma^{2}\right)} \\
& x_{i}=\omega_{i} r_{i} ? \\
& v_{i}-\omega_{i} \sigma_{i}^{2}
\end{aligned}
$$

On the other hand, if $\left[c_{x}\left(\sigma_{y}^{2}+\gamma\right)-c_{y} \sigma_{x y} \lambda x_{2}-x_{0}\right)+\left[c_{y}\left(\sigma_{z}^{2}+\gamma\right)-c_{y} \sigma_{z y} y\left(y_{z}-y_{0}\right)<0\right.$ the following is done for this point:

$$
\begin{aligned}
& n_{i}=2 \\
& E_{i}=\left[\begin{array}{l}
x_{2}-x_{0} \\
y_{2}-y_{0}
\end{array}\right] \\
& P_{l}=-\frac{\partial E_{i}}{\partial G}=\left[\begin{array}{l}
\frac{\partial x_{0}}{\partial G} \\
\frac{\partial y_{0}}{\partial G}
\end{array}\right] \\
& W_{i}=\left[\begin{array}{ll}
\sigma_{x}^{z}+k_{i} \gamma & \sigma_{x y} \\
\sigma_{z y} & \sigma_{y}^{2}+k_{y} \gamma
\end{array}\right]^{-1} \\
& c_{i}=P T W_{i} E_{i} \\
& H-P T W_{i} P_{i} \\
& n_{i}=\frac{1}{2}\left[\begin{array}{lll}
\sigma_{x}^{4}+2 \gamma \sigma_{z}^{2}+\alpha_{i} \gamma^{2} & \sigma_{x y}^{2} \\
\sigma_{x y}^{2} & \sigma_{y}^{4}+2 \gamma \sigma_{y}^{2}+\alpha_{i} \gamma^{2}
\end{array}\right]^{-1} \\
& x_{i}=\left[\begin{array}{ll}
1 & 1
\end{array}\right] \Omega_{i}\left[\begin{array}{l}
r_{x, j}\left(x_{2}-x_{0}\right)^{2} \\
r_{y, d}\left(v_{2}-y_{0}\right)^{2}
\end{array}\right]=\left(\omega_{11, i}+\omega_{12, i}\right) r_{x, i}\left(x_{2}-x_{0}\right)^{2}+\left(\omega_{12 i}+\omega_{2, i}\right) r_{y, d}\left(y_{2}-y_{0}\right)^{2} \\
& v_{i}-\left[\begin{array}{ll}
1 & 1
\end{array}\right] \Omega_{1}\left[\begin{array}{l}
\sigma_{x}^{2} \\
\sigma_{y}^{2}
\end{array}\right]-\left(\omega_{11, d}+\omega_{12}\right) \sigma_{z}^{2}+\left(\omega_{12 j}+\omega_{22 j}\right) \sigma_{y}^{2} \\
& \omega_{1}=\left[\begin{array}{ll}
1 & 1
\end{array}\right] \Omega_{1}\left[\begin{array}{l}
1 \\
1
\end{array}\right]-\omega_{11,1}+2 \omega_{121}+\omega_{221}
\end{aligned}
$$

However, if $n_{i}$ for this point changed from the previous iteration, $x_{j}=v_{1}=\omega_{i}=0$.
5. The quantites $C, H, X, U_{1}$ and $\omega$ are computad by summing over all poincs (currently being used) the corresponding quantiles with the subscript $i$, as computed in sep 4. For $\boldsymbol{C}$ and $H_{,} \boldsymbol{C}_{0}$ and $\boldsymbol{H}_{0}$ are inctuded in the summations.
6. Then

$$
\begin{aligned}
& S_{C}=H^{-1} \\
& D=H^{-1} C
\end{aligned}
$$

(from A.1-23)), but the elements of $D$ are limited so that their absolute value does not exceed 0.5 radians (thus limiting wild excursions that may take place on early iterations if the initial approximation is poor).
7. For each point the following is done. If $\boldsymbol{n}_{\boldsymbol{i}}=1$.

$$
\begin{gathered}
\sigma_{v_{i}}^{2}=\sigma_{\theta_{i}}^{2}+\gamma-\min \left(P_{i} S_{C} P T, \gamma+\frac{\sigma_{i_{i}}^{2} P_{i} S_{C} P T}{\sigma_{i_{i}}^{2}+\alpha_{i} \gamma}\right) \\
r_{i}=\frac{\sigma_{\theta_{i}}^{2}+\gamma}{\sigma_{v_{i}}^{2}}
\end{gathered}
$$

(from (A.1-22), (A.2-2), and (A.3-2).) If $n_{i}=2$, the same thing is done to compute $r_{x, i}$ and $r_{y, i}$, except that for the former the first element of $E_{i}$ is used instead of $e_{i}, \sigma_{\Sigma_{i}}^{2}$ is used instead of $\sigma_{\boldsymbol{C}_{i}}^{2}$ and the first row of $P_{i}$ is used for $P_{i}$, and for the latter the second element of $E_{i}$ is used instead of $\boldsymbol{i}_{i}, \sigma_{y_{i}}^{2}$ is used instead of $\sigma_{i_{i}}^{2}$ and the second row of $P_{i}$ is used for $\boldsymbol{P}_{\boldsymbol{i}}$
8. If the solution has started to converge (indicated by the maximum absolute value of an element of $D$ being less on some iteration than on the previous lteration), the variance ad justment is done as follows:

$$
\begin{gathered}
\gamma_{e}=\frac{x-v}{\omega} \\
\gamma=\frac{\sigma_{\gamma_{e}}^{2}=\frac{1}{\omega}}{\omega+\frac{1}{\sigma_{\gamma_{e}}^{2}}}=\frac{\gamma_{0}}{\sigma_{\gamma_{0}}^{2}} \frac{\gamma_{c}}{\sigma_{\gamma_{c}}^{2}}+\frac{\gamma_{\theta}}{\sigma_{\gamma_{e}}^{2}}+\frac{1}{\sigma_{\gamma_{0}}^{2}}
\end{gathered}
$$

(from (A.3-5)), but $\gamma$ is not to be kess than zero.
9. If the sotution has started to converge (as indicated in tep 7), the convergence
acceleration procedure described in Section $A .4$ is applied to $G$ and $D$. For this purpose, the variance $\boldsymbol{\gamma}$ is considered to be a sixth parameter (sixth element of $G$ ), scaled by dividing it by $f_{\mathbf{2}}^{2}$ (with its difference from the preceding iteration being a aixth elemerrt of $D$.) However, if for any point the cotidition of being beyond infinity changes from the previous iteration (that is, $n_{i}$ changes), the acceleration procedure is ressarted. Whether $D$ has been changed by the acceleration procedure or not, it is added to $G$ from the previous iteration to produce the new $\boldsymbol{C}$.
10. If the greatest absolute value of an eiement of $D$ (before acceleration) is is less than $10^{-6}$ radian, and the change in $\gamma$ from the previous iteration is less than $10^{-4}(\gamma+$ $U / \omega)$, then go to step 11 (exit from the inner iteration loop). Otherwise, if too many iterations have occurred, give up. Otherwiss, go to siep 9. (End inner iteration hoop.)
11. If $n_{0} m$, finish successfully. Otherwise, if there is no tentatively rejected point (this is the first time through the edit loop), go to step it.
12. For the last point rentatively rejected, the quadratic form of its residuals with the inverse of their covariance matrix is computed according to (A.5-2). (If $n_{i} \sim 1$, this reduces to the ratio of the square of its residual to the variance of the residual, where the variance of the residual is computed as in srep 7 but with a plus sign instead of the minus sign.) If the result is greater than 9 if $n_{i}=1$ or 16 if $n_{i}=2$, go to step 15 .
13. If the total number of rejected points equals $n_{\text {a }}$ go to step 17 (exit from the edit loop).
14. The following $F$ test is computed:

$$
\left.p_{F}\left(\frac{\gamma_{c}+a}{\gamma_{0}+a}, \frac{2(\gamma+a)^{2}}{\sigma_{\gamma_{c}}^{2}}, \frac{2(\gamma+a)^{2}}{\sigma_{\gamma_{\theta}}^{2}}\right)\right\} 0.02
$$

where $a=U / \omega$, and where $p_{p}\left(-\left(, n_{1}, n_{2}\right)\right.$ is the probability that the ratio of a chi-square estimate of a variance with $n_{1}$ degrees of freedom to another chi-square estimate of the same variance with $n_{2}$ degrees of freedom will exceed $f$. (The above use of this test is a crude approximation based upon the assumption that the sum of the additional variance and the input point variance weighted over all poincs with wight $\omega_{\text {g }}$ has the chl-equare distribution.) If this test passes (the above inequality is true), go to step 17 (exil from the edit loop). Otherwise. so to sep 16.
15. Reject all of the tentatively rejected points. If the total numbert of rejected points equals nogive up.
16. For each current point, the quadratic form of tis rasiduals with the inverme of their covariance matrix is computed according to (A.3-1). (If $n_{1}=1$, this reducen to the
ratio of the square of its residual to the variance of the residual, where the variance of the residual is computed as in step 7.) This quadratic form is divided by 9 if $n_{i}=1$ or by 16 if $n_{i}=2$. The current point with the largest resulting value is tentatively rejected. Then go to step 1. (End edit loop.)
17. All tentatively rejected points are reinstated, the solution backs up to the one computed using these points, and the problem is finished successfully.

Both intuition from the nature of the problem and experience with the program indicate that there are no other local minima of the total quadratic form of the solution near the absolute minimum. Therefore, if the initial approximation is near the correct solution, the solution should converge to it, if it converges at all. However, there is another minimum in cases where one cansera is roughly in front of or in back of the other (azimuth $\approx 0$ or $\pi$ ). This local minimum occurs when the front-back positions of the cameras are reversed, for then most of the points appear to be beyond infinity. Tests could be put into the program to detect this condition and to change to the other solution, but this has not been done. If the initial approximation is reasonable, there should be no problem with this phenomenon.

As mentioned in Section A.I, if the lterative solution converges to the absolute minimum, it produces the exact weighted least-squares solution. Other properties, such as the estimates of accuracy of the adjusted parameters, are approximately correct as long as the problem is approximately linear. This is the case as long as no points are near infinity. However, if a point $x_{2}, y_{2}$ is near the infinity point $x_{0}, y_{0}$ (compared to its standard deviation), a large nonlinearity is introduced. This will cause, among other things, the error estimates represented by $S_{C}$ to be underestimates if the point $x_{2}, y_{2}$ lies beyond the infinity point or overestimates if the point appears to be closer than infinity. Furthermore, this nonlinearity is caused by a discontinuity. Thus using the second derivatives (as described in Section A.1) probably would not help. That is, equation (A.1-19) may be no better than (A.1-20) in this case. This effect also affects the convergence, especialiy of Newton's method, which uses the second derivatives. This is the reason for restarting the acceleration convergence procedure when a point moves across an infinity point.

## Chapter 4

## STEREO MATCHING

This chapter describes a method of matching points densely over an entire scene, so that when the distances to these points are computed as described in the next chapter a dense depth map will be produced.

In Chapter 2 a stereo correlator was discussed which can refine a local tentative match between a stereo pair of pictures. However, it is necessary to have a means of deciding where to apply the correlator and to have a decision criterion for deciding which matches to accept. This could be done independently for each point to be matched. A nother possibility is to use continuity constraints to force a smooth surface to be produced, with only a very local search used. Some form of region growing as in Hannah [1974] might be used in the latter case. The approach adopled here lies between these two extremes. The stereo disparities are allowed to vary in an arbitrary way over the picture, subject to some mild local continuity constraints discussed later, which eliminate some incorrect matches that otherwise would be made. Furthermore, by first trying a match with approximately the same stereo disparity as neighboring points that already have been matched, the search can be eliminated for many points. The acceptance of matches is guided by the probability values returned by the correlator and by agreement with neighboritig matches. No claim is made that this approach is optimum for any particular type ot scene, but it seems to work well for the type of scene considered in this research (outdoor scenes with various objects strewn about). (The method of Levine at al. (1978) has some features that perhaps should be included in an operational system, such as the use of an adaptive correlation window size.)

Because the stereo camera model is known at this point, the search that needs to be performed is only one-dimensional. A point in Picture 1 corresponds to a ray in space, which, when projected into Picture 2, becomes a line segment terminating at the point corresponding to an infinite distance along the ray. Therefore, a search along this hine segment suffices.

Because the approach used here is based upon area correlation, the first step in the matching process is to divide the maser picture (here called picture 1) into small areas equal in size to the match window of the correlator, for each of which a matching area in the other picture (picture 2) is desired. (II usually is resirable to have these windows to be adjacent and nonoverlapping. Since the correlator match window is square, this results in a square tesselation of Picture 1.) These areas must be selected in some order to be matched.

One possibility for ordering areas to be matched would be to kart with the points which were produced by the interest operator and binary-search correlator and were nox
rejected by the camera model solver and then to work outwards in all directions from these points, since these points are very likely to be correctly matched. However, there may be regions separated from all of these points by disparity discontinuities or unmatchable regions, so this method does not alleviate the search procedure from the necessity to be self-starting. (A similar method that may produce denser starting points is the tie-point method of Levine, et al. [1973].) The method that actually is used simply starts with a column at the left edge of the picture and works to the right a column of areas at a time. In addition to simplicity, this method has the following advantage when, as is customary, Camera 2 is to the right of Camera l. The line segment in Picture 2 corresponding to a point in Picture 1 then is directed to the left from the infinity point. Thus, once a few columns in Picture 1 have been matched, if a search is made starting at the infinity point and proceeding leftward, eventually areas will be encountered in Picture 2 that already have been matched. If it can be assumed that there are no foreground objects that can be seen around so that the left camera sees some background points to the left of the object and the right camera sees these same points to the right of the object, then once a sufficient number (unlikely to be incorrect matches) of previously matched areas have been encountered in this manner, the search can be terminated, as there is no need to look at closer distances. In this way considerable time can be saved.

The implemented method allows several other ways of restricting the search, by using a priori information about the scene. A minimum distance and a maximum distance can be specified, and the search will occur only on the portion of the line segments corresponding to this distance range (and within Picture 2, of course). Also, an approximate ground plane can be specified, and the search will be inhibited for disparities that correspond to points that are below this plane by more than a specified height. If desired, a match will not be attempted for any point in Picture I which, if on this plane or both above this plane and at an infinlte distance, would project outside of Picture 2. All of these restrictions save computation time and tend to prevent incorrect matches, but of course they may also cause correct matches to be missed if the a priori assumptions are not correct.

In areas of low information content, the nolse suppression ability of the high-resolution correlator often allows useful results to be obtained. However, if the information content of the picture in ceptain areas is to0 low, the correlator indicates this fact by producing very large values for the standard deviations of the two position coordinates. In such a case, it might have been desirable to inhibit the searching to save computer time, but even if this is not done, the results are still as good as the standard deviations indicate. (Actually, the correst lest to indicate no useful information is to propagate the match accuracy as indicated by its covariance matrix into the computed atereo disparity for this point, as described in Chapler 5, and to check the size of the resuting standard deviation relative to the magnitude of the disparity. Both atandard deviations in the film plane might be large, but if only one eigenvalue of the covariance matrix is large. an accurate disparity, and hence distance, can sill be computed for this point unieas the corresponding eigenvector is almoss paralisl to the projected line segment.)

The implemented version of the method contains a way of inhlbiting (if desired) the search where it is unlikely that useful information will be obtained. It operates as follows. The standard deviation about the mean of the Picture 1 data within the current match window area for which a match might be searched is computed. Then the $F$ test that is performed in the correlator, as described in Chapter 2 is performed, except that instead of the variance based upon the residuals that is used in the correlator, this standard deviation about the mean is used. This $F$ test gives the probability that the noise level in the data could have given rise to the observed variation in the data to be matched. If this probability is low, then there must be considerable variation above the noise level, and thus the correlator should be able to match this point. If the probability is high, the data may be lost in the noise, and thus a search for a match can be inhibited. A probability threshold of 0.1 perhaps is appropriate.

In deciding whether to accept matches as described below, a tolerance is used in checking the agreement of disparty in adjacent matched areas. Ideally, the tolerance should also take into account the accuracy of the difference in the matches as given by the sum of the two covariance matrices from the correlator (perhaps accepting anything within three standard deviations in addition to a given tolerance). However, this has not been implemented, and currently a constant colerance is used.

When a window-sized area in Picture I has been selected for an attempted match, the first thing to do is to try to avoid a search by seeing if a good match agreeing approximately with neighboring points already matched can be made. To do this, the three ad jacent areas in the previous column just to the left (the last column processed) are inspected. (These are the areas directly to the left and diagonally to the left both up and down.) If at least two of these have been successfully matched and if their relative matching positions in Picture 2 all agree within the tolerance described above (or twice this colerance when comparing the top and bottom of the three areas), then the correlator is applied to the area in question, with the search window in Picture 2 centered on the position corresponding to the average matching position of these two or three neighbors (suitably displaced according to the shif to the right and up or down from the position of the neighboring areas in Picture 1). If the probability computed by the correlator is greater than some threshold ( 0.1 is used currently), this match is accepted and no search is done. However, if the computed matching point in Picture 2 has already been matched, the current match is accepted only if its probability is greater than that of the old match, in which case the old match is deleted. The tolerance used for checking whether these matched poinis in Picture 2 coincide is half of the minimum of the match window width and the step aize in Picture I (which normally are equal).

If the above trial match is no accepted, the search is done in the following manner. The point at the center of the match window in Picture I is corrected for distortion as described in Chapter 1 and is projected into a line segment in Picture 2 as described in

Appendix B. Working from the infinity point towards lesser distances, points are chosen along this line and are distorted to represent points in the actual picture instead of in a central projection. Previously successfully matched points within the tolerance described above are sixipped, and the correlator is applied with its search window centered on the remaining points. A good spacing to use for these points would be half of the search window width, which would produce sufficient overlap so that the computed matched point will not be forced to be near the edge of the search window. However, in order to speed up the program a main step size equal to the search window width is used. But if the probability computed by the correlator for one of these trials is greater than 0.05 or greater than half of the greatest probability found so far in this search, then another trial is made a half step ahead if the computed position was in the front quarter of the search window, or a half step behind if it was in the back quarter. In this way, if the correct matching position occurs approximately on the boundary between two successive search windows (without overlap), it will be found more nearly centered within an overiapping search window produced in this manner, thus avoiding the loss of accuracy from the truncation at the edge of the search window.

Of all of the matches produced by the correlator in the above search, the one with the highest probability is tentatively selected. This is checked for agreement within the specified disparity tolerance with neighboring matched areas, including all three neighboring areas in the previous coiumn, which may have accepted matches, and the two areas directly above and below in this column, which may have an accepted match or tentative matches produced in this manner. If there is agreement with at least one of these neighbors, and if of the two matches consisting of this neighbor and the current match under consideration both probabilities are at least 0.01 and either probability is at least 0.1 , the current match is accepted. Otherwise, this area is left unmatched.

It was originally intended to have the method try further in case no match was accepted above, by comparing the results fiom those points in the search for which the correlator produced less then maximum probability with those from the adjacent search (above or below), as mentioned in Gennery [1977]. If an adjacent pair could be found which agreed closely in disparity and both of which had reasonably high probability, this pair of matches could be accepted. This additional feature was tried, but using it considerably increased the number of incorrect matches. Therefore, it was not adopted. Also, in order to try to reduce the number of incorrect matches, a feature was tried which accepted the best match in a search only if its probability was at least twice as great as the second best. But this resulted in the loss of a great number of correct matches in low-contrast areas, so it :00 was rejected.

One more refinement in the above method remains to be discussed. Because of perspective distortion, a match window in one picture will not match exactly the corresponding match window in the other pieture. In many outdoor scenes a large portion of the points are on the ground, and these points may be very important in finding the
ground surface, as described in Chapter 6. Also, because the ground makes a large angle with the camera focal plane in a roughly horizontal camera, arcas on the ground often suffe: a large amount of perspective distortion. Furthermore, not only does this distortion affect the correlator, but it also may cause adjacent matches (above and below each other) to disagree by more than the disparity tolerance, unless this tolerance is made very generous. Therefore, provision has been made for using the correlator both straight and with a predistorted match window corresponding to the distorion tha: would occur if the point is on the a priori approximate ground plaise, aid for compensating the check of agreement of neighbors correspondingly for this distortion. Of course, the correla:or could include a general search over distortion, but this would be yery time consuming. Including a special distortion correction for the ground at a cost of ahout doubling the computation time is justified in some cases by the importatice of the ground and the large distortion that it may undergo. (Ciark Thompson [1975] also has suggested such a distortion correction. Mori et al. [1973] use a more elaborate prediction-correction technique to handle general perspective distortion.)

If the ground is a plarie, the perspective distortion of the match window between p.itures is a constani: skew distortion, for all points on the ground. Only a special case has been implemented, in which it is assumed that all angles of the camera model except azimuth are zero that is, the two cameras have the same orientation, and the stereo axis projects into the film plane as a line paralle! to the $x$ axis) and that the ground plane is parallel to the $x$ axis. In this case tire amount of this skew is given by $\left(r \sin \alpha_{1} \cos \lambda\right) / h_{1}$, where $\alpha_{1}$ is the 3zimuth from camera 1 to camera 2 relative to the camera axis, $\lambda$ is the tilt of the ground relative to the axis, $r$ is the distavice beiween the cameras, and $h$ is the height of camers I above the ground plane. The skew given by this formula is the tangent of the angle that a straight line on the ground would make with the $y$ axis when projected into the camera 1 film plane, if it is parallel to the $y$ axis when projected into the camera 2 film plane.

Thus the algorithm as described above has been modified so that the following computations are included, when desired. When the correlator is applied to a portion of the picture which could be on the a priori grcund plane (that is, the point is not above the a priori horizon in Picture 1), it is applied both with a normal match window and with a match window which has been distorted into a parallelogram in picture 1 to correspond to the square match window in picture <, atcording to the skew as computed above. (The values used within this skewed window are obtained by linear interpolation from the original picture values, although if the interpolating version of the correlator were used, it could do this interpolation itself.) In checking for agreenient with neighboring areas, the $x$ coordinates of the points are shifted according to the skew when results from the skewed window are used, but are used unchanged when the normal window is used. In the preliminary match to avoid a search 'trying a match with approximately the same disparity as neighibors already matched). the result with the greater probability of the two is used. In the search along the projected line segment, the two results for each trial position simply
dnuble the effective number of trials, and the best result is seiected as before (based on the probability and agreement with neighbors).

Figures 4-1 and 4-2 show the results of applying the matching algorithm to the Mars pictures described in Appendix C. Match windows and search windows were both 8 pixels by 8 pixels. Each dot superimposed on the left picture (Figure 4-1) is at the center of an 8-by-8 area that was successfully matched. An error ellipse is shown centered on the point in the right picture (Figure 4-2) to which each of these points was matched. The ellipses shown represent the three-standard deviation limits. If a normal distribution of position errors is assumed (actually not a good assumption for this kind of error), about one out of ninety points would be expected to have the true matching position outside of the ellipse. Lines connect points in Figure 4-2 which match points forming a vertical column in Figure 4-1. Dashed lines bridge gaps caused by unmatched areas in the left picture. It can be seen that three obviously incorrect matches were made (in the lower right fourth of the picture). but the rest appear to be more or less reasonabie.


Figure 4-1. Points found in left picture.


Figure 4-2. Matched points in right picture, showing so error ellipses, with lines connecing points corresponding to columns in Figure 4-1.

## Chapter 5

## DISTANCE COMPUTATION

Once a pair of matching stereo points has been found, it is usually considered to be fairly trivial to compute the distance to the corresponding point in three-dimensional space, If the stereo camera model is known, as in Hannah [1974]. However, here this process is complicated by two facts. First, the available information about the accuracy of each point (obtained from the correlator) implies that the optimum matching point in the film plane in general is not the point on the projection line (of the Picture 1 point into Picture 2) that is nearest to the matching point found by the correlator. Computing the stereo disparity corresponding to the optimum matching point requires the use of the two-by-two covariance matrix produced by the correlator. (The nearest point is optimum only if this matrix is a scalar matrix or one of its eigenvectors is perpendicular to the line.) Second, it is desired not only to compute the distance but also to compute its accuracy, by propagating the accuracy estimates of the matching point and of the camera model into the distance. As is usually the case, this error propagation computation involves considerably more effort than the distance computation itself. It is complicated further here by the fact that more than one type of accuracy estimate may be desired, depending on to what extent the effects of camera model error are to be included.

### 5.1 Matching Point

The computations described in the previous chapters have produced, for some point $x_{1}, y_{1}$ (corrected for distortion) in the Camera 1 image plane, an estimate $x_{2}$ and $y_{2}$ (corrected for distortion) of the matching position in the Camera 2 image plane and its accuracy represented by $\sigma_{x}^{2}, \sigma_{y}^{2}$, and $\sigma_{x y}$ The accuracy estimates may contain both a random component, obtained from the correlator or other information independently for each point, and a systematic component, which might be obtained from the additional variance adjustment in the camera model solution or from other information. From the camera model information, the projection of the Camera 1 point into the Camera 2 film plane can be computed as described in Appendix B to produce a line segment represented by the infinity point $x_{0}, y_{0}$ and the direction cosines $c_{x}$ and $c_{y}$ It is now desired to use this information to compute the oplimum matching position $x_{p}, y_{p}$ in the Camera 2 image plane, considering both the estimate $x_{2}, y_{2}$ from the correlator and the projection of $x_{1}, y_{1}$ according to the camera model information.

First consider the camera model to be known exactly, so that there is no uncertainty in $x_{0}, y_{0}, c_{y}$, and $c_{y}$. The relationships are shown in Figure $5-1$. The ellipses are contours of equal probability density from the distribution given by $\sigma_{x}^{2}, \sigma_{y}^{2}$ and $\sigma_{z y}$ (including borh random and aystematic error), assuming a normal distribution. The quantity $U$ is the same


Figure 5-1. Determination of optimum matching point. neglecting camera model error.
as the discrepancy used in the camera model adjustment. The quantity $\mathcal{E}$ is the stereo disparity (defined here as being relative to the infinity point) usually used, as in Hannali [1974]. However, $\tau^{\prime}$ is the quantity used here for the disparity. It is the distance in the Camera 2 image plane from the infinity point to the tangent point of one of the ellipses and the projection line of $x_{1}, y_{1}$. (The prime is used because there may be a correction to be applied to this quantity when the effects of the uncertain camera model are considered.)

Since $c_{x}$ and $c_{y}$ are the cosines of the angles of the projection line with the $x$ and $y$ axes, the following relationships hold:

$$
\begin{align*}
& \xi=c_{x}\left(x_{2}-x_{0}\right)+c_{y}\left(y_{2}-y_{0}\right)  \tag{5.1-1}\\
& v=c_{x}\left(y_{2}-y_{0}\right)-c_{y}\left(x_{2}-x_{0}\right)
\end{align*}
$$

Also,

$$
\begin{align*}
& x_{p}=x_{0}+c_{x} \tau  \tag{5.1-2}\\
& y_{p}=y_{0}+c_{y} \tau
\end{align*}
$$

where the prime has been dropped, since (5.1-2) holds for both corrected and uncorrected values.

Now the value of $\tau^{\prime}$ must be determined. One way to do this is to consider $x_{2}$ and $y_{2}$ to be observations on the quantities $x_{p}$ and $y_{p}$, which are functions of the parameter $\tau$ according to (5.1-2). A generalized least-squares solution can be done for $\tau$, with weights derived from the values $\sigma_{x}^{2}, \sigma_{y}^{2}$ and $\sigma_{x y}$. Since (5.1-2) is linear in $\tau$, equation (A.1-17) can be used exactly, and no iteration is required. As described in Appendix $A$, the proper weight matrix to use is the inverse of the covariance matrix of observations. Thus the unique elements of the weight matrix are

$$
\begin{align*}
& w_{x y}=\frac{\sigma_{y}^{2}}{\sigma_{x}^{2} \sigma_{y}^{2}-\sigma_{x y}^{2}} \\
& w_{x y}=\frac{-\sigma_{x y}}{\sigma_{x}^{2} \sigma_{y}^{2}-\sigma_{x y}^{2}}  \tag{5.1-3}\\
& w_{y y}=\frac{\sigma_{x}^{2}}{\sigma_{x}^{2} \sigma_{y}^{2}-\sigma_{y y}^{2}}
\end{align*}
$$

where the variances and covariance include both randor: and systematic error. Upon making the appropriate substitutions derived from (5.1-2), equatiori (A.1-20) becomes

$$
\begin{gather*}
\sigma_{f, r s}^{2}=\left(\left[\begin{array}{ll}
c_{x} & c_{y}
\end{array}\right]\left[\begin{array}{ll}
w_{x x} & w_{x y} \\
w_{x y} & w_{y y}
\end{array}\right]\left[\begin{array}{l}
c_{x} \\
c_{y}
\end{array}\right]\right)^{-1} \\
=\frac{1}{c_{x}^{2} w_{x x}+2 c_{x} c_{y} w_{x y}+c_{y}^{2} w_{y y}} \tag{5.1-4}
\end{gather*}
$$

and equation (A.1-17) becomes

$$
\begin{gather*}
\tau^{\prime}-\sigma_{y^{\prime}, r x}^{2}\left[\begin{array}{ll}
c_{x} & c_{y}
\end{array}\right]\left[\begin{array}{ll}
w_{x x} & w_{x y} \\
w_{x y} & w_{y y}
\end{array}\right]\left[\begin{array}{l}
x_{2}-x_{0} \\
y_{2}-y_{0}
\end{array}\right] \\
=\frac{c_{x} w_{x x}\left(x_{2}-x_{0}\right)+c_{x} w_{x y}\left(y_{2}-y_{0}\right)+c_{y} w_{x y}\left(x_{2}-x_{0}\right)+c_{y} w_{y y}\left(y_{2}-y_{0}\right)}{c_{x}^{2} w_{x x}+2 c_{x} c_{y} w_{x y}+c_{y}^{2} w_{y y}} \tag{5.1-5}
\end{gather*}
$$

(The subscript "rs" indicates that this estimate of accuracy of $T$ " includes random and systematic error from the point $x_{2}, y_{2}$ but does not include camera model error.)

This equation for $T^{\prime}$ needs to be in a form more convenient for error propagation. By using the fact that $c_{x}^{2}+c_{y}^{2}=1$, some algebraic manipulation can transform (5.1-5) into

$$
\tau^{\prime}=c_{x}\left(x_{2}-x_{0}\right)+c_{y}\left(y_{2}-y_{0}\right)+\frac{c_{x} c_{y}\left(w_{y y}-w_{x x}\right)+\left(c_{x}^{2}-c_{y}^{2}\right) w_{x y}}{c_{x}^{2} w_{x x}+2 c_{x} c_{y} w_{x y}+c_{y}^{2} w_{y y}}\left[c_{x}\left(y_{2}-y_{0}\right)-c_{y}\left(x_{2}-x_{0}\right)(b .1-6)\right.
$$

Now let

$$
\begin{equation*}
\rho=\frac{c_{x} c_{y}\left(w_{y y}-w_{x x}\right)+\left(c_{x}^{2}-c_{y}^{2}\right) w_{x y}}{c_{x}^{2} w_{x x}+2 c_{x} c_{y} w_{x y}+c_{y}^{2} w_{y y}} \tag{5.1-7}
\end{equation*}
$$

Then, by using (5.1-1) and (5.1-7), equation (5.1-6) can be rewritten as

$$
\begin{equation*}
\tau^{\prime}=\xi+\rho v \tag{5.1-8}
\end{equation*}
$$

These results can be expressed in terms of the variances and covariance instead of the weights. Subs:ituting (5.1-3) into (5.1-4) and (5.1-7) produces

$$
\begin{equation*}
\sigma_{y}^{2}, r s=\frac{\sigma_{y}^{2} \sigma_{y}^{2}-\sigma_{x y}^{2}}{c_{y}^{2} \sigma_{y}^{2}-2 c_{y} c_{y} \sigma_{z y}+c_{y}^{2} \sigma_{y}^{2}} \tag{5.;-9}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho=\frac{c_{x} c_{y}\left(\sigma_{x}^{2}-\sigma_{y}^{2}\right)+\left(r_{y}^{2}-c_{x}^{2}\right)_{x y}}{c_{x}^{2} \sigma_{y}^{2}-2 c_{x} c_{y} \sigma_{x y}+c_{y}^{2} \sigma_{x}^{2}} \tag{5.1-10}
\end{equation*}
$$

Thus using (5.1-1), (5.1-10), (5.1-8), and (5.1-2) produces the desired matching point.

The accuracy estimate of $\tau^{\prime}$ from (5.1-9) can te propagated through (5.1-2) as shown in the next section to produce the effect of combined random and systematic point error on the results. However, if only the effect of random error is desired, the value of $\sigma_{\rho}^{2}{ }^{\prime}, \mathrm{p}$ must be computed to be used instead. In order to do this, first (5.1-6) is rewritten as follows by substituting ( $5.1-7$ ) and rearranging:

$$
\begin{equation*}
\left.\tau^{\prime}=\left(c_{x}-\rho c_{y}\right)\left(x_{2}-x_{0}\right)+\left(c_{y}+\rho c_{x}\right) x_{2}-y_{0}\right) \tag{5.1-11}
\end{equation*}
$$

Then, since $\rho$ is independent of $x_{2}$ and $y_{2}$ the error propagation from $x_{2}$ and $y_{2}$ to $T^{\prime}$ produces

$$
\begin{equation*}
\sigma_{r, r}^{2}=\left(c_{x}-\rho c_{y}\right)^{2} \sigma_{x, r}^{2}+2\left(c_{x}-\rho c_{y}\right)\left(c_{y}+\rho c_{x}\right) \sigma_{x y, r}+\left(c_{y}+\rho c_{x}\right)^{2} \sigma_{y, r}^{2} \tag{5.1-12}
\end{equation*}
$$

where the subscript " $r$ " denotes that only random error is included. (If both random and systematic error were included here, substituting ( $5.1-10$ ) into (5.1-12) and simplifying would produce (5.1-9). However, this simplification does not occur for the random error, because $\rho$ is always computed from the total point error according to (5.1-10).)

Now consider the effect of uncertainty in the camera model, represented by $S_{G}$, the covariance matrix of the ramera model parameters defined in Appendix B. There are swo cases to consider, according to whether the point in question $\left(x_{2}, y_{2}\right)$ was used in a camera model ad justment which produced the camera model being used.

If this point was used in determining the camera model, then the values $\boldsymbol{x}_{0}, \boldsymbol{y}_{0}, \boldsymbol{c}_{\boldsymbol{x}}$, and $c_{y}$ used above take inio account the information in this point, as represented by $x_{2}, y_{2}$, $\sigma_{x}^{2}, \sigma_{y}^{2}$ and $\sigma_{x y}$ Thus ihe matching point $x_{p}, y_{p}$ computed above represents the best compromise between the information in this point and the other information which went into the camera model determination. Therefore,

$$
\begin{align*}
T & =T^{\prime} \\
\sigma_{T, r}^{2} & =\sigma_{\gamma, r}^{2}  \tag{5.1-13}\\
\sigma_{Y, r x}^{2} & =\sigma_{\gamma, r s}^{2}
\end{align*}
$$

However, the fact that there is uncertainty in the camera model solution causes components of uncertainty in the disparity in addition to that represented by $\sigma_{\boldsymbol{r}, \mathrm{re}}^{2}$

Since both systematic point error and camera model error will affect nearby points in related ways, causing correlated errors in these points, the component of error which affects points independently is due to $\sigma_{r, r}^{2}$. Thus propagating this error from $\tau$ into the final results will produce what is called here "independent error."

To compute the total error, the partial derivatives of the the various above quantities relative to the camera model parameters must be computed, so that by a linear approximation the accuracy estimates can be propagated. However, because of the different shapes and orientations that the error ellipses for different points can have, certain changes in the camera model parameters can cause changes in nearby points that are different but correlated. These effects occur by the effects of the camera model parameters on the quantities $\rho$ and $U$. (The effects of the camera model parameters on $\xi$ and on $x_{p}$ and $y_{p}$ through their functicnal dependence of $x_{0}, y_{0}, c_{x}$, and $c_{y}$ explicitly indicated in (5.1-2) produce practically the same effect on nearby points.) Combining this type of error (from $\rho$ and $u$ ) with the random point error produces what is called here "relative error," denoted by the subscript "rel".

By differentiating (5.1-1), (5.1-2), (5.1-8), and (5.1-10) the desired partial derivatives can be obtained. These can be expressed as follows in terms of the partial derivatives of $x_{0}, y_{0}, c_{x}$, and $c_{\boldsymbol{y}}$ obtained as described in Appendix B:

$$
\begin{aligned}
& \frac{\partial \xi}{\partial g}=\left(x_{2}-x_{0}\right) \frac{\partial c_{x}}{\partial g}+\left(y_{2}-y_{0}\right) \frac{\partial c_{y}}{\partial g}-c_{x} \frac{\partial x_{0}}{\partial g}-c_{y} \frac{\partial y_{0}}{\partial g} \\
& \frac{\partial U}{\partial g}=\left(y_{2}-y_{0}\right) \frac{\partial c_{x}}{\partial g}-\left(x_{2}-x_{0}\right) \frac{\partial c_{y}}{\partial g}-c_{x} \frac{\partial y_{0}}{\partial g}+c_{y} \frac{\partial x_{0}}{\partial g} \\
& \frac{\partial \rho}{\partial g}= \\
& \frac{\left[c_{y}\left(\sigma_{x}^{2}-\sigma_{y}^{2}\right)-2 c_{x} \sigma_{x y}+2 \rho\left(c_{y} \sigma_{x y}-c_{x} \sigma_{y}^{2}\right)\right] \frac{\partial c_{x}}{\partial g}+\left[c_{x}\left(\sigma_{x}^{2}-\sigma_{y}^{2}\right)+2 c_{y} \sigma_{x y}+2 \rho\left(c_{x} \sigma_{x y}-c_{y} \sigma_{x}^{2}\right)\right] \frac{\partial c_{y}}{\partial g}}{c_{x}^{2} \sigma_{y}^{2}-2 c_{x} c_{y} \sigma_{x y}+c_{y}^{2} \sigma_{x}^{2}} \\
& \frac{\partial \tau}{\lambda_{g}}=\frac{\partial \xi}{\partial g}+\rho \frac{\partial U}{\delta_{g}}+U \frac{\partial \rho}{\partial g} \\
& \left(\frac{\partial \tau}{\partial g}\right)_{r e l}=\rho \frac{\partial U}{\delta_{b}}+U \frac{\partial \rho}{\partial g} \\
& \frac{\partial x_{p}}{\partial g}=\frac{\partial x_{0}}{\partial g}+c_{x} \frac{\partial \tau}{\partial_{g}}+\tau \frac{\partial c_{g}}{\partial g} \\
& \frac{\partial y_{p}}{\lambda_{\ell}}-\frac{\partial y_{0}}{\partial_{b}}+c_{y} \frac{\partial \tau}{\delta_{g}}+\tau \frac{\partial c_{y}}{\partial g}
\end{aligned}
$$

where $g$ denotes any one of the camera model parameters defined in Appendix B. The partial derivatives from the last three equations of (5.1-14) will be used in the error propagation in the next section.

If this point was not used in determining the camera model, there is no unequivocally best thing to do. (The only optimum thing to have done would have been to have included all of the points in the camera model solution. However, this may have been impractical because of the time required. For example, after the dense matching of points have been computed as described in Chapter 4, all of these points could be used in a new camera model solution. But if the camera model is already known sufficiently accurately, the additional computing may not be worthwhile.) One thing to do would be simply to use the same solution described above. This has the advantage that the solution for each point is based on the same camera model, and thus the independent error is mimimum. However, it may be desired to produce the best compromise between the information in this point and the information in the camera model (as far as this point is concerned, without considering any other points). This approach reduces the total error but increases the independent error, compared to the previous method. Depending on the circumstances, it may either increase or decrease the relative error. (We are speaking here of the variances, that is the expected squares of the errors, not the artual values of the errors for a given point.) A compromise is possible which reduces both the relative error and total error compared to the first method (although it does not reduce the total error as much as the second method) and is simpler than the second method. This third method includes the effects of changing the camera model only insofar as it affects the point $x_{p}, y_{p}$ but does not consider the effects of moving the infinity point $x_{0}, y_{0}$ closer to or further from point $x_{p}, y_{p}$ (along the back-projection line). (Because of correlation between the camera model errors parallel and perpendicular to this line, shifting the line sideways to improve agreement with the point $x_{2} . y_{2}$ would cause such movement parallel to the line. Since this movement would be different for every point, it would make the relative error worse.) Since relative error is usually the most important error, this third method is used in the implemented program, and it will now be described.

Consider the quantity $U$, which is the perpendicular distance from the point $x_{2}, y_{2}$ to the back-projection line. Two variances of this quantity will be considered. First, $\sigma_{0, r e}^{2}$ includes only the effect of error in the point $x_{2}, y_{2}$ (both random and systematic). It is shown in Figure 5-I, and its equation can be easily derived from the equation for $U$ in (5.1-1) to be

$$
\begin{equation*}
\sigma_{y, r t}^{2}=c_{x}^{2} \sigma_{y}^{2}-2 c_{s} c_{y} \sigma_{x y}+c_{y}^{2} \sigma_{y}^{2} \tag{5.1-15}
\end{equation*}
$$

Second, $\sigma_{v, c}^{2}$ includes only the effect of camera model error. It can be computed from the covariance matrix of camera model error $S$ by using the partial derivatives of $U$ with respect to the camera model computed according to $(5.1-14)$. If these partial derivatives are astembled into the row matrix $\frac{d U}{d U}$, then

$$
\begin{equation*}
\sigma_{8, c}^{2}=\frac{\partial U}{\partial G} S\left(\frac{\partial U}{\partial C}\right)^{\top} \tag{5.1-16}
\end{equation*}
$$

Note that $U$ is the amount by which this point disagrees with the camera model. Thus a compromise position of agreement between these two pieces of information can be obtained by performing a weighted average of them, with the weights inversely proportional to these two variances. (This is correct under a linear approximation only, since the actual variance due to the camera model varies with the position in the image plane.) Therefore, the compromise point is moved from point $x_{2}, y_{2}$ by a fraction $k$ of the distance towards the back-projection line computed from the camera model, and thus it is at a perpendicular distance of (i-k) $v$ from this line, where

$$
\begin{equation*}
k=\frac{\sigma_{v, r s}^{2}}{\sigma_{v, r s}^{2}+\sigma_{v, c}^{2}} \tag{5.1-17}
\end{equation*}
$$

Shifting the point by the distance $k U$ in the direction perpendicular to the line causes to to shift by the distance $\rho k U$ parallel to the line, because of the correlation in the errors in the point, according to (5.1-8). Also, the back projection line moves a distance (1-k) towards the point, so that the compromise point lies on the compromise line. However, as stated above, in this method we do not want to change the camera model. Instead, the compromise point will be projected perpendicularly onto the line computed from the given camera model. Doing this does not affect the stereo disparity or the distance, under a linear approximation.

Therefore, the stereo disparity used is

$$
\begin{array}{rl}
T & T+k \rho U \\
= & T^{\prime}-(1-k) \rho U \tag{5.1-18}
\end{array}
$$

instead of (5.1-13). The partial derivatives of the disparity with respect to the camera model parameters are

$$
\begin{align*}
& \frac{\partial \tau}{\delta_{g}}-\frac{\partial \xi}{\delta_{f}}+k \rho \frac{\partial U}{\delta_{f}}+k U \frac{\partial \rho}{\delta_{\ell}}  \tag{5.1-19}\\
& \left(\frac{\partial \tau}{\lambda_{\ell}}\right)_{r e l}=k \rho \frac{\partial U}{\delta_{f}}+k U \frac{\partial \rho}{\delta_{\ell}}
\end{align*}
$$

instead of the corresponding equalions in (5.1-14). (The parial derivalives of $k$ do nox have to be included. Their effects are negligitle compared to the ocher effects.)

The equation for the vailance of $T$ due to point error can be derived from the second form of ( $3.1-18$ ) in a straighiforward way in terms of the variance of $T$ ' (obtained from (5.1-9) or (5.1-12)), the variance of $U$ (obtained from ( $5.1-15$ ) or its equivatent for random

P ror), and the covariance of $\tau$ ' and $U$. (Note that $\rho$ is not a function of the point $x_{2}, y_{2}$ The effect of the point on $k$ is neglected as being negligible.) The equation for the random covariance can be derived from (5.1-12) and (5.1-1) to be

$$
\sigma_{\tau}{ }_{y, r}=-\left\langle c_{x}-\rho c_{y} k_{y} \sigma_{x, r}^{2}+\left(c_{x}-\rho c_{y} k_{x} \sigma_{x y, r}-\left\langle c_{y}+\rho c_{x} k_{y} \sigma_{x y, r}+\left(c_{y}+\rho c_{x} x_{x} \alpha(\xi ; \gamma-\downarrow-20)\right.\right.\right.\right.
$$

A corresponding equation for the covariance from total point error exists, but substituting the expression for $\rho$ from ( $5.1-10$ ) into it causes it to reduce to zero. Therefore, the variance of disparity from point error in this case (point not used in computing the camera model) is

$$
\begin{align*}
\sigma_{r, r}^{2}= & \sigma_{r}^{\prime}, r r \\
& +(1-k)^{2} \rho^{2} \sigma_{v, r}^{2}-2(1-k) \rho \sigma_{r}, v, r  \tag{5.1-21}\\
& \sigma_{r, r z}^{2}=\sigma_{r}^{2}, r s+(1-k)^{2} \rho^{2} \sigma_{v, r t}^{2}
\end{align*}
$$

### 5.2 Distance

We now have a point $x_{1}, y_{1}$ in Picture 1, point $x_{p}, y_{p}$ in Picture 2, and the camera model which relates the two pictures. It is desired to compute the point in three-dimensional space corresponding to these points. This will be the point at which the projections of the two picture points intersect in three-dimensional space. (The projections are guaranteed to intersect, because $x_{p}, y_{p}$ was forced to be on the back projection of $x_{1}, y_{1}$ into Picture 2.)

Let $u$ be the vector from the Camera 1 origin (center of projection) to point $x_{1}, y_{1}$ in the image plane (assumed to be in front of the lens, as explained in Appendix B). let vo the vector from the Camera 2 origin to point $x_{p}, y_{p}$ in the Camera 2 image plane in the same manner, let $r$ be the vector from the Camera 1 origin to the Camera 2 origin, and let a be the vector from the Carneralorigin to the desired point in ithree-dimensional space. All of these vectors are coplanar, because of the fact that the two projections intersect, as stated above. It is desired to compute a; all other of these vectors are known. Furthermore, let $\theta$ be the angle between $r$ and $v$, let be the angle between $u$ and $v$, and let $f_{1}$ and $f_{2}$ denote the principal distances defined in Appendix B. Figure b-2, which for simplicity assumes that the axes of the cameras lie in the plane of these vectors, liustrates these quantities.

From the law of sines for plane triangles,

$$
\begin{equation*}
s=\frac{r \sin \theta}{\sin \phi} \tag{5.2-1}
\end{equation*}
$$

But the sine of the angle between two vectors is the magnitude of the crass product of the


Figure 5-2. Triangulation to compute distance (iwo-dimensional version).
unit vectors in the same directions. Thus (52-1) is equivaient to

$$
\begin{equation*}
s=r \frac{|r \times v|}{v v} \cdot \frac{u v}{|\mu \times v|} \cdot \frac{|r \times v|}{|u \times v|} u \tag{5.2-2}
\end{equation*}
$$

Since $u$ and are colinear,

$$
\begin{equation*}
s=\frac{|\Sigma \times v|}{|v \times v|} u \tag{5.2-5}
\end{equation*}
$$

Because $r, u$, and $v$ are coplanar, the two cross products in (5.2-3) produce paraliel vectors. Thus the absolute value operation can be dropped in shis equation, and it can be expressed in terms of the ratio of twe vectors, as follows:

$$
\begin{equation*}
s=\frac{T \times v}{u \times v} u \tag{5.2-4}
\end{equation*}
$$

Even though the ratio of two vectors is usually not defined, in the case of parallel vectors it is taken to mean the ratio of corresponding components of the two vectors (all of which have the same ratio).

- All that we need to compute here is the component of parallel to the principal axis of Camera 1, which we denote z. The other two components in the Camera 1 coordinate system can then be easily computed as $x_{1} z / f_{1}$ and $y_{1} z / f_{1}$. Thus, taking this component of both sides of (5.2-3) produces

$$
x=\frac{\mathbf{r} \times \mathbf{v}}{\mathbf{u} \times \mathbf{v}} f_{1}
$$

which will be called the "distance" nere, rathei thall using this term for the slant range $s$.

The vectors needed in (5.2-5) can be expressed in any particular coordinate systern for computational purposes; the Camera 2 coordinate system is chosan here. The components of these vectors can be computed by using the unit vector $1_{r}$ and the rotation matrix $B$ defined in Appendix B. Thus, in the Camera 2 coordinate system,

$$
r=r B 1_{r} \quad u=B\left[\begin{array}{l}
x_{1}  \tag{5.2-6}\\
y_{1} \\
f_{1}
\end{array}\right] \quad v=\left[\begin{array}{l}
x_{p} \\
y_{p} \\
f_{2}
\end{array}\right]
$$

The partial derivatives of these vectors relative to the camera model parameters are then

$$
\frac{\partial r}{\partial g}=r B \frac{\partial 1_{r}}{\partial g}+r \frac{\partial B}{\partial g} 1_{r} \quad \frac{\partial u}{\partial g}=\frac{\partial B}{\partial g}\left[\begin{array}{l}
x_{1}  \tag{5.2-7}\\
y_{1} \\
f_{1}
\end{array}\right] \quad \frac{\partial v}{\partial g}=\left[\begin{array}{c}
\frac{\partial x_{p}}{\partial g} \\
\frac{\partial y_{p}}{\partial g} \\
0
\end{array}\right]
$$

assuming that $f_{1}$ and $f_{2}$ are not included in the camera parameters. (If uncertainty in the principal distances is to be propagated also, additional partial derivatives relative to $f_{1}$ and $f_{2}$ are computed in the obvious way.) The partial derivatives of $i_{r}$ and $B$ needed above are obtained a: described in Appendix B.

In order to compute the distance $z$ by (5.2-5), where a ratio $c$ two parallel vectors is called for we could ase the ratio of the absolute values of the vectors, as in (5.2-9). However, in order to keep the computations simple, which is especially important when computing the partial derivatives for the error propagation, the ratio of one of the components is used. The question then is which component to use. In principle, it could be any nonzero component. However, in order to avoid numerical loss of significance, a small component should be avoided. Since the point in the scene always is in front of the image planes of both cameras, the cross products in (5.2-5) never produce vectors perpendicular to the image plane, and the cross product in the numerator is never zero. Therefore, it is guaranteed that either the $x$ or $y$ components must be significantly large, at least in the numerator. Thus what is done in the implemented program is to compute both the $x$ and $y$ components of the numerator, to select whichever is greater in magnitude, and to selert the corresponding comporent of the denominator. Letting $p$ and $q$ be the components of the numerator and denominator actually used, letting the subscripts $x, y$, and $x$ denote the components of the vectors, noting that the components of $v$ are $x_{p}, y_{p}$, and $f_{z^{\prime}}$ and writing out the cross products in terms of the individual components produce the following relationships. If $\left|r_{y} f_{2}-r_{y} y_{p} i>\right| r_{z} x_{p}-{ }_{x} f_{2} h$

$$
\begin{align*}
& p=r_{y} f_{2}-r_{2} y_{p}  \tag{5.2-8}\\
& q=u_{y} f_{2}-u_{y} y_{p}
\end{align*}
$$

Otherwise.

$$
\begin{align*}
& p=r_{z} x_{p}-r_{x} f_{2}  \tag{5.2-9}\\
& q-u_{x} x_{p}-u_{x} f_{2}
\end{align*}
$$

Then the distance is

$$
\begin{equation*}
z=\frac{p f_{1}}{q} \tag{5.2-10}
\end{equation*}
$$

In order to do the error propagation, the partial derivatives of $p$ and $q$ relative to the camera model parameters, and relative to $\tau$ with the camera model parameters held constant, need to be computed. These can be obtained by differentiating (5.1-2), (5.2-8), and (5.2-9). If $\left|r_{g} f_{2}-r_{z} y_{p}\right|>\mid r_{z} x_{p}-r_{z} f_{2} h$

$$
\begin{gather*}
\frac{\partial p}{\partial \tau}=-r_{z} c_{y} \\
\frac{\partial q}{\partial \tau}=-u_{z} c_{y} \\
\frac{\partial p}{\partial g}=\frac{\partial r_{y}}{\partial g} f_{2}-\frac{\partial r_{z}}{\partial g} y_{p}-r_{z} \frac{\partial y_{p}}{\partial g}  \tag{5.2-11}\\
\frac{\partial q}{\partial g}=\frac{\partial u_{y}}{\partial g} f_{2}-\frac{\partial u_{z}}{\partial g} y_{p}-u_{z} \frac{\partial y_{p}}{\partial g}
\end{gather*}
$$

Otherwise,

$$
\begin{aligned}
& \frac{\partial p}{\partial \tau}=r_{z} c_{x} \\
& \frac{\partial q}{\partial \tau}=u_{z} c_{x}
\end{aligned}
$$

$$
\begin{equation*}
\frac{\partial \phi}{\partial g}=\frac{\partial r_{z}}{\partial g} x_{p}+r_{z} \frac{\partial x_{p}}{\partial g}-\frac{\partial r_{x}}{\partial g} f_{2} \tag{5.2-12}
\end{equation*}
$$

$$
\frac{\partial q}{\partial g}=\frac{\partial u_{x}}{\partial g} x_{p}+u_{z} \frac{\partial x_{p}}{\partial g}-\frac{\partial u_{x}}{\partial g} f_{2}
$$

A iso needed are partial derivatives of the distance $z$, as follows:

$$
\begin{align*}
& \frac{\partial z}{\partial T}=\frac{f_{1}}{q} \cdot \frac{\partial p}{\partial \tau}-\frac{p f_{1}}{q^{2}} \cdot \frac{\partial q}{\partial \tau}  \tag{5.2-13}\\
& \frac{\partial z}{\partial g}=\frac{f_{1}}{q} \cdot \frac{\partial p}{\partial g}-\frac{p f_{1}}{q^{2}} \cdot \frac{\partial q}{\partial g}
\end{align*}
$$

where the needed partial derivatives of $p$ and $q$ are available from (5.2-11) or (5.2-12). The partial derivatives of $a$ relative to the $f$ 's are assembied into the $1-b y-5$ matrix $\frac{d z}{\partial C}$. (It is assumed above that the principal distances are known exacily. Otherwise, additional partial derivalives relative to $f_{1}$ and $f_{7}$ would be computed and would be used as additional elements in $\frac{\partial z}{\partial G}$, which would be 1-by-7 instead of 1-by-5.)

Then, by using the description of the three different types of error in Section 5.1, and
by using the linear approximation rule for the propagation of covariance matrices (premultiplying by the matrix of partial derivatives and postmultiplying by its transpose). the independent, relative, and total variances of the distance $z$ are

$$
\begin{gather*}
\sigma_{z, \text { ind }}^{2}=\left(\frac{\partial z}{\partial \tau}\right)^{2} \sigma_{r, r}^{2} \\
\sigma_{z, \text { rel }}^{2}=\left(\frac{\partial z}{\partial T}\right)^{2}\left\{\sigma_{r, r}^{2}+\left(\frac{\partial \tau}{\partial \zeta}\right)_{r e l} S_{C}\left(\frac{\partial \tau}{\partial G}\right)_{r e l}^{T}\right\}  \tag{5.2-14}\\
\sigma_{z, \text { tot }}^{2}=\left(\frac{\partial z}{\partial \tau}\right)^{2} \sigma_{r, r s}^{2}+\frac{\partial x}{\partial G} S_{C}\left(\frac{\partial z}{\partial G}\right)^{T}+\frac{z^{2}}{r^{2}} \sigma_{r}^{2}
\end{gather*}
$$

where the last term for the total variance is for the uncertainty in the inter-camera distance (assumed to be independent of the other camera model parameters), and where $S_{C}$ is the covariance matrix of the camera model parameters, as previously described.

Note that in (5.2-14) the error propagation from the camera model to the distance is done in a different way for relative error and total error. The error propagation for relative error could have been done in the same way as for total error, by defining partial derivatives ( $\partial z / \partial g)_{\text {rel }}$. However, this would have reduced to the form used above. This simplification does not occur for total error, because of the additional effects considered in the partial derivatives of $x_{p}, y_{p}, p$, and $q$ for total error.

The linear approximation for error propagation used in (5.2-14) is very poor when $\sigma_{k}$ is nearly as great as or greater than $z$. This condition indicates that the point actually could be at an infinite distance. (If $x$ from ( $5.2-10$ ) is negative, the point appears to be beyond infinity.) When the true $z$ is considerably greater than $r$, It is more accurate to consider $\sigma_{\varepsilon} / z^{2}$ (using the values computed as above) to be the standard deviation of the errors in $1, x$ (neglecting the fact that the point cannot actually be beyond infinity).

## Chapter 6

## GROUND SURFACE FINDER

Once the three-dimensional positions of a large number of points in an outdoor scene have been determined, it is desired to determine which points are on the ground and which are on objects above the ground. This chapter discusses means of computing the ground surface.

### 6.1 Basic Ground Finder

By taking a sufficiently small portion of the scene the ground can be approximated by a simple suaface whose equation can be determined. The procedure which has been implemented assumes in general that the ground surface is a two-dimensional second-degree polynomial (a paraboloid). However, weights can be given to a priori values of the polynomial coefficients, to incorporate any existing knowledge about the ground surface into the solution. For example, the second degree terms can be weighted out of the solution altogether, so that the ground surface reduces to a plane. It usually is wise to use at least a small amount of weight on zero values of the second-degree terms in order to constrain them to reasonably small values. (The next section discusses how the method could be changed to handle large aieas.)

To determine a ground surface from a given set of data, a set of criteria which define what is meant by a good ground surface is needed. These include the number of points within tolerance of the surface (the more the better), the number of points which lie beyond tolerance below the surface (the fewer the better, since these would be due to errors such as mismatched points in a stereo pair), and the closeness of the surface coefficients to the a priori values. Note that the number of points above the surface does not matter (other than that it detracts from the number within the surface), because many points can be on objects above the ground. A score for any tentative solution is computed based on these criteria, and the solution with the highest score is assumed to be correct, although a solution with a lower score could be selected ty a higher level procedure using more global criterio. The scoring function currently used is

$$
\begin{equation*}
v=\frac{n-m}{n+v-2 m}-\frac{k^{2}}{n^{2}+k x}-\sum_{i}\left(\frac{c_{i}-c_{i}}{3 \sigma_{i}}\right)^{2} \tag{6.1-1}
\end{equation*}
$$

where $n$ is the number of points within tolerance of the surface (these points were used to determine the surface by a least-squares fit), $v$ is the a priori expected number of points in the surface. $k$ is the number of points below the surface by more than the solerance, $x$ is the a priori approximate maximum number of points below the surface, the $c_{i}$ are the
coefficients of the fitted surface, $c_{i}^{\prime}$ are their a priori values, $\sigma_{i}$ are the standard deviations of these a priori values, and $m$ is the number of these coefficients which were adjusted. The numerical value of the score can range from approximately +1 to arbitrarily large negative numbers. Any positive value is considered to represent a satisfactory fit.

Finding the best solution out of all of the possible solutions is a search problem. What is needed is a method which will be likely to find the correct solution without requiring huge amounts of computer time.

One possibility would work as follows. Take all combinations of the points three at a time for the special case of a plane surface (or six at a time for the more general case), fit the surface to each combination, see what points lie within tolerance of the resulting surface, include these in the solution by a least-squares adjustment, and iterate in this manner until a stable set of points is reached for each tentative solution. However, the number of tentative solutions would be approximately proportional to the cube of the number of points for the plane case (or the sixth power for the general case). Therefore, this method would usually be impractical.

The method actually used uses some heuristics to lead the search to the desired solution. It can be divided into two portions.

First, a least-squares solution is done using all of the points. This fit is saved for refinement leading to one tentative solution. Then all points below this fit, but not less than halt of the points used in this fit, are selected, and another least-squares fit is done on these points and saved. This process repeats until there are too few points left. (This purtion of the algortihm drives downward to find the low surfaces, even though there may a large amount of clutter above them.)

Second, a refinement of each of the above fits is done, rejecting erroneous points and some clutter, in order to find well-defined surfaces. This refinement process is basically an editing process as described in Appendix A. However, to remove points one at a lime as is done with the camera modei ad justment may be too time consuming because of the large number of points (many of which may need removing). Therefore, at each step. all points lying outside of the criterion are rejected, and all other points are included, for the next fit. However, in order to avoid rejecting too mariy points at once (which may include the good points), the standard deviation of the points used in the fit about the fitted surface is computed to obtain a threshold for rejecting points. This wholesale selection of points is permissible because the solution does not need to be rechecked after rejecting each point as is done with the camera model, because the adjustment (as described in this section and in most of the alternatives in the next section) is linear. However, the computed standard deviation will change after the points are refected. Therefore, instead of using a three-standard-deviation limit as is done with the camera model, a one-standard deviation limit is used (but not kess than three limes the given standard deviation for each point), in
order to avoid rejecting too many points at once. (If a few good points are rejected, they will be reinstated on later tierations as long as the process converges to the correct solution.) This process continues until it stabilizes, in which case the score of the result is computed, or until there are too few points in the solution.

The above algorithm can be summarized as follows:
0. Select all of the given points.

1. Save the next fit done according to step 2.
2. Perform a least-squares fit of the surface to the currently selected points.
3. If all current points (and no others) are within tolerance of the fit, save the fit and go to 7.
4. Compute the standard deviation of the current points from the residuals of the fit.
5. Select all points that are within one computed standard deviation or the original tolerance, whichever is greater.

If $n>m$ (that is, the number of current points is greater than the number of coefficients to be ad justed), go to 2.
7. Using the last fit saved according to step I, select all points that are below that fit, but not less than half of the points used in that fit. (To avoid rejecting more than half, a limit above the fit is increased from zero by an appropriate amount as indicated by a histogram of the residuals.)
8. If $n>m$ and there is a change in the selected points from the last fit saved according to step 1, go to 1 .
9. Of those fits saved according to step 3, the one with the greatest score is the preferred solution, with rthers ranked in order of decreasing score.

In the general case of a paraboioid mentioned above, the height of the ground surface is

$$
\begin{equation*}
h=a+b x+c y+d x^{2}+c x y+\int y^{2} \tag{6.1-2}
\end{equation*}
$$

where $x$ and $y$ are the horizontal coordinates, and $c, b, c, d, e$, and $f$ are the coefficients defining the surface, which are to be determined. Since this equation is linear in these coefficients, the ilerations required for the nonlinear solution in Appendix A are not


Figure 6-1. Side view of ground fit.


Figure 6-2. Points found by 3 tereo processing, showing heights abovei reference plane.


Figure 0-3. Halghts above computed ground plane.


Flgure 8-4. Helghts above computed ground plane, for points above 6 cm .
needed, and equation (A.1-23) can be used directly to obtain each fit needed in the above algorithm, with the following substitutions:

$$
\begin{gather*}
P=\left[1 x y x^{2} x y y^{2}\right] \\
E=[x]  \tag{6.1-3}\\
D=\left[\begin{array}{llllll}
a & b & c & d & \in
\end{array}\right]^{T}
\end{gather*}
$$

where $z$ is the vertical coordinate, and where $x, y, x, P$, and $E$ are evaluated for each point used in this fit (corresponding to the subscript $i$ in equation (A.1-23)).

Figure 6-1 shows a ground surface (constrained to be a plane) fit to the data from the Mars pictures shown in Chapter 4. This is a horizontal view in a direction chosen so that the plane projects as a line. The vertical scale is exaggerated. Each point that was used in the final accepted fit is shown as a solid circle. The rejected points are shown as open circles. The number $I$ in the upper left corner indicates that this was the first fit found according to step 3, the asterisk indicates that this was accepted as the final solution, the number 0.1503056 is the score for this solution, and the arrow in the upper right corner indicates the direction of the view in the horizontal plane (in this case about $45^{\circ}$ to the lef of the plane perpendicular to the baseline connecting the two cameras).

Figures 6-2 and 6-3 show the same data projected into the left picture in a "before" and "after" presentation. The head of each arrow is at one of the points used (corresponding to the dots in Figure 4-1), and the base of the arrow is on a reference plane 1.3 meters below the camera in Figure 6-2 or on the computed ground plane in Figure 6-3. The arrows are perpendicular to the reference plane in either case. The fact that most of the arrows point down in Figure 6-2 indicates that the ground is below the reference plane. The fact that most of the arrows in Figure $6-9$ are very short where there are no large rocks indicates that a reasonable fit to the ground was obtained. Figure $6-4$ is the same as Figure 6-3 except that only points at least five centimeters above the computed ground plane are shown.

### 6.2 Extension to Large Areas

If it is desired to fit a large ground area, a single paraboloid may not be a reasonable approximation, and some modification of the method in the previous section is needed. However, whatever method is used, some assumption about the smoothness of the ground is needed. Otherwise, the distinclion between ground and objects disappears without more information other than the three-dimensional positions of points. Several possible appreaches are discussed in this section. However, none of these have been implemented.

The simplest approach is to divide the area into small sections in a predetermined manner and to perform the solution of the previous section independently on each section, either with a plane or paraboloid fit. This will cause discontinuities in the ground to appear - at the boundaries, but this effect is not troublesome if the only purpose of computing the ground is for thresholding heights for object detection. However, allowing these discontinuities to occur means that the constraint of smoothness has been disregarded at these boundaries, resulting in a less than optimum solution. This can be especially bad if some of the sections do not have enough points to determine the ground well. A possible refinement of this method is to take for each section not necessarily the best solution found, ut the one which agrees best with the solutions for neighboring sections, if there are a few aimost equally good solutions.

Some methods will now be discussed which utilize the constraint of smoothness and by means of a single fit produce a ground surface which varies smoothly but in a more or less arbitrary way over a large area. Because the surface in one part of the scene is almost independent of the surface in a distant part of the scene, the part of the algorithm which drives downward to eliminate clutter (steps $1,2,3,7$, and 8) cannot be used as part of this solution. Otherwise, a good solution in one part of the scene might be coupled with a bad solution in another part. Therefore, with these methods an initial approximation to the ground should be computed first using the method in the preyious paragraph (separate solutions for predetermined sections) with fairly large sections, and then this solution should be refined using steps $4,5,6$, and 9 on all of the data, with one of the methods discussed below.

One approach is to partition the area as above, but to perform a single solution which includes continuity constraints at the boundaries. For example, a tesselation into equilateral triangles can be used, with a separate plane fit in each triangle, but constrained so that the heights are continuous at the boundaries, whereas the derivalives may be discontinuous. (This works because three points determine a plane.) The coefficients to be computed could then be the heights at the corners of the triangles. (These would form the $D$ vector.) The solution is linear in these heights, so apart from a different $P$ matrix, the same method as in the previous section can be used. However, in order to produce a smooth surface, a priori weights would be used to minimize the change in slopes at the boundaries. Thus, the area can be divided into very small iriangles, but this weight causes a smooth surface to be produced. The change in slope at a boundary is proportional to $A_{1}-A_{2}-A_{1}+A_{4}$, where $A_{2}$ and $A_{1}$ are the heights of the surface at the two verlices on this boundary, and $A_{1}$ and $A_{1}$ are the two vertices at the upposite corners of these iwo triangles from this boundary. The elements of the $P$ matrix for these a priori observations are then $1 .-1,-1$. and $I$. respectively rhus the terms of the $P^{\top} P$ matrix corresponding to $A_{1}$ and $A_{2}, A_{1}$ and $A_{3}, A_{1}$ and $A_{2}$ and $A_{1}$ and $A_{1}$, are all -1 , and the lerm corresponding to $A_{1}$ and $A_{1}, A_{2}$ and $A_{1}$, and all iour diagonal terms are all 1 . These would be multiplied by an appropriate weight and added into the $H$ matrix at the correct positions for these terms, in order to constrain the change in stope at this boundary to be close to $2 e r o$. This would be
done for every boundary. (A approach similar to this method is to represent the ground by means of splines, discussed by Schultz [ 1973].)

Suppose that it is desired that the ground surface be smooth in most places but be allowed to have occasional discontinuites in slope, which would correspond to such things as banks and cliffs in the scene. This might be accomplished by modifying the above method as follows. The weights on the zero values in change in slope would be a function of the change in slope: perhaps a large constant value up to a certain small value of slope and a small value beyord. However, this causes the problem to be non!inear, and it might require an inner loop of iterations in addition to the iterations which determine which points to use. Furthermore, on early iterations the large weights should be fairly small and the threshold for changing weights should be fairly high. These would gradually increase and decrease respectively as the iterations progress. This process would cause the creases in the surface to occur at approximately the right places. The precise initial values used would determine at about what size threshold the distinction between discontinuities in the slope of the ground and ob jects which are above the ground is made. It would also be possible to make the position of the vertices at which these discontinuites occur (in addition to their heights) parameters to be adjusted in the solution, but this would introduce even more nonlinearities. (Note that even without this additional adjustment, which vertices get the discontinuites is variable, but the solution is limited to the arbitrarily predeternined position of vertices.) It is not clear how well this would really work.

A nother approach is to let the ground surface be the sum of a set of overlapping two-dimensional Caussian functions (normal curves). The width (stanclard deviation) of these functions would be prederermined according to the desired smoothness of the ground surface, and the positions of the centers of the functions would be at a set of equally spaced points covering the area to be fit. The spacing would be sufficiently small so that insignificant ripple would be produced by the finite spacing. The parameters to be ad justed would then be the amplitudes of the Gaussian functions. The Gaussian function is chosen because of its smoothness and the rapidity with which it approaches zero in both directions. In some rough sense it has the optimum combination of these properties.

In order to keep the amount of computing within reasonable bounds, instead of using the actual Gaussian function (which extends to infinity in both directions), an approximation to the Gaussian function obtained by truncating it at a finite span would be preferred. Three or four standard deviations in each direction is a reasonable choice, since the value of the function at these points is only 0.011 or 000034 of its peak value. Furthermore, the approximation can be improved by subtracting the value of the Gaussian function at the truncation point from all of the values, in order to remove the discontinuity from the approximation function. (This function has been used previously in digital filters, for similar reasons, by Cennery (1966).)

Therefore, the equation for the ground surface would be

$$
\begin{equation*}
h=\sum_{i} a_{i} \omega_{i} \tag{6.2-1}
\end{equation*}
$$

where

$$
\begin{gathered}
\omega_{i}=\exp \left(-\frac{\left(x-x_{i}\right)^{2}+\left(y-y_{i}\right)^{2}}{2 \sigma^{2}}\right)-\exp \left(-\frac{r^{2}}{2}\right), \quad \text { if }\left(x-x_{j}\right)^{2}+\left(y-y_{i}\right)^{2}<r^{2} \\
\omega_{i}=0, \quad \text { otherwise }
\end{gathered}
$$

where $r$ is the number of standard deviations at which to truncate the Gaussian function. The quantities $\boldsymbol{x}_{\boldsymbol{i}}$ and $\boldsymbol{y}_{\boldsymbol{i}}$ are the centers of the Gaussian functions and are constant. The only quantities to ad just are the coefficients $a_{i}$. Thus the problem is linear. The elements of the $P$ matrix in A ppendix $A$ for each data point wouki just be the $\omega_{i}$ quantities above.

There should be included in the solution a small amount of weight on the equality of ad jacen! $a_{3}$ 's. so that the surface will continue with a reasonable interpolation through areas where there are not many points being used to determine the surface. (This is also desirable to prevent the $H$ matrix from becoming nearly singuiar if the spacing of the functions is small compared to $\sigma$.) This is done by adding $:$ on the main diagonal of the $H$ matrix at the position corresponding to each $a_{i}$ of an adjacent pair, and -1 at the two off-diagonal positions corresponding to these two terms, all times the appropriate weight. This is done for all ad jacent pairs. A large weight should not be used here, for this would introduce additional smoothing in the computed surface, and, if this is what is wanted, it would be more efficient io increase the width of the Gaussian functions ( $\sigma$ ) and their spacing, and thus to decrease their number.

In order to decide what spacing to use for the $\omega_{i}$ 's, equation ( $6.2-1$ ) can be used with all $a_{i}=1$, to see how much variation is produced in the values of $h$ as a function of $x$ and $y$ with a given spacing. For example, if $r$ - $m$ and the centers are on a se.jare grid with spacing $2 \sigma$, the maximum rippie relative to the mean value is about 0.03 , with spacing $\sigma$ it is only about $10^{-8}$. (With finite values of $r$, the former value would not change much unless $r$ < 3 , but in order to achieve a value as small as the latier would require a larger value of r.) A ripple of around one percent is probably tolerable unless the heights being ftt are very large, in which case this would represent a large absolute error. In such a case the mean and perhaps the trend could be removed from the data first before it is used in the above method in order to reduce the size of the quantities being handled, and then the corresponding values would be added to the results. (This could be done by using the single-fit ground finder described in the previous section on the original data.)

It should be noliced that in both of the methods described above (plane triangtes fit with smoothness constraints, and overlapping Gaussian functions) the $H$ matrix which must be computed increases in size with increasing ground area covered, and it thus may be quile
large. However, in both metha's this matrix will be rather sparse. In the Caussian case the matrix will be less sparse than in the other case (because the functions overiap), but because the spacing of the functions can be so large relative to the amount of smoothing produced, the size of the matrix can be considerably smaller than in the plane triangle case.

Of the two methods, the Gaussian method would appear to be superior because of the extremely smooth surfaces that can so easily be produced. However, there is no obvious way of adding the ability to fit discontinuities in slope, as can be done with the other method.

## Chapter 7

## OBJECT FINDER

This chapter dexcrabes the use of three-dimensional data for the detection of objects and the measurement of their posution. size, and approximate shape. Although the three-darnensomal data could be obsamed from a xanning laser rangefinder. the object detector 45 desagned so be colerant of errors in thas data, weh as mustakes produced by incorrect maxches int sereo vasom data and poor accuracy of distances front stereo.

### 7.1 General Description

Many approsches are possuble in describing the shapen of objects At the extreme of simplecify each ob fact could be represented by a sphere Sunce a sphere can be specified by four parameters. this is economical. and. If the sphere encloses the actual ob fect. It could suifice for obstacle avondance. in a conservalive way furthermore, ihis crude sort of informasion for each obpet in a large scere containing many objects amounts to fairly detaited information concerning the whole scene, and thus it would be useful for navigation. On the other hand, more elaborate dexcriptions that represent the object in more detail could be used One possibility is the use of generalized cylinders or generalized cones, as by Nevatia and Binford (1977) (In the simplest case, the generalszed cylinder would reduce to an ordinary crilinder, which can be represented by seven pasameters.) For man-made objects of regular form or elongated objects with well-defined axes, such a rcpiresentation is very useful However, for irregular objects such as rocks, the choice of how many parameters to use to describe the object and even the choice of direction of the axis of the generalized cylinder or cone may become almost indeterminate and thus may be greatly influenced by noise in the data This wouid make the comparison of iwo object descriptions difficule.

A sort of compromise approach is used here, in which objects are represented by ellipsoids. Since objects can be approximated more closely this way than by spheres, in obstacle avoidance the vehicle may be able to pass more closely to the objects, and in navigation the shape information may aid in recognilion of a scene. This is done at the cost of using nine parameters to describe an ellipsoid instead of four for a sphere, bur the conventent mathematical properties of the sphere are mostly retained. The nine parameters could be the three coordinates of the center, three angles defining the ortentation, and the semi-lengths of the three principal axes to define the size and shape In this way the size and shape parame:ers would be independent of the choice of coordinate systems However. for computational convenience the orientation, wite, and shape are represented here by the six unique elements of a symmetrical 3 by- 3 matrix (as in equation (7.5-1)), which are ctosely related to the second-degree coefficients in the general form of the equation of a
quadric.
By "object" we do not necessarily mean here an actual physical object, but merely a portion of the scene that can be reasonably approximated by an ellipsoid. Thus, if we use as an example a vehicle exploring Mars, an object may be a single rock on the Martian surface, two or more ad jacent rocks, or merely a bump in the ground. Also, an L-shaped physical object might be represented as two objects.

This ellipsoidal representation should be quite appropriate for representing rocks on Mars, because rocks probably tend to resemble more nearly ellipsoids than any other simple shape. However, it could also be used to represent cars in a parking lot or trees in a field, for example, especially in aerial photographs where the resolution may be poor compared to the size of the objects, and in other cases where precise object ciescription or recognition is not necessary but rather an overall description of the scene is desired.

The stereo vision processing or laser rangefinder results in data representing the three-dimensional position of a large number of points distributed over the scene. The first step in the processing of this three-dimensional data is to find the ground surface, as described in Chapter 6. Then points which are above the ground by a sufficient amount (depending on the computer! accuracy of the points, the roughness of the ground, and the minimum size of object that is of interest) are candidates for points on objects.

These above-ground points are clustered to produce preliminary groupings of points which correspond roughly to objects. An ellipsoid is fit to each cluster by first computing an initial approximation based upon the moments of the points in the cluster and then tlerating a weighted nonlinear least-squares adjustment to fit the ellipsoids to these points and to avoid obscuring other points. Then, according to the relative positions of the ellipsoids and points, clusters can be broken or merged, and the process repeats until the apparently best segmentation is found. Each of these steps will ve described in the following sections.

The object detection and measurement process as described here uses only three-dimensional position information. Brightness information is discarded after the stereo processing. However, a more complete system would use both types of information. Perhaps an edge detector could be applied to the brightness data in the regions near the outines of the ellipsoids in order to refine the boundaries of the objects, for example.

### 7.2 Preliminary Clustering

Once the ground surface has been determined, all points that are above this surface by more shan a thrashold are clustered to form an inilial approximation to the segmentation of the scerie into objects.

Various clustering techniques could be used here. One possibility is a relaxation method, such as Zucker's [1976]. However, at present, the clustering is done by using the minimal spanning tree of the points. (The minimal spanning tree is the tree connecting all of the points such that the sum of the edges is minimum.) This is computed by using the neares! neighbor algorithm. as described in Duda and Hart [1973] (The length of the eages of the tree is defined here as the three-dimensional Euclidean distance between the points.) Then the tree is broken at every edge whose length is greater than twice the average length of the adjacent edges, as suggested by Duda and Hart [1973]. However, a minimum length for an edige to be broken (related to the resolution of the data) is specified, so that the method will not be overly sensitive to local fluctuations in the data. Also, a maximum can be specified, beyond which all edges are broken.

### 7.3 Initial Approximations to Ellipsoids

Since each ellipsoid will be fit to a cluster of points by an iterative process, an initial approximation is needed. A good approximation increases the likelihood of convergence. decreases the number of iterations required, and can be used as the result in case the iterations do not converge. This initial approximation is obtained from the three-dimensional moments, through the second order, of the points in the cluster.

An ellipsoid can be represented by the following matrix equation:

$$
\begin{equation*}
(\mathbf{r}-\mathbf{c})^{\top} W(\mathbf{r}-\mathbf{c})=1 \tag{7.3-1}
\end{equation*}
$$

where $r$ is a vector of the three-dimensional rectangular coordinates of any point on the surface of the ellipsoid, e similarly is the position of the center of the ellipsoid, and $W$ is a positive-definite symmetrical 3-by-3 matrix. (See, for example, Hohn [1973].) Let $M$ denote the inverse of $W$. (The square rools of the eigenvalues of $M$ are the lengths of the semi-axes of the ellipsoid.) The relationship between the computed moments and the matrices $C$ and $M$ depends on the distribution of points over the ellipsoid. If the points are distributed uriformly over the ellipsoid, the vector $c$ consists of simply the normalized first moments of the points The matrix of normalized second inoments about $c$ of the points is $\frac{1}{a} M$ if the points are distributed uniformly through the body of the ellipsoid, or $\frac{1}{3} M$ if the points are distributed uniformly over the surface of the ellipoid. If we have viewed the object from all sides, we might have an approximation to the laller case. However, if we have viewed it from a single point, we will have points distributed nonuniformly over half of the surface (Actually slightly less than half will be seen because of perspeclive Also, in stereo vision, both cameras must see each point, so that with a single pais of cameras only the common area seen from both camera posilions will appear. These two effects will be neglected below, however)

We assume here that the object is seen from a single viewpoint by a raster scanning device which produces points distributed uniformiy in the image plane. Such a device might be a scanning laser rangefinder or an area-based stereo system. Actually, because of missing points, the distribution will not be uniform. It would be possible to estimate the actual distribution by computing higher-order moments, but this might be overly sensitive to randomness in the distribution or an inadequate density of points, so it is not attempted here. As an approximation, we assume an orthogonal projection instead of a central projection. Let $s$ denote the vector of normalized first moments (centroid) and $M_{s}$ denote the matrix of second moments about $s$ obtained with this distribution, and let 0 denote the position of the camera.

The relationship connecting $s$ and $M_{z}$ to $c$ and $M$ can be derived by first considering the case of a sphere of radius $\rho$. A little integration shows that in this case the eigenvalue of $M_{s}$ corresponding to the eigenvector $0-c$ is $\frac{1}{18} \rho^{2}$, the other two eigenvalues are both $\frac{1}{4} \rho^{2}$, and $s$ is $c$ plus $\frac{2}{3} \rho$ times the unit vector in the o-c direction. All three eigenvalues of $M$ should be $\rho^{2}$ in this case. An ellipsoid can be considered to be a distorted sphere (using stretching and skew distortions). Thus the ellipsoid can be considered to be stretched in the various directions by the amount given by the square roots of the ratios of the above eigenvalues, but in computing the displacement of the center, instead of $\rho$ the distance from c towards o to the ellipsoid suriace must be used. Thus the displacement of the center is the vector $\frac{2}{9}(\mathrm{O}-\mathrm{c})$ divided by the scalar $\sqrt{(\mathrm{O}-\mathrm{c})^{\top} W(0-c)}$. Since the points represenced by c , s , and o are colinear, c can be replaced by s without changing the value of this ratio. Also, $W\left(=M^{-1}\right)$ can be replaced by $\frac{1}{18} M_{s}^{-1}$ in this expression, because of the stretching discussed above. Thus $\mathbf{c}$ can be computed from $\mathbf{s}$ by translating by this amount. To compute $M$, we can take 4 times $M_{1}$ to account for the factor of 4 in two dimensions, but this leaves 11 out of the factor of 18 by which we need to stretch the moments in the direction toward the camera. This extra amount can be introduced by adding 14 times the moment produced by a fictitious point at the intersection of the s-to-o line and the surface of the ellipsoid corresponding to $M_{s}$. In order to keep the ellipsoid to a reasonable shape when there are not enough points to determine $I t$ well, $M$ as oblained above is averaged with a scalar matrix whose diagenal elements are $h$ (which represents a sphere of radius $\sqrt{h}$ ), with the average weighted so that the sphere represents four additional points in the moment computation. The value of $A$ is determined so that it is the average of the two components of the second moments at right angles to $n-3$, but limited by the average of all three components (the three eigenvalues), including the effect of 14 times the effect of the fictilious point, as above, as an upper limit, and excluding this effect, as a lower limits. This avoids putting undue weight on the o-s dimension when the ellipsoid is long in this direction, since this dimension is less reliable because of the factor of 18 compression

By combining the above information, the consputatian of the inctial approximation can be expressed as follows

$$
\begin{gather*}
s=\frac{1}{n} \sum p \\
M_{i}=\frac{1}{n} \sum(p-s)(p-s)^{\top} \\
M_{i}=4 M_{s}+\frac{14(0-s)(0-s)^{\top}}{(0-s)^{\top} M_{z}^{-1}(0-s)} \\
c=s-\frac{2 \sqrt{2}(0-s)}{\sqrt{(0-s)^{\top} M_{3}^{-1}(0-s)}}  \tag{7.9-2}\\
A=\min \left[\operatorname { m a x } \left(\frac{4}{3} \operatorname{tr}\left(M_{a}\right),\right.\right. \\
\left.2 \operatorname{tr}\left(M_{a}\right)-2 \frac{(0-s)^{\top} M_{a}(0-s)}{(0-s)^{\top}(0-s)}\right), \\
\left.\frac{1}{3} \operatorname{tr}\left(M_{i}\right)\right] \\
M=\frac{n}{n+4} M_{i}+\frac{4}{n+4} h 1 \\
W=M^{-1}
\end{gather*}
$$

where $\boldsymbol{p}$ is the position of any point in the cluster, $n$ is the number of points in the cluster, the summations are over these points, and $/$ is the 9 -by- 3 identity matrix.

### 7.4 Iterative Solution for Ellipsoids

The ad justment of the ellipsoids is done by a modified least-squares approach. Each ellipsoid is adjusted so as to minimize the weighted sum of the squares of two kinds of discrepancies: the amounts by which the points (usually points in the cluster being fit) miss lying in the surface of the ellipsoid, and the amounts by which the ellipsold hides any points as seen from the camera postition. (In the latter case, the discrepancies actually should be considered separately for each camera that sees the point in question. However. for narrow-angle stereo we use as a reasonable approximation the assumption that the "camera" is at the midpoint of the sereo baseline.) Including the second kind of discrepancy is useful in helping to determine the size and shape of the object when the points on the object itself do not contain sufficient information. Aiso included in the weighted sum of squares to be minimized are a priori terms which tend to force the elliphord by default to become a sphere near the ground when the points do not constrain it well.

The first kind of discrepancy above optimally should be defined as the length of the normal from the point in question to the surface of the ellipsoid. However, computing this
requires solving a sixth-degree equation. Therefore, as an expedient the distance between the point and the surface along a straight line from the center of the ellipsoid to the point is used instead. In order to be consistent with this definition, the second kind of discrepancy is defined as follows. The midpoint of the two intersections of the surface of the ellipsoid with a line from the camera to the point is first found. Then the discrepancy of the first kind is computed for this midpoint. (Note that if the main source of departure of the points from true ellipsoids is error in the measured position of the points, this is not the proper definition to use for the second kind. The normal distance from the point to the cone tangent to the ellipsoid with its vertex at the camera would be better. However, we assume that the major source of departure is the fact that the objects are not really ellipsoids, and thus the adopted definition is appropriate, because it is a measure of how far the ellipsoid juts out into the line of sight to the point.) Both kinds of discrepancies are illustrated in Figures 7-1 and 7-2.

Now we must consider exactly for which points which kind of discrepancy is computed. There are five regions of space to consider, according to whether the point is to the side of the ellipsoid as seen from the camera (tinat is, the line through the camera position and the point does not intersect the ellipsoid), is in front of the ellipsoid as seen from the camera, is inside the front portion of the elispoid (in front of the surface of midpoints as defined above), is inside the back portion of the e!lipsoid, or is behind the ellipsoid. Also, there are two kinds of points to consider, according to whether or not the point is in the cluster which is assumed to correspond to this object This produces ten combinations in all, which are illustrated in Figures 7-1 and 7-2. They divide into four categories.

First, if the point is not in the cluster and is either in front of the ellipsoid or is to the side, there is no discrepancy and this point is not included in the computations.

Second, if the point is in the cluster and is either in front, inside the front half, or to the side, or if the point is not in the cluster and is inside the fromt half, the first kind of discrepancy is used.

Third, if the point is not in the cluster and is behind the ellipsoid, or if either kind of point is inside the back half, the second kind of discrepancy is used.

Fourth, if the point is in the cluster and is behind the the eilipsoid. both kinds of discrepancies are used, and the point acts as two points in the computations This is because there are two separate components of error in this case: the object does not extend enough on the side to hide the point. but it apparenily buiges out in back (ielative to the ellipsoid) to include the point.

In order to derive the mathematics for dividing space into the above five regions, consider the equation for the elliprohd, as stated in (7.3-1). and the equation of a straight


Figure 7-1. Two-dimensional version of adjustment, showing points belonging to this cluster. Solid dark straight lines are discrepancies to be minimized.


Figure 7-2. Two-dimensional version of ad pustment, showing points not in ithis cluster. Solid dark sfraight lines are discrepancies to be minimized.
line through the camera position 0 and the point in question $p$, in parametric form,

$$
\begin{equation*}
(r-0)=u(p-0) \tag{7.4-1}
\end{equation*}
$$

These can be combined to produce

$$
\begin{equation*}
[u(p-0)+0-c]^{\top} W[u(p-0)+0-c]=1 \tag{7.4-2}
\end{equation*}
$$

the roots of which determine the intersections of the line and ellipsoid. Equation (7.4-2) is equivalent to

$$
\begin{equation*}
\alpha u^{2}+\beta u+\gamma=0 \tag{7.4-3}
\end{equation*}
$$

where

$$
\begin{gathered}
\alpha=(p-0)^{\top} W(p-0) \\
\beta=2(p-0)^{\top} W(0-c) \\
\gamma=(0-c)^{\top} W(0-c)-1
\end{gathered}
$$

The roots of equation ( $7.4-3$ ) in $u$ determine the region of space in which $p$ lies. If the roots are imaginary ( $\beta^{2}-4 \alpha \gamma<0$ ), the point is to the side of the ellipsoid. If the average of the two roots $(-\beta / 2 \alpha)$ is positive, the point is in front of the midpoint surface, if negative, it is behind the surface. If the roots are real, the point is in front of, behind, or inside the ellipsoid according to whether both roots are greater than unity, both roots are less than unity, or unity lies between the roots, respectively. Alternatively, we can use the fact that the point is outside of the ellipsoid if and only if $(p-c)^{\top} W(p-c)>1$.

The diserepanci; af the first kind is

$$
\begin{equation*}
E \cdot \sqrt{(p-c)^{\top}(p-c)}\left(1-\frac{1}{\sqrt{(p-c)^{\top} W(p-c)}}\right) \tag{7.4-4}
\end{equation*}
$$

In order to compute the discrepancy of the second kind, the midpoint of the intersections of the camera-point line with the ellipsoid is first obtained as follows:

$$
\begin{equation*}
b--\frac{\theta}{2 a}(p-0)+0 \tag{7.4-3}
\end{equation*}
$$

Then the discrepancy of the second kind is

$$
\begin{equation*}
\epsilon-\sqrt{(b-c)^{\top}(b-c)}\left(1-\frac{1}{\sqrt{(b-c)^{\top} W(b-c)}}\right) \tag{7.4-6}
\end{equation*}
$$

Because there may be erroneous points in the data, points which have large discrepancies relative to the size of the ellipsoid are given less weight in the solution. The weighting function used is

$$
\begin{equation*}
\omega=\frac{1}{\frac{1+2\left(\sqrt{(x-c)^{\top} W(x-c)}-1\right)^{2}}{\operatorname{tr}(W)}+\sigma^{2}} \tag{7.4-7}
\end{equation*}
$$

where $\mathbf{r}$ represents $p$ or $b$ for discrepancies of the first or second kinds, respectively, and $\sigma$ is the component of standard deviation of measurement errors in $p$ propagated into the discrepancy. (If these are unknown, $\sigma$ can be zero.) Thus the dimensionless quantity to be minimized (by adjusting $c$ and $W$ ) is $\Sigma \omega \epsilon^{2}$, plus some additional terms for a priori values yet to be discussed. However, this quantity is minimized only with respect to the effects of $c$ and $W$ acting through $\in$ and not their effects through $\omega$.

In order to solve the above nonlinear problem, the Gauss method described in Appendix $A$ is used. This method is equivalent to using the partial derivatives of the discrepancies to approximate the nonlinear problem by a linear statistical model, solving the linear problem, and iterating this process until it converges.

On any one fteration the following is done. The current values of $\mathbf{c}$ and $W$ are used to compute for each point the value of $\in$ as defined above and the 1 -by- 9 matrix $P$, which consists of the partial derivatives of $\in$ with respect to the three elements of $c$ and the six unique eiements of $W$. ( $W$ is symmetrical.) The following summations over all of the points are computed, in which each point in the first category above is not used, each point in the second or third categories appears once, and each point in the fourth category appears twice:

$$
\begin{align*}
& H=H_{0}+\sum p^{\top} \omega P  \tag{7.1-8}\\
& C=C_{0}+\sum P^{\top} \omega \epsilon
\end{align*}
$$

( $H_{0}$ and $C_{0}$ are used for the a priori values yet to be discussed.) Then the 9-by-1 matrix of corrections is

$$
\begin{equation*}
D=v H^{-1} C \tag{7.4-9}
\end{equation*}
$$

where $v$ is a factor used to improve convergence because of the very nonlinear nature of the problem. (Currently $v=0.5$ on early iterations, but $v=1$ after a test indicates that this will
produce more rapid convergence.) The elements of $D$ are subtracted from the corresponding elements of $c$ and $W$ to obtain the improved approximations for the next iteration. $H^{-1}$ from the last iteration is the covariance matrix of the ellipsoid parameters, although it may need to be adjusted by a scale factor according to the size of the residuals of the final fit, as described in Appendix $A$.

Now the a priori values will be discussed. In some cases the points affecting the ellipsoid will be insufficient in number or insufficiently distributed to determine all parameters of the ellipsoid very well. It is therefore desirable to have a priori values for some of the parameters with appropriate weight in the solution to constrain them to reasonable default values when the points do not contain sufficient information. When there is ample information in the points, the a priori values will have very little effect because of their small weight. The a priori values currently used are the ground surface height directly under $c$ for the vertical component of $c$, with weight $0.1 / \operatorname{tr}(M)$, equality for the diagonal elements of $W$, with weight $\operatorname{tr}(M)^{2} / 10$, and zero for the off-diagonal elements of $W$, with weight $\operatorname{tr}(M)^{2} / 10$, where $M=W^{-1}$. (Including $\operatorname{tr}(M)$ as shown scales things correctly so that the solution is invariant under a scale factor change.) The effect of the $W$ terms is to try to force the ellipsoid into a spherical shape. (It would be better to apply the a priori weights to the principal semi-axes of the ellipsoid, trying to force them to equality. so that the effect of the a priori values would be independent of the cocrdinate system being used. This would require propagating these values into the eiements of $W$ on each iteration, so the implemented program uses the method described here instead.) These a priori terms are put into the solution in the following way. The diagonal element of $H_{0}$ corresponding to the vertical component of $\mathbf{c}$ is $0.1 / \operatorname{tr}(M)$, the three diagonal elements cotresponding to the off-diagonal elements of $W$ are each $\operatorname{tr}(M)^{2} / 10$, and the 3 -by- 3 submatrix on the diagonal of $H_{0}$ in the position corresponding to the diagonal elements of $W$ consists of $\frac{2}{3}$ on its main diagonal and $-\frac{1}{4}$ eisewhere multiplied by $\operatorname{tr}(M)^{2} / 10$. All other elements of the 9 -by- 9 matrix $H_{0}$ are zero. Then

$$
\begin{equation*}
C_{0}=H_{0} C \tag{7.4-10}
\end{equation*}
$$

where $G$ is a column matrix of the current values of $c$ and $W^{\prime}$, arranged as in $D$, with the height of the ground directly under the center of the ellipsoid subtracted from the element of $G$ corresponding to the vertical component of $c . H_{0}$ and $C_{0}$ are used in the summations for $H$ and $C$ as previously shown.

### 7.5 Breaking and Merging Clusters

Because the prelimiriary clustering is dependent on loca! information, it may not produce the best segmentation based on more global information. Therefore, after ellipsoids have been fit to all of the preliminary clusters, these clusters may be tentat:vely broken into smaller clusters and merged into larger clusters, new ellipsoids are fit to these clusiers by the
same process previously described, and a decision on whether to keep or reject each of these actions is made based on the goodness of fit of the ellipsoids to the points.

In order to decide where to break a cluster, for each edge in the portion of the original minimal spanning tree which connects this cluster the quantity $\lambda(1-a)$ is computed, where $\lambda$ is the length of the edge and $a$ is the minimum of $\sqrt{(p-c)^{\top} W(p-c)}$ for the two points connected by the edge. Then the cluster is tentatively broken at the edge for which this quantity is maximum, of all such edges such that each new cluster formed has at least four points at least one of which has $(p-c)^{\top} W(p-c)>1$ (that is, it is outside the old ellipsoid). This process tends to break the cluster at places furthest inside the ellipsoid, but connecting points that are outside the ellipsoid. If this new clustering is accepted by the criteria described below, the process repeats on the new clusters.

After the above breaking process is finished, any two clusters are tentatively merged If $\left(c^{\prime}-c\right)^{\top} W\left(c^{\prime}-c\right)<4$ for either cluster, where $c^{\prime}$ is $c$ for the other cluster, provided that these two clusters were not previously one cluster before breaking. If there is competition for the merging, the cluster pair with the minimum value for this quantity is merged first. If a merger is accepted, further mergers can take place on these clusters by this same process.

The criteria for accepting two clusters or one after a tentative break or merger are as follows. If $\left(c^{\prime}-c\right)^{\top} W\left(c^{\prime}-c\right)<1$ for either small cluster, where $c^{\prime}$ is $c$ for the other small cluster (that is, the center of one ellipsoid is inside the other ellipsoid), the single cluster is chosen. Otherwise, the following quantity is computed for each of the three ellipsoids:

$$
\begin{equation*}
q=\frac{\Sigma \omega \epsilon^{2}}{n-3}+\frac{m}{10} \tag{7.5-1}
\end{equation*}
$$

where $\epsilon$ and $\omega$ are the discrepancies and weights from the last iteration, as defined in the previous section, $n$ is the number of points in the cluster corresponding to this ellipsoid, and $m$ is the number of points below the height threshold but directly above the ellipsoid. If the initial approximation is used as the result, $\epsilon$ and $\omega$ are obtained from the first iteration. and the first denominator is $n$ instead of $n-3$. (The second term, containing $m$. is included to penalize solutions which lie mostly below the ground, with the ellipsoid reaching above the ground in a small area to meet the points in its cluster.) Then the two small clusters are chosen if the sum of their two values of $q$ is less than the value of $q$ for the single cluster. Otherwise, the single cluster is chosen.

### 7.6 Example

Figure 7-3 shows the points in the Mars picture previously shown in Figures 6-2 and 6-3. but this time in a nominally vertical orthogonal projection (perpendicular to the
reference plane). The figure covers an area 1.6 meters by 1.2 meters in the reference plane. The lower left corner is 0.6 meters to the right of the plane through the left camera and perpendicular to the baseline connecting the cameras, and it is 2.9 meters in front of the baseline connecting the cameras. The similar coordinates for the upper right corner are 1.8 meters and 4.5 meters. The symbol for each point represents height in centimeters above the computed ground plane, with the letters " $A$ ", " $B$ ", " $C$ ", etc. representing the values 10 , 11, 12, etc.

A 5-centimeter height threshoid was used for selecting the points to cluster in the object finder. The minimum distance for breaking the minimal spanning tree to form the initial clusters was also 5 centimeters, and the maximum distance for connecting points was 20 centimeters. (Using zero and infinity for this minimum and maximum distance produced an identical clustering in this case.)

Figure 7-4 shows the points that passed the height threshold. These points are connected to show the minimal spanning trees that were computed. Solid lines connect points within each initiai cluster.

Figure 7-5 shows the ellipsoids that were fit to the initial clusters. Each ellipsoid is represented by two ellipses. One ellipse is the orthogonal projection of the ellipsoid onto the reference plane. The other ellipse is the intersection of the ellipsoid with a plane through the center of the ellipsoid and parallel to the reference plane. (In most cases the two ellipses almost coincide and thus cannot be distinguished in the figure.) Only the clustered points are shown here, as in Figure 7-4. However, as previously described, any of the points shown in Figure 7-3 may have been involved in the ad justment of the ellipsoids. Remember that the fit is done in three dimensions, whereas Figure 7-5 shows a two-dimensional projection.

Figure 7-6 shows in the same way the results of the breaking and merging operations. The two clusters in the center (corresponding to the large rock in the center of the pictures) were merged into one, and a new ellipsoid is shown for this cluster. The other clusters were not changed

These results were projected into the left picture to produce Figure 7-7. The outline of the ellipsoids as they would be seen from the left camera are superimposed on the picture. The lengths of the principal axes of the large ellipsoid in the center are 30.8. 26.2. and 16.6 centımeters

Notice that the ellipsoid fit to the rock in the upper right corner is much too large. This is because the only points found on this rock were on its fairly flat face, and no points were found in the background behind the rock to help to constrain its size, as can be seen in Figure 6-3. This lack of points was caused by the fact that riost of the desired region is outside of the right piciure, as can be seen in Figure 4-2. (In such a case the covariance

Figure 7-3. Vertical view of points, showing heights above computed ground plane in centimeters.


Figure 7-4. Minimal spanning trees connecting points above 5 cm . Solid lines show initial clusters.


Figure 7-6. Elliptoids fit to initial clusters.


Figure 7-6. Ellipsolds fit to final clusers.


Figure 7-7. Ellipsoids fit to final clusters, projected into left picture.


Figure 7-8. Results using $3-\mathrm{cm}$ height threshold instead of 5 cm .
matrix of the ellipsoid parameters indicates the large uncertainty in its size and shape.)
Figure 7-8 shows the results of processing the data slightly differently. A height threshold of 3 centimeters instead of 5 centimeters was used. Some of the smaller rocks are detected in this case.

## Chapter 8

## MATCHING OF SCENES

The previous chapter described a means of me telling three-dimensional scenes in terms of ellipsoidal objects. A method of matching such scene descriptions will now be described. This method uses the covariance matrices generated by the object finder, which indicates the accuracy of the ob ject parameters, to determine the goodness of match for each object match. This is a special case of a more general problem, in which there is a set of features in each scene, with each feature being represented by a vector of feature parameters and the covariance matrix of these parameters. The method to be described applies to this general case, but it will be described in terms of the special case at hand. In this special case, the vector of feature parameters consists of the parameters describing the position, size, and shape of an ellipsoid (the c vector and the $W$ matrix in Chapter 7). There are nine of these parameters in the complete case (three elements of $\mathbf{c}$ and six elements of $W$ ). However, it may be desired to eliminate the vertical component of position (third element of c ), because this component is less reliable due to uncertainties in the vertical position of a roving vehicle, and this is done in the implemented version of the program, leaving eight parameters actually used. A iso, a completely general program would allow for translations and rotations in three dimensions, whereas the method described below allows only translations and rotations in the horizontal plane. This is suitabie for a roving vehicle, since it should be able to obtain an accurate vertical from gravity. (In fact, with reasonable instrumentation the direction in the horizontal plane should be determined also, leaving only translation to determine.)

### 8.1 Optimum Match

The problem at hand can now be described fully. Given are two scene descriptions. Scene $I$ consists of $n$ objects and Scene 2 consists of $n^{\prime}$ objects. Each object is described by a vector $X$ and its covariance matrix $S$, with primes denoting objects in Scene 2. Also avallable for each object is a probability b that this object will be present in the other scene, If the two scenes actually refer to the same physical scene. (These probabilities could be estimated from statistics gathered from experience with the system that produced the data, and might be a function of the size of the object, since the larger objects would be more likely to be detected in the other scene and would be less likely to be spurious.) Other general information that is available includes the a priori probability $p_{0}$ that the two scenea match (that is, refer to the same physical scene), the a priori value of the rotation $\theta_{0}$ of Scene 2 relative to Scene 1 and its standard deviation $\sigma_{0_{0}}$ and the a priori value of the scale factor $f_{0}$ of Scene 2 relative to Scene 1 and its uandard deviation $\sigma_{f_{0}}$. It is desired to find the tranalation $\Delta x$ and $\Delta y$ of Scene 2 relative to Scene 1 , the rotation $\theta$, the scale
factor $f$, the standard deviations of these quantities, and the probability $p$ that the two scenes actually match.

The approach used here uses Bayes' theorem, which in general states the following:

$$
\begin{equation*}
p_{i}=\frac{\pi_{i} p_{i}}{\sum_{i} \pi_{i} p_{i}} \tag{8.1-1}
\end{equation*}
$$

where $n_{i}$ is the a priori probability of event $i$ occurring, $p_{i}$ is the probability that the observed result would occur given that event $i$ occurs, and $\boldsymbol{p}_{i}$ is the a posteriori probability that event $i$ has occurred, given that the observed resuit has occurred.

For the present purposes, an event will be considered to be the fact that the two scenes match and the occurrence of a particular set of matches between the objects in Scene 1 and the objects in Scene 2. The above terminology is altered slightly to include the fact that the scenes actually match in these events, with an extra event being the scenes not matching. Then Bayes' theorem can be restated as follows:

$$
\begin{equation*}
p_{k}=\frac{p_{0} \pi_{k} \rho_{k}}{p_{0} \sum_{k} \pi_{k} \rho_{k}+\left(1-p_{0}\right) p_{0}} \tag{8.1-2}
\end{equation*}
$$

where $p_{0}$ is the a priori probability that the scenes match, as previously defined, $\pi_{k}$ is now the a priori probability that the kth combination of object matches would occur, given that the scenes match, $\rho_{k}$ is the probability density of the observed set of object parameters occurring, given that the kth match is correct, $\rho_{0}$ is the a priori probability density of the observed set of object parameters, and $p_{k}$ is the a posteriori probability of the kth set of matches being correct. Thus the term $p_{0} \pi_{k}$ is the a priori probability of the kth event, and the term ( $1-p_{0}$ ) is the a priori probability of the scenes not matching.

If the combiration of object matches for which $p_{k}$ is maximum is found, and if this value of $p_{k}$ is large (near unity), then this combination can be assumed to be correct, and it can be used to determine the desired parameters describing the translation, rotation, and scale factor by a process to be described. (It would appear that all combinations of ob ject matches would have to be used in this computation, but a way of avolding this will be described in the next section.) However, the computation of $n_{k}$ and $\rho_{k}$ needed in (8.1-2) will be described firs.

The $n_{l}$ quantities can be found by the following reasoning. The probability that object $i$ in scene $i$ will be matched to some object in Scene 2 is $b_{j}$, the probability ihat it will be unmatched is $1-b_{j}$, and similarly for $b_{j}^{\prime}$ and $1-b_{j}^{\prime}$ for object $j$ in seene 2. Thus the probability of a particular subset of $m$ objects from Scene 1 and $m$ objects from Scene 2 being matched, and no ohers, is the product of these terms over all objects, chosen
according to whether each object is matched or not. However, there are m! ways of matching a set of $m$ objects to another set of $m$ objects. Therefore, this product is divided by $m$ ! to obtain the a priori probability of an individual matching combination. Thus,

$$
\begin{equation*}
\pi_{k}=\frac{1}{m!} \prod_{i \in \in_{n}} b_{i} \prod_{i \in N}\left(1-b_{i}\right) \prod_{j \in m_{n}} b_{j}^{j} \prod_{j \in \infty}\left(1-b_{j}^{j}\right) \tag{8.1-3}
\end{equation*}
$$

where $\boldsymbol{c}^{\prime}$ is the set of objects that are matched in this combination (containing $m$ nbjects from each scene).

Now the $\rho_{k}$ quantities will be considered. They can be obtained from the discrepancles between object parameters for a particular matching, provided that the probability distribution of the measurements of these parameters is known. It is assumed here that these have the Caussian (normal) distribution.

In order to make the problem less nonlinear, instead of using $\theta$ and $f$ as the parameters in the ad justment, the quantities $c$ and $s$, defined as follows, are used:

$$
\begin{align*}
& c=f \cos \theta \\
& s=f \sin \theta \\
& \theta=\arctan \frac{s}{c}  \tag{8.1-4}\\
& f=\sqrt{c^{2}+s^{2}}
\end{align*}
$$

Now the transformation between object parameters in the two scenes for the special case under consideration can be expressed as follows:

$$
\begin{align*}
& {\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
c & s \\
-3 & c
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left[\begin{array}{l}
\Delta x \\
\Delta y
\end{array}\right]}  \tag{8.1}\\
& {\left[\begin{array}{lll}
w_{z x}^{\prime} & w_{x y}^{\prime} & w_{x z}^{\prime} \\
\omega_{s y}^{\prime} & w_{y y}^{\prime} & w_{y z}^{\prime} \\
\omega_{z z}^{\prime} & w_{y z}^{\prime} & w_{z z}^{\prime}
\end{array}\right]=\frac{1}{f}\left[\begin{array}{ccc}
c & s & 0 \\
-3 & c & 0 \\
0 & 0 & f
\end{array}\right]\left[\begin{array}{lll}
w_{z y} & w_{z y} & w_{y z} \\
w_{z y} & \omega_{y y} & w_{y z} \\
w_{z y} & w_{y z} & w_{z z}
\end{array}\right]\left[\begin{array}{ccc}
c & s & 0 \\
-3 & c & 0 \\
0 & 0 & f
\end{array}\right] T}
\end{align*}
$$

From this a rotation and scale factor matrix $R$ can be derived to be

$$
R=\frac{1}{f^{4}}\left[\begin{array}{cccccccc}
f^{c} c & f_{s} s & 0 & 0 & 0 & 0 & 0 & 0  \tag{8.1-6}\\
-f^{\prime} s & f^{4} c & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & c^{2} & s^{2} & 0 & 2 c s & 0 & 0 \\
0 & 0 & s^{2} & c^{2} & 0 & -2 c s & 0 & 0 \\
0 & 0 & 0 & 0 & f^{2} & 0 & 0 & 0 \\
0 & 0 & -c s & c s & 0 & c^{2}-s^{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & f c & f s \\
0 & 0 & 0 & 0 & 0 & 0 & -f s & f c
\end{array}\right]
$$

where it is assumed that $X=\left[x y w_{x x} w_{y y} w_{x x} w_{x y} w_{x x} w_{y z}\right]^{\top}$. (The horizontal components of $\mathbf{c}$ are denoted here by $x$ and $y$, and the elements of $W$ are denoted by wo with appropriate subscripts.) In other cases using different features than the ob ject descriptions used here, $R$ would be defined differently. But in any case, it would be used as follows to compute a discrepancy vector $\Xi$ and its covariance matrix $\Psi$ for each matching of object $i$ int Scene I with object f in Scene 2 :

$$
\begin{gather*}
z_{i j}=R X_{i}-X_{j}^{j}  \tag{8.1-7}\\
\Psi_{i j}=R S_{i} R^{\top}+S_{j}^{j}
\end{gather*}
$$

Now the partial derivatives of $Z_{i j}$ with respect to the parameters $c, s,-x^{\prime}$, and $-y^{\prime}$ can be obtained from the above equation (by using the fact that $f^{2}=c^{2}+s$ ) and are assembled into the matrix $B_{i j}$ ( 8 by 4 here). (The derivatives relative to $-x^{\prime}$ and $-y^{\prime}$ produce the effects relative to $\Delta x$ and $\Delta y$, according to ( $8.1-5$ ).) Then, using the general solution in Appendix A produces

$$
\begin{align*}
& H_{k}=B_{0}^{T}\left[\begin{array}{ll}
\sigma \xi_{0} & 0 \\
0 & \sigma\}_{0}
\end{array}\right]^{-1} B_{0}+\sum_{i, j \in \Omega} B T_{j} \Psi_{i} j \xi_{i j}  \tag{8.1-8}\\
& C_{k}=B_{0}^{T}\left[\begin{array}{ll}
\sigma \xi_{0} & 0 \\
0 & \sigma\}_{0}
\end{array}\right]-\left[\begin{array}{l}
\theta_{0}-\theta \\
f_{0}-f
\end{array}\right]+\sum_{i, j \in \Omega} B\left[j \Psi_{i j} j Z_{j j}\right.
\end{align*}
$$

where $\Omega$ is the set of objects making up the kth combination, the first terms contain the a priori information, and

$$
B_{0}=\left[\begin{array}{cccc}
-\frac{s}{f^{2}} & \frac{c}{f^{2}} & 0 & 0  \tag{8.1-9}\\
\frac{c}{f} & \frac{s}{f} & 0 & 0
\end{array}\right]
$$

which consists of the partial derivatives of $\theta$ and $f$ with respect to c, s, $\Delta x$, and $\Delta y$, according to (8.1-4). Then the sslution is obtained by replacing the values of $c, s, \Delta x$, and $\Delta y$ by values obtained from the old values, as follows:

$$
\left[\begin{array}{l}
c  \tag{8.1-10}\\
s \\
\Delta x \\
\Delta y
\end{array}\right]+\left[\begin{array}{l}
c \\
s \\
0 \\
0
\end{array}\right]+H_{k}^{-1} C_{k}
$$

$H_{k}^{-1}$ is the covariance macrix of $\{c ; \Delta x \Delta y]^{\top}$. Because of the nonlinear terms in (8.1-6) with respec: to $c$ and $s$, this process may need te be iterated. (Since the problem is linear with respect to $\Delta x$ and $\Delta y$, these quantities did not have to be included in (8.1-7), and thus in ( $8.1-10$ ) their old values are in effect zero.) Note that the nonlinearity with respect to $c$ and $s$ occurs in $R$ only in the terms involving the w's. When the objects are considerably smalier than their separation or are nearly spherical, these terms have very little effect in the solution in (8.1-10). In such a case, if $c$ and $s$ are fairly accurately known, it would be a reasonable approximation to neglect their variation in $B_{i j}$, and thus only the terms involving $B_{c}$ in ( $8.1-8$ ) (containing the a priori information) would have to be recomputed in the iterations.

Now the probability density for this particular matching combination can be obtained as follows for use in (8.1-2). First, the residuals are

$$
\begin{equation*}
V_{i j}=Z_{i j}-B_{i j} H_{k}^{-1} C_{k} \tag{8.1-11}
\end{equation*}
$$

Then the multivariate normal distribution produces

$$
\begin{equation*}
\rho_{i j}=\frac{1}{(2 n)^{r / 2} \sqrt{\operatorname{det}\left(\Psi_{i j}\right)}} \exp \left(-\frac{1}{2} \nu T_{j} \Psi_{i j} \omega_{i j}\right) \tag{8.1-12}
\end{equation*}
$$

where $r$ is the number of parameters in the feature vector (size of $V$ ), here assumed to be 8 . If object $i$ is unmatched in this combination, the a priori distribution of parameter values is used for $\rho_{i j}$ Instead of (8.1-12). Finally, the probability density function for the complete match is the product of all of the $\rho_{i j}$ values in this combination times the probability density functions corresponding to the a priori values, as follows:

$$
\begin{equation*}
\rho_{k}=\frac{1}{2 \pi \sigma \sigma_{0}^{0} f_{0}} \exp \left(-\frac{\left(\theta-\theta_{0}\right)^{2}}{2 \sigma z_{0}}-\frac{\left(f-f_{0}\right)^{2}}{2 \sigma \xi_{0}}\right) \prod_{i, j \in R} \rho_{i j} \tag{8.1-13}
\end{equation*}
$$

### 8.2 Search Procedure

With a large number of objects, it would be impractical to use all combinations in (8.1-2). However, because of the exponential function in (8.1-12), most of the $\rho_{k}$ values will be negligibly small, and these terms can be ignored. The problem is to determine which combinations will produce significant magnitude in $\rho_{k}$, without having to compute them all.

The approach used is to select the objects in Scene I one at a time and to tentatively match these to all objects in Scene 2. The a posterior probability of each of these partial combinations is computed, and those with negligibly small probability are not pursued further. In order to have a high likelihood of unambiguous matching, the larger objects in Scene I are selected first, although a more complicated ordering using the covariance matrices also could be devised. This successive matching of features in order to refine a transformation between scenes is similar in same respects to other scene-matching methods, for example Price [1978] and Milgram and B jorklund [1979] However, these did nor use a full search, matching features one at a time, and did not use probabilities to prune the search.

Because, when a tentative partial match is made, it is not known which objects in Scene 2 will remain unmatched, there is no obvious way to use all of the information in (8.1-3). Instead, $n_{k}$ is computed by the following method for the purposes of the search. (After the process has used all of the objects in Scene 1 , the remaining complete combinations with significant probability can be used in the full computation described in the previous section.) The value of $n_{k}$ is obtained recursively, a follows:

$$
\begin{align*}
& \pi \text { - } 1 \\
& \text { o. }-\sum \theta_{j} \\
& \pi_{k}=\pi_{k-1} b_{i} \frac{j}{D_{k-1}} \text {, if } i \text { and } j \text { are matched }  \tag{8.2-1}\\
& \Pi_{k}=\pi_{k-1}\left(1-b_{j}\right) \text {. If eta no matched } \\
& B_{k}-A_{k-1}-\theta_{j} \text {, if } I \text { and } j \text { are matched } \\
& \sigma_{k}=\sigma_{i-1} \text {. If is no matched }
\end{align*}
$$

where $k$ denotes the number of objects in Scene 1 that have been selected for matching so far. In this way a search tree is built up, branching out as different objects in Scene 2 (including no object) are matched with the current object in Scene 1 at each level. The vaiues from (8.2-1) can be used in (8.1-2) as before, and the resulting probabilities are used to prune the search tree.

The criterion used for pruning ideally should not use a constant probability threshold, but shouid take into account the fact that, if a large number of nodes have small probability each but sum to a iarge probability, there is a good chance that one of them will turn out to be part of the correct solution. An appropriate method would be to sort by probability all of the nodes at a given lievel in the search and to reject all of the ones with smallest probabilities that sum to less than some threshold. The implemented version is simpler than this (and more tolerant); it rejects any node whose probability times the number of nodes at this level is less than the threshold. The threshold currently used is 0.001 . This also is quite tolerant. However, once about two object matches are included in a combination, new matches usually do not agree very well unless they are correct, and thus the probability drops rapidly for incorrect combinations.

As the bottom level of the search tree is reached, not all of the available information will have been used in computing $n_{k}$ by the above method. Thus $n_{k}$ from ( $8.2-1$ ) will act as an upper limit to the value that would have been obtained from (8.1-3). This effect causes less pruning to occur than the optimum computation would produce, but it shouid not result in the rejection of good solutions.

At each level of the search, the complete computation according to (8.1-8) and ( $8.1-10$ ) can be computed, including the iterations. However, the result from the previous level in the search tree can be used as the initial approximation at this level, so that fewer iterations (perhaps only one) would be needed at each level. Also, as pointed out in section 8.1, under some conditions the variation in the elements of $B_{i j}$ with respect $10 c$ and $s$ can be ignored. In such a case the summations involving $B_{i j}$ in (8.1-8) can be computed recursively by adding the terms for a new $i, f$ combination to the total accumulated at a higher level in the search, thus saving time. If the a priori values of $c$ and $s$ were known so accurately that the variation in $B_{0}$ could also be ignored, then the entire computation of $H_{k}$ and $C_{k}$ could be done recursively, and 11 would be possible to reformulate the solution by using a mathematically equivatent Kalman (1960) recursive estimation technique (cailed sequential adjustment by Mikhail [1976]), with slight additional time savings.

It would also be desirable to save ume by recursively computing the produrt of $\rho_{i j}$ used to obtain $\rho_{k}$ in (8.1-1 $s$ ). However, as formulated in section 81 , the residuals $V_{i j}$ vary with the current solution as more combinations are added. It is possible to reformulate things so that when a new combination is introduced, it is compared to the previously accumulated solution for the purposes of computing $\rho_{i j}$. When $\rho_{i j}$ is defined in this way. its values do not change as more combinations are added, but its product with a given set
of combinations is the same as with the other definition. Thus, tis product can be accumulated recursively. However, this method would involve including the current estimate of translation in (8.1-7) and doing the entire error propagation from the current estimates of $c, 3, \Delta x$, and $\Delta y$ in ( $8.1-7$ ) for these purposes. This would be rather complicated and time consuming, so it is not considered further here. However, it is described in the next section for an approximate method.

In any case, the solution at the bottom level can be used as an initial approximation for one or more iterations with the full computation described in the previous section, using those combinations that have not been pruned because of small probability. (However, this is not done in the implemented version.)

### 8.3 Approximations

The computations previously described, especially (8.1-8), would be quite time-consuming. Therefore, it is desirable to make some time-saving approximations, especially in the search phase where the computations will be repeated many times. The approximations that will be considered are mainly those that discard some of the information about the objects. The fact that such a process does not use all of the available information about the objects will result in less effective pruning. Thus, although less computation has to be done at each node in the search tree, there are more nodes to compute. (This is similar to the effect of using the approximate value of $n_{k}$ in the previous section.) If desired, the full computation can be done with the nodes remaining at the bottom level, so that the approximations affect oniy the computation time and not the final result.

The approximation that is made in the search portion of the implemented version is to use only the position and size of each object and to disregard its shape and orientation. Also, the size is used only in computing the probability density for a given fit, and not in adjusting the parameters of the fit. (This latter change usually has little effect, because the scale factor is determined mainly by the distance between objects.) The quantity used to represent size is the trace of the $W$ matrix, denoted here by 8 . (Actually $t$ is inversely proportional to the square of a linear dimension of the ellipsold.) The trace is chosen to represent size because it is easy to rompute from the $W$ matrix and it is invariant under rotations. Thus,

$$
\begin{gather*}
1-w_{x y}+\omega_{y y}+w_{z y}  \tag{8.3-1}\\
\sigma_{i}^{2}-\sigma_{\omega_{x y}}^{2}+\sigma_{\omega_{y y}}^{2}+\sigma_{w_{y y}}^{2}+2 \sigma_{\omega_{y x} \omega_{y y}}+2 \sigma_{\omega_{y y} \omega_{y x}}+2 \sigma_{w_{y y}} \omega_{z y}
\end{gather*}
$$

Because none of the orientation information about the objeits is being used, the only
portion of the $X$ vector in (8.1-7) that will contribute information to the solution in (8.1-8) is the position information. If only the horizontal position is used, then only the first two components of $X$ need to be used in (8.1-7).

Thus the nonlinear terms in $c$ and $s$ have been eliminated from $R$, and $B_{i j}$ is now independent of these parameters. 'Therefore, the recursive approach suggested in section 8.2 can be used in order to save time in the search phase. This involves updating the oid probabilities when a new match is introduced into the combination. Thus the probability density of the new match is computed by comparing the new match to the previously computed solution, instead oi examining the residuals of the overall solution as in (8.1-12). Therefore, for the purposes of computing the probability density only, the discrepancies are redefined to included the current estimates of translation ( $\Delta x$ and $\Delta y$ ), and the accuracy estimates of the discrepancies include the current uncertainty in the translation and rotation.

Making the above changes to $\bar{\Sigma}$ in ( $8.1-7$ ) and multiplying out the matrices produces

$$
\begin{align*}
& \xi=x c+y s+\Delta x-x^{\prime}  \tag{8.3-2}\\
& U=x-x s+\Delta y-y^{\prime}
\end{align*}
$$

The full error propagation associated with this produces

$$
\begin{aligned}
\sigma_{z}^{2}= & \sigma_{x}^{2} c^{2}+x^{2} \sigma_{c}^{2}+2 \sigma_{x y} c s+2 x y \sigma_{c z}+\sigma_{y}^{2} y^{2}+y^{2} \sigma_{y}^{2}+2 x \sigma_{c \Delta x}+2 y \sigma_{s \Delta x}+\sigma_{\Delta x}+\sigma_{x}^{2} \\
\sigma_{U}^{2}= & \sigma_{y}^{2} c^{2}+y^{2} \sigma_{c}^{2}-2 \sigma_{x y} c s-2 x y \sigma_{c z}+\sigma_{x}^{2} s^{2}+x^{2} \sigma_{s}^{2}+2 y \sigma_{c \Delta y}-2 x \sigma_{s \Delta y}+\sigma_{\Delta y}^{2}+\sigma_{y}^{2} \\
\sigma_{z y}= & \sigma_{x y} c^{2}+x y \sigma_{c}^{2}-\sigma_{x}^{2} c s-x^{2} \sigma_{c t}+\sigma_{y}^{2} c y+y^{2} \sigma_{c z}-\sigma_{x y} y^{2}-x y \sigma_{s}^{2} \\
& +\sigma_{\Delta x \Delta y}+x \sigma_{c \Delta y}+y \sigma_{c \Delta x}+y \sigma_{\Delta \Delta y}-x \sigma_{s \Delta x}+\sigma_{x \prime y}
\end{aligned}
$$

The corresponding quantities for size are

$$
\begin{gather*}
T=\frac{t}{f^{2}}-t^{\prime}  \tag{8.3-4}\\
\sigma_{T}^{2}=\frac{\sigma_{i}^{2}}{\rho^{4}}+\frac{4 \sigma^{2}}{\rho^{t}} t^{2}+\sigma_{i}^{2}
\end{gather*}
$$

Then the probability density is computed as follows, derived from (6.1-12).

Howeyer, if no objects have been matched at previous levels, no values of $\Delta x$ and $\Delta y$ would have been computed for the above computation, 20 only the alie information would be used, as follows:

$$
\begin{equation*}
\rho_{i j}=\frac{1}{a f^{2} \sqrt{2 \pi} \sigma_{p}} \exp \left(-\frac{\tau^{2}}{2 \sigma_{p}^{2}}\right) \tag{8.9-6}
\end{equation*}
$$

where $a$ is the a priori area over which the objects might lie in Scene I. In any case, the overall probabiltiy density for the match so far accumulated is the product of these:

$$
\begin{equation*}
\rho_{k}=\prod_{i, j \in \Omega} \rho_{i j} \tag{8.3-7}
\end{equation*}
$$

These values are used in (8.1-2), as before. In the search phase, if the resulting probability is small, the combination just produced is deleted. Otherwise, a new adjustment for the parameters is done.

Since the portion of (8.1-7) dealing with $W$ is not used in the parameter adjustment in this approximation, the adjustment is linear except for the a priori values. The B matrix is

$$
B=\left[\begin{array}{cccc}
x & y & 1 & 0  \tag{8.9-8}\\
y-x & 0 & 1
\end{array}\right]
$$

The error propagation from the position values according to (8.!-7) is as follows, which differs f:om (8.3-3) in that it does not include the uncertainty in the parameters being ad justed (c, s, $\Delta x$, and $\Delta y$ ):

$$
\begin{gather*}
\sigma_{z}=\sigma_{x}^{2} c^{2}+2 \sigma_{x y} c s+\sigma_{y}^{2} s^{2}+\sigma_{x}^{2} \\
\sigma_{y}^{2}=\sigma_{y}^{2} c^{2}-2 \sigma_{x y} c^{s}+\sigma_{x}^{2} s^{2}+\sigma_{y}^{2}  \tag{8.9-9}\\
\sigma_{f x}=\sigma_{x y} c^{2}-\sigma_{x}^{2} c s+\sigma_{y}^{2} s-\sigma_{x y} s^{2}+\sigma_{x} y^{\prime}
\end{gather*}
$$

Then the covariance matrix of the observations is

$$
\Psi=\left[\begin{array}{ll}
\sigma_{f} & \sigma_{f v}  \tag{8.3-10}\\
\sigma_{f v} & \sigma_{v}^{2}
\end{array}\right]
$$

$B$ and $\Psi$ are used in (8.1-8). Noce that $B$ now is not a function of the parameters being adjusted ( $c, s, \Delta x$, and $\Delta y$ ), however, $\Psi$ is a function of $c$ and $s$. The effect of $\Psi$ changing silightly is only to change the weights of the observations slightily. Therefore, as long as :
and $s$ do not change very much, there should be no need to recompute the summations involving these matrices when iterating. In the search phase, these summations can be accumulated recursively as more matches are added to the combination. The implemented program currently does it this way. Therefore, the a priori values $\theta_{0}$ and $f_{0}$ must be fairly accurate, so that $c$ and $s$ will not change very much. (The implemented program also uses these a priori values in a less optimum way than is described in Section 8.1, and this has the same resuit of requiring the a priori values to be fairly accurate.)

Other approximations are possible that use more information than the above but iess than the full information available. One possibility is to use the position, size, and shape of each object but to ignore its orientation. (If the a priori orientation is completely unknown, when only one object match exists in a combination this is all the information that is useful anyway, but as more objects are matched in a search, the orientation information may become useful.) This approximation would be used in a similar manner to the above approximation, except that there would be three size and shape quantities instead of $t$, with a 3-by- 3 covariance matrix instead of $\sigma_{f}^{2}$. Like $t$, these quantities affect the probability of a match, but their effect on the adjustment for $c, s, \Delta x$, and $\Delta y$ for a particular match is small and can be ignored.

The size and shape of an ellipsoid are determined by the semi-lengths of its principal axes. These are equal to the reciprocal of the square roots of the eigenvalues of the $W$ matrix. The eigenvalues of the $W$ matrix can be found by solving the following equation for $\lambda$ (see Hohn [1973]):

$$
\begin{equation*}
\operatorname{det}(W-\lambda I)-0 \tag{8.3-11}
\end{equation*}
$$

where $/$ is the 3 -by- 3 identity matrix. Since $W$ is 3 -by-3, (8.3-11) is a cubic in $\lambda$, and the three roots are the three eigenvalues. The most difficult part is not computing the eigenvalues themselves, but computing the error propagation from the elements of $\boldsymbol{W}$ to the eigenvalues. For a linear approximation error propagation it is necessary to compute (either analyticaly or numerically) the partial derivarives of the eigenvalues with respect to the six unique elements of $W$. Then the error propagation is done in the usual way by forming these partial derivatives into a 3-by-6 matrix, premultiplying the 6-by-6 covariance matrix of the w's by this matrix, and postmultiplying by its transpose to produce the covariance matrix of the eigenvalues

### 8.4 Example

The only pictures used to test the scene matcher were the Mars pictures described in Appendix C. Ideally, different stereo pairs taken under different lighting conditions and from different directions should have been used to obtain the scene descriptions to be matched, in order to have a more impressive lest. However, the Viking could take pictures
from only one position, and because of a lack of time pictures taken under different conditions were not transferred to our computer system. However, in order to simulate the differences that might occur from these causes, the plctures used were processed in different ways. The small portions (about $10^{\circ}$ by $10^{\circ}$ ) were processed with 8 -by -8 match windews in the stereo program and with height threshoids of 3, 5, 6, and 7 centimeters in the object finder; the small portions were also procested with 5-by-5 match windows and a 5-centimeter threshold; and the large portions were processed with 8-by-8 match windows and a 6-centimeter threshoid. The results were compared to each other successfully by the scene matcher. One of these matches is shown here.

Figure 8-1 and Figure 8-2 repeat Figures 7-7 and 7-8, except that the objects have been identifled with arbitrary numbers. (These scene descriptions were obtained with height thresholds of 5 centimeters and 3 centimeters, respectively, in the object finder. The match window in the stereo processing was 8 pixels wide in both cases.) These two scene descriptions were given to the scene matcher. The a priori rokation was given as zero with a standard deviation of $1^{\circ}$, and the a priori scale factor was given as unity with a standard deviation of 0.01 . (The translation was completely free to be adjusted.)

Figure 8-3 shows the results of using the data in Figure 8-1 as Scene 1 and the data in Figure 8-2 as Scene 2. The search tree is shown. The numbers at the left followed by colons are the object numbers in Scene 1. The other numbers on the same line are the object numbers in Scene 2 for the objects being matched to this object in Scene 1. Zero means that this object in Scene 1 is left unmatched. The numbers just below the Scene 2 object numbers represent the probabilities computed for this match so far. To save space the negative of the common logarithm of the probability, truncated to an integer, is shown. Below the search tree the final results are shown for the most probable match. Shown are the palrings of objects, the probability, the translation in $x$ and $y$, the rotation, and the scale factor. The values after the plus-or-minus signs are the computed standard deviations. Note that the standard deviation of the scale factor is not much less than the input value of 0.01, which means that the solution was not able to add much information about the scale factor. (Since the two scenes were both from the same actual scene and same camera position, the true values of translation and rotation are zero, and the true value of acale factor is unity.)

Figure 8-4 similarly shows the results of doing the match with the scenes interchanged, so that she data in Figure 8-2 is now Scene 1 and the data in Figure 8-1 is Scene 2. Even though the search tree is quite different, the final results are almost the same. (The final results would be exactly the same if a complete solution as described in Section 8.1 were done at the bottom level of the search tree, since the same objects were matched.) Of course, since the scenes have been interchanged, the translation and rotation have changed sign and the scale factor has been inverted.


Figure 8-1. Ellipsoids produced with 5-cm height threshold.


Figure 8-2. Ellipsoids produced with $9-\mathrm{cm}$ height threshold.


Figure 8-3. Match of scene in Figure 8-1 to scene in Figure 8-2.


Figure 8-4. Match of scene in Figure 8-2 to scene in Figure 8-1.

## Appendix A

## NONLINEAR PARAMETER ADJUSTMENTS

In several parts of this thesis, problems have been discussed that involved solving for some parameters by using observed values of some quantities that are nonlinear functions of these parameters. The observed values may contain occasional mistakes (wild points), and the accuracy of the remaining values may not be entirely known. For example, in the stereo camera model solution, measured values of film plane coordinates of some points are obtained, and it is desired to compute the relative position and orientation of the cameras. A general method for solving problems of this type will be discussed in this appendix.

## A. 1 Basic Method

In this section a method oi performing nonlinear generalized least-squares adjustments will be described. This method uses partial derivatives to linearize the problem and iterates to achieve the exact solution. It is assumed in this section that the accuracy of the observations is known and that there are no wild points that should be removed from the solution.


#### Abstract

Very little in this seciion is original. However, this method apparently is not well known in Artificial Intelligence circies. Even in circles where the basic method is often used, some of its properties are not well known. For example, the linearized solution represented by (A.1-17) is often described (as in Mikhail (1976]) without any apparent awareness of the effects of the second derivatives. Bard [1974] mentions the second derivatives but does not cover the related matters dealt with here in the following sections. For these reasons it is desirable to describe here in a unified manner the method as it is used in this thesis. Of course, the two references just cited also deal with other aspects of this problem and similar problems not needed here. Also, more information about the statistical properties of the linear problem is given by Graybill [1961] Therefore, the reader who is interested in these inatters is urged to consult these references for further information.


Suppose we have a set of $m$ unknown parameters for which values are desired, denoted by the vector $C$ ( $m$-by- 1 matrix). (In the stereo camera model solution, these would be the quantities defining the camera calibration.) Suppose further that there are a set of $n$ quantities ( $n z m$ ) denoted by the vector $F$, which can be rneasured with some error and which are functions of $G$. Let $U$ denote the measured value of $F$ (containing some error). (In the stereo camera model solution, the elements of $U$ would be related to the film plane measurements in a way explained in Section 3.3.) Let $V$ be the vector of the $n$ residual errors in the fit to the observations using a particular set of values for the parameters.

That is,

$$
\begin{equation*}
U-F(G)+V \tag{A.1-1}
\end{equation*}
$$

with the functional dependence on $G$ explicitly indicated. The problem is to use $U$ to compute $G$ such that $V$ is minimized in some sense. (The $n$ scalar equations represented by (A.1-1) are called the condition equations.)

For the criterion of optimization we will minimize the quadratic form

$$
\begin{equation*}
q=V^{\top} W V \tag{A.1-2}
\end{equation*}
$$

where $W$ denotes an $n-b y-n$ weight matrix. $W$ should be the Inverse of the covariance mairix of the errors in the observations. This will result in the maximum-likelihood (in the $F$ space) solution if the errors have the multivariate Gaussian (normal) distribution, and it will result in the minimum-variance (of the $g$ 's) unbiased solution of all solutions that are linear functions of the $U$, for any distribution in linear probiems. (Proofs of these statements can be found in Graybill [1961].) INote that if $W$ is a diagonai matrix (indicating no correlation between errors in different observations) the quadratic form reduces to a weighted sum of the squares of the eiements of $V$. Thus the problem as stated here can be said to be a generalized least-squares ad justment.

Solving (A.1-1) for $V$ and substituting in (A.1-2) produces

$$
\begin{equation*}
q-[U-F(G)]^{\top} W[U-F(C)] \tag{A.1-3}
\end{equation*}
$$

The problem then is to find $G$ such that $q$ is minimum.
The difficulty in obtaining a solution to the above problem lies in the fact that $F$ in (A.1-1) is a nonlinear function, and this in general there is no closed form solution. One way of solving the problem is to use some type of general numerical minimization technique, in which on various iterations new values of $C$ are tried, $q$ is recomputed each time, and $q$ is driven to a minimum. However, such methods tend to converge rather slowiy. Also, numerical problems may occur if $q$ has a very broad minimum, for round-off errors may give rise to :purtous local minima. Instead of such an approach, to find the minimum of 9 , we will differentiate ( $A .1-3$ ) with respect to $C$, set the result to zero, and solve for $G$ Iteratively. (A numerical value of $q$ then never needs to be computed to obtain $G$.)

In order tc follow the steps of this process, we rewrite (A.1-3) in terms of the elements of the matrices, as follows (where a particular etement of matrix is represented by the corresponding lower-case lecter with appropriate integer subscripts).

$$
\begin{equation*}
q=\sum_{i, j}\left[u_{i}-f_{i}(G)\right] u_{i j}\left[u_{j}-f_{j}(G)\right] \tag{A,1-4}
\end{equation*}
$$

Differentiating this produces

$$
\frac{\partial q}{\partial g_{k}}=-2 \sum_{i, j} \frac{\partial f_{i}}{\partial g_{k}} w_{i j}\left[u_{j}-f_{i}(G)\right]
$$

Since (A.1-5) is a nonlinear equation, to solve it for $G$ when $\partial q / \partial g_{k}$ is set to zero, we will use Newton's method. To do this, the partial derivatives of $\partial g / \partial g_{k}$ are needed. These are

$$
\begin{equation*}
\frac{\partial^{2} q^{\prime}}{\partial g_{k} \partial g_{l}}=2 \sum_{i, j} \frac{\partial f_{i}}{\partial g_{k}} w_{i j} \frac{\partial f_{j}}{\partial g_{l}}-2 \sum_{i, j} \frac{\partial^{2} f_{i}}{\partial g_{k} \partial g_{l}} w_{i j}\left[u_{j}-f_{j}\right] \tag{A,1-6}
\end{equation*}
$$

The corrections $d_{i}$ needed to $g_{i}$ are related to the above by

$$
\begin{equation*}
\sum_{j} \frac{\partial^{2} q}{\partial g_{i} \partial g_{j}} d_{j}=-\frac{\partial q}{\partial g_{i}} \tag{A.1-7}
\end{equation*}
$$

(These corrections would be exactly correct if $F$ were linear.) We can now revert to matrix notation, by defining the $n$-by-m matrix $P$ to be composed of the partial derivatives of the function $F$, such that

$$
\begin{equation*}
p_{i j}=\frac{\partial f_{i}}{\partial g_{j}} \tag{A.1-8}
\end{equation*}
$$

and the $n$-by-m-by-m matrix $R$ to be composed of the second derivatives of $F$. such that

$$
\begin{equation*}
r_{i j k}=\frac{\partial^{2} \partial f_{i}}{\partial g_{j} \partial g_{k}} \tag{A.1-9}
\end{equation*}
$$

Substituting (A.1-5) and (A.1-6) into (A.1-7), using these definitions, and dividing tinrough by 2 produces

$$
\begin{equation*}
\left[P^{\top} W P-R^{\top} W(U-F)\right] D=P^{\top} W(U-F) \tag{A.1-10}
\end{equation*}
$$

where $F, P$, and $R$ are all implicit functions of $G$. (An approximate value of $G$ used to obtain $F, P$, and $R$ in $(A .1-10)$ defines the correction $D$ needed to obtain a more accurate value.) Notice that $R$ is a strange creature, a three-dimensional matrix. These are not usually defined in matrix algebra, but the usual definitions can be generalized to handle them. In particular, a product of the form $A-R^{\top} W B$, where $A, R, W$, and $B$ have respectively two, three, two, and one dimensions, is given by $a_{k l}=\Sigma r_{l l k^{w}} w_{j}{ }_{j}$, where the summation is over all values of $i$ and $j$. (Of the five possible ways of rearranging the three indices, the transpose of a three-dimensional matrix is defined here as reversing the order of the three indices.)

The solution for $D$ can expressed in terms of the matrix inverse as foliows:

$$
\begin{equation*}
D=\left[P^{\top} W P \cdots R^{\top} W(U-F)\right]^{-1} P^{\top} W(U-F) \tag{A.1-11}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
D=\left[I-\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)\right]^{-1}\left(P^{\top} W P\right)^{-1} P^{\top} W(U-F) \tag{A.1-12}
\end{equation*}
$$

where $I$ denotes the identity matrix (in this case $m$-by- $m$ ). $D$ as obtained above using an approximate value of $C$ would be added to this value of $C$ to obtain a more accurate value. and this process would repeat until it converged.

The worst part of the above solution is the necessity to compute the partial derivatives. Often they are difficult to derive analytically and difficult to compute accurasely numerically. In either case they are time-consuming to compute. These difficukies are usually much worse for the second derivatives $R$ than for the first derivatives $P$. Furthermore, there are $\boldsymbol{m}^{2}$ second derivatives to compute and only $n \mathrm{~m}$ first derivatives. Therefore, it is highly desirable to be able to amit the second derivatives from the computation. We will now consider the effect of naglecting them.

With a reasonable first approximation, and especially on later iterations, the discrepancies $U-F$ are small. Aiso, if the function $F$ is reasonably smooth, the second derivatives $R$ are amall. Of course, what is considered small is reiative. In this case smaliness depends on the magnituce of the first derivatives $P$. If $U-F$ and $R$ are small enough so that the relative change in $P$ is small when $G$ changes enough to cause $F$ to vary by amounts on the order of $U-F$, then the nonlinearities are not having much effect, and the elements of $R^{\top} W(U-F)$ are small compared to the eiements of $P^{\top} W P$. Thus a good approximation in such cases can be obtained by setting $R$ to zero in (A.1-11) or (A.1-12), which produces

$$
\begin{equation*}
D \approx\left(P^{\top} W P\right)^{-1} P^{\top} W(U-F) \tag{A.1-13}
\end{equation*}
$$

The use of this approximation is known as the Gause method, because Gauss originally used it on ordinary leas-squares problems.

It is important to realize that only the second derivatives of $F$ are neglected in the Gauss method. The seccond derivatives of $q$ depend not onily on these but also on the first derivatives according to (A.1-6). Under the assumptions in the previous paragraph the first term on the right of (A.1-6) usually is considerably larger than the second term, and thus the mecond derivatives of $q$ will be farily accurate.

The approximate (Causs) corrections given by (A.1-19) are juss the accurate (Newton)
corrections given by (A.1-11) or (A.1-12) premultiplied by $I-\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)$. The accurate corrections given by (A.1-11) or (A.1-12) attempt to nullify an error in $\boldsymbol{G}$ which Newton's method has estimated to be $-D$, since $-D+D=0$. But, if the Gauss method is used instead, we have in effect $-D+(I-A) D=-A D$, so that the vector of errors in $G$ on each iteration is premultiplied by $A=\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)$, neglecting the higher order effects neglected in Newton's method. Therefore, using the approximation (A,1-13) cannot effect the final solution, unless it destroys the convergence. The matrix $\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)$ will tend to become constant as the solution convergences, as the discrepancies $U-F$ converge to the final value of the residuals $V$. Thus the Gauss method changes the quadratic convergence of Newton's method to linear convergence, if convergence is achieved. If all of the eigenvalues of $\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)$ have an absolute value less than one, convergence will be preserved, and the smaller the eigenvalues are, the faster convergence will be. (A fter several iterations, the error will tend to decrease by a factor equal to the absolute value of the largest eigenvalue.) From the arguments in the previous paragraph, the eigenvalues should be small, except when the initial approximation is very wrong (causing $U-F$ to be large) or when $F$ is very nonlinear (causing $R$ to be large). Thus, except in these cases, the solution should converge rapidly. ( $A$ way of converting the linear convergence of the Gauss method into quadratic convergence without computing $R$ will be discussed in a later section.) Some of these matters are discussed further by Bard [1974]

The solution using (A.1-13) is usually obtained by a different approach (as in Brown [1955 and 1957] and Mikhail [1976]). This approach approximates (A.1-1) by a linearization based on the partial derivatives of $F$, solves the resulting linear problem, and iterates this process to obtain the solution to the nonlinear problem. Thus let $G_{0}$ denote an approximacion to $G$. Then equation ( $A .1-1$ ) can be approximated as follows:

$$
\begin{equation*}
U=F\left(G_{0}\right)+P\left(G_{0} X G-C_{0}\right)+V \tag{A.1-14}
\end{equation*}
$$

where $P$ is defined by ( $A . \mid-8$ ) and its functional dependence on $C$ has been explicitily indicated. We now define

$$
\begin{gather*}
E=U-F\left(G_{0}\right)  \tag{A.I-15}\\
D=G-G_{0}
\end{gather*}
$$

Then (A.1-14) can be rewritten as

$$
\begin{equation*}
E=P D+V \tag{A.1-16}
\end{equation*}
$$

Thus we have replaced the nonlinear equation (A.1-1) by the linear equation (A.1-16), in which $\boldsymbol{E}$ represents the discrepancy between the observations and their computed values using the current approximations of the parameters, and $D$ represents the corrections needed to the parameters. Therefore, we now wish to solve for $D \ln (A .1-15)$ so as to minimize $q$ in (A.I-2). This is a standard problem in linear sutiatical models. (See, for
example, Graybill [1961]) The solution for $D$ is

$$
\begin{equation*}
D=\left(P^{\top} W P\right)^{-1} P^{\top} W E \tag{A.1-17}
\end{equation*}
$$

which is the same as (A.1-13).

The covariance matrix $\mathbf{S}_{\boldsymbol{C}}$ of the errors in the converged values of the parameters $\boldsymbol{G}$ can be obtained from the covariance matrix $S_{U}$ of the errors in the observations $U$ by the usual linear approximation of premultiplying by the matrix of partial derivatives of the transformation and postmultiplying by the transpose of this matrix. In this case the transformation from $U$ to $G$ in the neighborhood of the converged values is given by approximately (A.1-13) or more accurately by (A.1-12). (Regardless of which method was used to produce the converged values of $G$, the answer is the same. Thus the use of (A.1-12) will produce a more accurate error propagation than (A.1-13), aithough (A.1-12) is still only an approximation in this regard if higher-order terms are corisidered.)

If the accurate transformation (A.1-12) is used, the matrix of partial derivatives will contain terms produced when (A.1-12) is differentiated relative to both occurrences of $U$ in (A.1-12). However, when the derivatives are evaluated at the converged values, the effect of the first term drops out, since $P^{\top} W(U-F)$ is then zero (because $D$ is then zero). Thus we have

$$
\begin{align*}
& S_{C}= \\
& {\left[I-\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)\right]^{-1}\left(P^{\top} W P\right)^{-1} P^{\top} W S_{U} W P\left(P^{\top} W P\right)^{-1}\left[I-\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)\right]^{1, T}} \tag{A.1-18}
\end{align*}
$$

If $W=S \bar{U}$, as it should for the optimum solution, this reduces to

$$
\begin{equation*}
S_{C}=\left[I-\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)\right]^{-1}\left(P^{\top} W P\right)^{-1}\left[I-\left(P^{\top} W P\right)^{-1} R^{\top} W(U-F)\right]^{-1, T} \tag{A.1-19}
\end{equation*}
$$

Using the approximation of neglecting the second derivalived, as in (A.1-13), reduces this to

$$
\begin{equation*}
S_{C}-\left(P^{\top} W P\right)^{-1} \tag{A.1-20}
\end{equation*}
$$

(Remember that (A.1-19) and (A.I-20) are correct only if $W$ is the inverse of the covariance matrix of the observation errors.)

Note that even though (A.1-19) was derived using the linear approximation for covariance propagation, it contains the second derivatives of $F$. An even more accurate result could be obtained by considering second-order effects in the propagation, although this would require knowledge of moments of the error distribution of higher order than the second. This result would contain squares and cross products of the second derivalives. whereas they occur to the first power in (A.1-19). Therefore, If the second derivatives are
small, (A.1-20) and (A.1-19) can be considered the first two members of an infinate sequence of better approximations, accurate to higher powers of the second derivatives. In most cases (A.1-20) is quite adequate, since the error estimates usually are not known very accurately anyway.

It often is desired to know the covariance matrix of the residuals. (It is useful to compare the magnitude of the residuals to the square roots of the diagonal elements of their covariance matrix, for editing purposes, as will be described in a Section A.5.) For the approximate (Gauss) case, this can be derived by first obtaining the equation for the residuals by solving (A.1-16) for $V$, substituting (A.1-17) for $D$, and factoring out $E$, to produce

$$
\begin{equation*}
V=\left(I-P\left(P^{\top} W P\right)^{-1} P^{\top} W\right] E \tag{A.1-21}
\end{equation*}
$$

Then, since the covariance matrix of $E$ is the same as that of $U$, the co at ance matrix of $V$ can be obtained by premultiplying $S_{U}$ by the coefficient of $E$ (in brackets) in (A.1-21) and postmultiplying it by the transpose of this coefficient. If $W=S_{\mathcal{J}}$, the resulting expression simplifies to

$$
\begin{equation*}
s_{V}=s_{U}-P\left(P^{\top} W P\right)^{-1} P^{\top} \tag{A.1-2.2}
\end{equation*}
$$

Note that by using ( $\mathrm{A} .1-20$ ) the second term in this equation is seen to be the covariance matrix of the adjusted parameters propagated into the observations; thus it is the covariance matrix of the adjusted observations. Therefore, (A.1-22) says that the covariance matrix of the residuals is equal to the covariance matrix of the observations minus the covariance matrix of the adjusted observations. This may seem appropriate. because the residuals are the observations minus the adjusted observations. However, this should be considered a coincidence, because the covariance matrix of the difference or sum of iwo vectors is the sum of their covariance matrices, not the difference, if the vectors are uncorrelated with each other. Here, the particular way in which the observations and the adjusted observations are correlated produces the above result. Turning this around and expressing the observations as the sum of the adjusted observations and the residuals (and similarly for their covariance matrices) produces the somewhat surprising result that the residuals are uncorrelated with the ad pusted observations. (Remember that these results holds only in the Gauss approximation and only if the weight matrix is the inverse of the covariance matrix of the observations.)

In many cases $W$ can be partitioned into a diagonal matrix of matrices. Let each of these submatrices on the main diagonal of $W$ be denoted by $W_{i}$. In the corresponding manner $E$ and $P$ are partitioned by rows into $E_{i}$ and $P_{i}$ (What we have done is to group the observations into sets so that there is no correlation of errors between members of different sela.) Then ( $\mathbf{A}, 1-17$ ) and ( $\mathrm{A}, 1-20$ ) can be rewritien as

$$
\begin{gather*}
H=\sum_{i} P T W_{i} P_{i} \\
C=\sum_{i} P T W_{i} E_{i}  \tag{A.1-23}\\
D=H^{-1} C \\
S_{C}=H^{-1}
\end{gather*}
$$

Note that, if the errors in all of the observations are uncorrelated, $W_{i}$ and $E_{i}$ are I-by-1 matrices, which can be represented as the scalars $w_{i}$ and $e_{i}$ and $P_{i}$ is a $i$ by m matrix. Furthermore, if all of the $w_{i}$ are equal, they cancel out of the equation for $D$, and we have an unweighted solution (ordinary least-squares).

Several other quantities of interest can be derived from the solution. We will present these for the general partitioned Gauss case, with $W_{i}=S_{V_{i}}$. The adjusted value of $E_{i}$ is $P_{i} D$. The residuals are

$$
\begin{equation*}
V_{i}=E_{i}-P_{i} D \tag{A.1-24}
\end{equation*}
$$

The quadratic form is

$$
\begin{equation*}
q=\sum_{i} v T w_{i} \nu_{i} \tag{A.1-25}
\end{equation*}
$$

The expected value of $q$ is $n-m$. If the scale factor of the covariance matrix of observation errors is unknown, $W$ can be adjusted by the ratio $(n-m) / q$ and $\$_{C}$ by the ratio $q /(n-m)$. Otherwise, $q$ can be used as a test on the adjustment; for, if the observation errors have the Gaussian distribution, then $q$ has the chl-square distribution with $n$ - $m$ degrees of freedom. (Proofs of these properties of $q$ can be found in Graybill (19611) $S_{C}$ represents the covariance matrix of errors in the adjusted parameters. The square roots of the diagonal elements of $S_{C}$ are the standard deviations of the adjusted parameters. The correlation matrix of the parameters can be obtained from $S_{G}$ by dividing the i.j element by the product of the standard deviations of the ith and fth parameters, for all 1 and J . Other results which follow directly from the results for the unpartitioned case are the covariance matrix of the adjusted observations $P_{S} S_{C} P T$ and the covariance matrix of the residuals $S_{U_{i}}-P_{S} S_{C} P T$. (Some of these matters are discussed further by Brown (1955 and 1957d)

The solution of the nonlinear problem can now be described as follows. An initial approximation is used to compute the discrepancies $E_{i}$ and the partial derivatives $\boldsymbol{P}_{i}$. Then $D$ is computed from (A.1-23) and is added to the current approximation for $C$ to obtain a better approximation. This process repeats untll there is no further appreciabie change in $G$. Then the final values from the last iteration can be used to obtain ${ }^{\boldsymbol{S}} \boldsymbol{C}, V_{i}$,
q. and the other derived quantities described above. Of course, for convergence to the absolute minimum of $q$ rather than convergence to some local minimum or divergence, it is necessary that the initial approximation be sufficiently close to the true solution. In most practical problems this is not critical; in fact, often there is only one minimum.

As previously discussed, the above solution for $G$, when converged, produces the true generalized least-squares adjustment regardless of the nonlinearity. However, the properties that the solution for $G$ is minimum-variance and unblased are only approximate in the nonlinear case. Also, as previously discussed, $S_{C}$ as computed above is oniy approximately the covariance matrix of the errors in the final value of $G$ in the nonlinear case. However, If the amount of nonlinearity over the range of the measurement errors is small, these results will be fairly accurate.

Often it is desired to have observations directly on the parameters. There are several possible reasons for this. There may be some a priori information about the parameters that one wants to combine into the solution. Also, it may be desired to give the initial approximations a very small amount of weight in the solution, so that in case one of the parameters would otherwise be indeterminate, it will be constrained sufficiently to prevent the $H$ matrix from being singular and thus to allow a solution for the other parameters to be obtained. Finally, it may be desired to remove a parameter from the adjustment and to constrain it to a fixed value. This can be done by assigning a very large weight to the given value (although it would save computer time to delete this quantity from the parameters in the program instead). In any of these cases the desired effect can be achieved by creating an additional $m-b y-m P_{i}$ matrix, say $P_{0}$, equal to the identity matrix. Corresponding to this there is $E_{0}$, equal to the given a priori value of $G$ minus the current approximation of $G$, and an $m-b y-m$ matrix $W_{0}$, the desired a priori weight matrix. These are included in the summations for $H$ and $C$ just like any other observations.

A few comments should be made about the numerical aspects of performing the computations. The $H$ matrix is always non-negative definite; that is, if it is not singular it is positive definite. The best strategy to use when inverting a positive-definite matrix by an elimination rechnique is to pivot on the main diagonal. (See Forsyithe and Moler [1967].) Therefore, a simple matrix inverter without any pivoing can be used to obtain $H^{-1}, ~ H$ is also symmetrical; therefore, some computation time can be saved if an inverter which makes use of this fact is used. However, if $n$ is considerally larger than m, much more time is spelit in computing $H$ than in inverting $I t$, so this may be hardly worth the trouble. In problems where the solution is nealiy indeterminate, $H$ will be nearly singular, and much accuracy can be losi because of numerical roundoff error. In such cases it may be necessary to use double precision in the computations for $H, C, D$, and $S_{C}$ according to (A.1-29). including the inversion of $H$. (If a good inverter is used, there is usually not much point in having it in double precision unleis a double-precision $H$ is avallable to invert. as explained by Forsythe and Moler (1967]) However, high precision is nor needed in computing the discrepancies $E_{j}$ and the partial derivatives $P_{i}$, as long as consistent values
are used throughout the computations for $H$ and $C$.

## A. 2 Correlated Errors

The solution presented in the previous section aliows the observation errors to be correlated in an arbitrary way, as represented by the covariance matrix $S_{U}$. However, in order to partition the solution correctly according to A.1-23, the errors in the different groups must be uncorrelated. But because of the great savings of time and storage that the partitioned solution allows, it sometimes is desirable to approximate the complete solution by means of the partitioned solution, even though the errors are correlated. This section describes a way in which this can be done under some circumstances.

It sometimes is the case that the observations are performed at points distributed throughout some space, with the covariance of different points always being less than the variance of any point and being negligible for points so far apart that their effects on the solution are significantly different (that is, have significantly different $P_{i}$ matrices). For exampie, in the stereo camera model solution described in Chapter 3, the covariance between points is caused by the additional errors described in Section 3.2, whose covariance is a function of the distance between the points in the image plane and is assumed to be negligible for far-apart points.

In such a case the following approximation can be made. The covariance matrix $S_{U}$ is partitioned into the covariance matrices $S_{i j}$ of each pair of points 1 and $j$. (in the case of the camera model adjustment, each individual covariance matrix $S_{i j}$ for points $i$ and $j$ is then 2.by-2.) Then an artificial covariance matrix for each point is computed as follows:

$$
\begin{equation*}
\hat{s}_{i j}-\sum_{j} s_{i j} \tag{A.2-1}
\end{equation*}
$$

and all $\hat{S}_{i j}$ are assumed to be zero for $(\mathrm{Hj}$. The results from ( $\mathrm{A} .2-1$ ) are inverted to produce $W_{i}$ for each point.

To see why this approximation works, consider the following extreme case, where the assumptions apply either to the entire covariance matrix $S_{U}$ or to each of its submatrices partitioned (in the usual way for (A.1-29)) into groups of points with no correlation between groups. Assume that when the covariance matrix is partitioned further into submatrices corresponding to the points, all of the these submatrices on the diagonal are equal, all of the off-diagonal submatrices are equal, and all of the corresponding submatrices of $P$ are equal (within a given group).

Under the above assumplions, the covariance matrix of each group can be considered to be made up of submatrices corresponding to the points such that the main-diagonal
submatrices are $A+B$ and the off-diagonal submatrices are $B$. Then by multiplying the matrices it is easily verified that the Inverse of the covariance matrix of the group of points contains $A^{-1}-\left(A+n_{p} B\right)^{-1} B A^{-1}$ everywhere on the diagonal and $-\left(A+n_{p} B\right)^{-1} B A^{-1}$ everywhere off the diagonal, where $n_{p}$ is the number of points in the group.

Because of the assumption about $P$, the constant submatrices of $P$ (denoted here by $P_{0}$ ) allow the terms for this group in the summations for $H$ and $C$ in (A.1-23) (or the corresponding portions of the unpartitioned solution in (A.1-17)) to be factored into $P_{0}^{\top}\left(\boldsymbol{\Sigma} W_{i j}\right) P_{0}$ and $P_{0}^{\top}\left(\boldsymbol{\Sigma} W_{i j} E_{j}\right)$, respectively, where the summations are over all values of $t$ and j. (The index $i$ here should not be confused with $i$ in (A.i-23), which is for the higher-level of partitioning, if any.) Thus it can te seen that the group of points is equivalent to one point which is the weighted average of the points, where the weight matrix for each group is the sum of the row (or column, since the matrix is symmetrical) of weight submatrices corresponding to this point. From the previous paragraph the sum of a row of submatrices of the inverse of the covariance matrix is seen to be $A^{-1}-n_{p}\left(A+n_{p} B\right)^{-1} B A^{-1}$, which simplifies to $\left(A+n_{p} B\right)^{-1}$. Under the approximation of (A.2-1) the artificial covariance matrix for this group consists of submatrices $A+n_{p} B$ on the diagonal and zero elsewhere. Inverting this and summing over the row produces $\left(A+n_{p} B\right)^{-1}$ (since there is only one term in the summation). This is equal to the exact result just produced. Therefore, in this special case the approximation is exact.

For another limiting case in which the approximation is exact, consider the points to be equally spaced in a Euclidean space of an arbitrary number of dimensions, with the covariance between a pair of points a function only of the coordinates of one point relative to the other. Thus, in the nomenclature of time series analysis, the errors are said to be stationary, and the covariances form the autocovariance function. Summing the autocovariance according to (A.2-1) over all of the space produces the zero-frequency value of the Fourier transform of the autocovariance function, which is the power spectrum of the errors. (See Blackman and Tukey [1958].) Therefore, what we have done is to use the value of the power spectrum at zero frequency. Grenander [1954] and Watson (1967] have shown that the component of correlated errors that affects a least-squares adjustment is the portion of the power spectrum at the frequencies contained in the $P$ matrix. Since we have assumed here that the $P$ matrix varies very slowly, the important frequency components are all near zero frequency. Therefore, using the power spectrum at zero frequency, as the approximation does, is the correct thing to do in this case.

When the above approximation is used, the adjusted parameters and their covariance matrix (computed from the solution using the artificial covariance matrix according to (A.2-1)) are correct within the limitations of the approximation. However, the quadratic form computed from ( $\mathbf{A}, 1-25$ ) using the inverse of the artificial covariance matrix for $\boldsymbol{W}$ does not agree with that from (A.1-2) and thus does not have the usual propertles described in Section A.I. (Its expected value and degrees of freedom are in general less than $n-m$.) The quadratic form computed from (A $1-2$ ) using the true covariance matrix woild be
correct, but it would be time-consuming to compute. It is possible to approximate the actual distribution of $q$ from (A.1-25) under this approximation, but that will not be discussed here.

One problem remains. When the covariance matrix of residuals is computed according to (A.1-22) (or the corresponding partitioned form), the true covariance matrix of the observations must be used for $S_{U}$, whereas the artificially augmented covariance matrix was used to obtain the covariance matrix of the adjusted observations. Because the covariance matrix of residuals is the difference between the two, if for some observation the variance of the adjusted observation is neariy as large as the variance of the observation, any error in the former caused by the inaccuracy of the approximation will cause a relatively large error in the variance of the residual. The main problem occurs when the conditions of the approximation are not met well, in that the extent of the correlation in observation space exceeds the extent of the similar $P$ matrices. In this case the variance of the adjusted observation will be overestimated, and the computed variance of the residual can actually become negative. The problem can be avoided by using the fact that a reasonable upper limit for the variance of an adjusted observation is as follows:

$$
\begin{equation*}
\sigma_{u_{i}}^{2} \leq \gamma+\frac{\sigma_{u_{c, i}}^{2} s_{i i}}{\hat{s}_{i i}} \tag{A.2-2}
\end{equation*}
$$

where $\sigma_{u_{c, i}}^{2}=P_{i} S_{G} P T$ is the computed variance of the adjusted observation, $s_{i i}=\sigma_{u_{i}}^{2}$ is the variance of the observation, $\hat{s}_{i i}$ is the augmented variance of the observation actording to (A.2-1), and $\gamma$ is the greatest $s_{i j}$ for idj (largest covariance beiween ihds observation and any other). Thus the minimum of $\sigma_{u_{c, i}}^{2}$ and the limit from (A.2-2) can be used for $\sigma_{i, j}^{2}$ and the variance of the residual is then obtained by $\sigma_{v_{i}}^{2}=\sigma_{u_{i}}^{2}-\sigma_{u_{i}}^{2}$ instead of by using (A.1-22).

## A. 3 Variance Adjustment

The solution in Section A.I assumes that the covariance matrix $S_{U}$ is known, so that it can be inverted to obtain the weight matrix. Often this is not the case, and some information about it must be obtained from the wolution itself. Of course, if nothing at all is known about $S_{U}$, there is not much hope. However, if some information is avallable about it, the solution may be able to estimate the rest by utilizing information contained in the residuals. (An accurate estimate can be obtained only if the number of observations $n$ is sufficiently greater than the number of parameters $m$ so that there is enough information in the residuals. If $n-m$, the residuals are zero.) One example of this was mentioned in Section A.I, concerning the well-known use of the quadratic form to ad just the scale factor of $S_{U}$. A more elaborate case is discussed in this section, which is used in the implemented version of the stereo camera model ad jusiment.

Suppose that the covariance matrix can be expressed as the sum of two positive-definite symmetrical matrices, as follows:

$$
S_{U}=A+\gamma B
$$

such that $A$ is known exactly, $B$ is known exactly, and the scale factor $y$ is unknown except for an a priori value $\boldsymbol{\gamma}_{0}$ and its variance $\sigma_{\boldsymbol{\gamma}_{0}}^{\mathbf{2}}$. (In the camera model adjustment, $A$ corresponds to errors estimated by the correlator, $\boldsymbol{\gamma}$ corresponds to the additional error discussed in Section 3.2, and $B$ is its torrelation matrix.)

In order to estimate $\gamma$, one approach that might be tried is to use the fact that the expected value of the quadratic form is the number of degrees of freedom of the ad justment (the number of observations minus the number of parameters), as mentioned in the previous section. Thus substituting (A.3-1) into (A.1-2) and setting the quadratic form equal to $n-m$ produces the equation $V^{\top}(A+\gamma B)^{-i V}=n-m$. This could be solved for $\gamma$. (The residuals would be obtained from 2 solution using the old value of $\gamma$, from the previous iteration.) However, this equation is equivalent to an $n$ th-degree polynomial in $\boldsymbol{\gamma}$, and solving tt would be very time-consuming. Therefore, a different approach is used.

Let $r_{i}$ be the ratio of the variance of the $i$ ith observation to the variance of the th residual. Thus

$$
\begin{equation*}
r_{i}=\frac{\sigma_{u_{i}}^{2}}{\sigma_{v_{i}}^{2}} \tag{A.3-2}
\end{equation*}
$$

where $\sigma_{v_{i}}^{2}$ is a diagonal element of $S_{V}$ obtained from (A.1-22). By definition, $\sigma_{v_{i}}^{2}$ is the expected value of $v_{i}^{2}$ (since the expected value of $v_{i}$ is zero). Therefore, usiag the diagonal elements of (A.3-1) to obtain $\sigma_{\mu_{i}}^{2}$ in (A.3-2) and rearranging produces

$$
\begin{equation*}
\theta_{i i} \gamma=r_{i} \varepsilon v \hat{i}-a_{i i} \tag{A.3-3}
\end{equation*}
$$

where the symbol $\varepsilon$ represents the mathematical expectation operator. Now, $v_{i}^{?}$ can be considered to be an estimate of $\mathcal{E} v_{i}^{?}$ based on one sample. Thus, if the squared residual (obtained from a solution using the ohd value of $\gamma$ from the previous tieration) is used in (A.9-3) in place of its expected value (and $r_{f}$ from the previous iteration is used). (A.9-3) can be solved for $\gamma$. Of course, one sample of a squared residual does not produce a good estimate for the variance, but there are $n$ equations (A.3-3), one for each observation in the ad justment. Thus an adjustment can be done for $\gamma$ with $n$ observations, using ( $\mathrm{A} .3-9$ ) as the condition equations. These observations will be called "variance observations" to distinguish them from the observations $u_{i}$ in the main adjustment. (If the covariances were
used also, there would be $\frac{1}{2} n(n+1)$ variance observations. However, using this many observations would be time-consuming and would complicate the analysis below, with little added benefit, since the main-diagonal elements contain most of the information except in the case of highly correlated errors. In such a case it may be desirable to perform a rotation to diagonalize $A$ in order to utilize more fully the available information, but this is not done in the implemented stereo camera model ad justment.)

Because the variance of the adjusted observations is usually much smaller than the variance of the observations (assuming that $n \gg m$ ), $r_{i}$ for most observations is only slightly greater than 1 . Thus its effect usually is only a slight correction, and using the value from the previous iteration is satisfactory. In any case, when convergence is achieved, the value will be correct. (In fact, the value of $1 / r_{i}$ averaged over all observations is usualiy close to ( $n-m) / n$, although when the approximation in Section A. 2 is used this value must be altered. Thus in many cases it is a reasonable approximation to use a constant value of $n /(n-m)$ for all $r_{i}{ }^{\prime} s$.)

In order to combine the above measurements of $\boldsymbol{\gamma}$ correctly, the covariance matrix of the variance observations must be known in order to obtain the weight matrix. The variance observations according to (A.3-3) correspond to the right side of the equation. Since $a_{i i}$ is known, the covariance matrix of the variance observations is the same as the covariance matrix of $r_{i} \nu_{i}$. As an approximation, it is assumed here that $r_{i}$ is known. Thus, the covariance of the $i$ th and fth variance otservations is $r_{i}{ }^{r} j$ times the covariance of $v_{i}{ }^{2}$ and $v_{j}^{2}$. In general, the variances and covariances of the squares of variables cannot be obtained if only the variances and covariances of the variables are known. However, if the variables have the normal distribution with zero mean, then the variances and covariances (about the mean) of the squares of the variables are twice the squares of the respective variances and covariances of the variables. Under this assumption, which is valid if the original observations have the normal distribution, the covariance of the th and fth variance observations is

$$
\begin{equation*}
s_{i j}-2 r_{i} r_{j} \sigma_{v_{j} j}^{2} \tag{A.3-4}
\end{equation*}
$$

where $\sigma_{v_{i} v_{j}}^{2}$ is the $i, j$ element of $S_{V}$, which can be obtained by using (A.9-1) and (A.1-22) from the previous iteration. (When $n \gg m$, a fair approximation for $s_{i j}$ would be $2 \sigma_{m j}^{2}{ }_{j}{ }^{-}$ $2\left(a_{i j}+\gamma b_{i j}\right)^{2}$, using the value of $\gamma$ from the previous iteration. This is exact for the diagonal elements but neglects the correlations that the solution has introduced into the ad justed observations. This approximation is used in the camera model ad justment, since it avolds having to compute the entire covariance matrix of residuals.) Then these values of $s_{i j}$ are assembled into the matrix $S_{T}$, the covariance matrix of the variance observations. (To avold confusion with the symbols $U, W$, and $P$ in the main adjustment, the Greek letters $T, \Omega$, and $\Pi$ are used here for the corresponding matrices in the variance adjustment.) Then $\Omega=S_{T}^{-1}$ produces the weight matrix for the variance observalions. (It
might be pointed out here that the covariance matrix of residuals is singular. However, the matrix composed of the squares of its elements in general is not singular if $\boldsymbol{n}$ is sufficiently large. Even if it is singular, the method in Section A. 2 can recover the needed information in many cases.)

Then the variance adjustment can be done using (A.1-17). The $\Pi$ matrix (corresponding to $P$ there) is a column matrix containing the $\boldsymbol{b}_{\mathbf{i i}}$ values, and $T$ (corresponding to both $U$ and $E$ in the main adjustment, since (A.3-3) is linear in $\gamma$ ) is a column matrix containing the values $r_{i} \nu_{i}^{2}-a_{i j}$. (Do nok confuse the symbol $\Pi$ with the larger symbol used to denote products.) Then

$$
\begin{align*}
& \gamma=\frac{\Pi^{\top} \Omega T+\frac{\gamma_{0}}{\sigma_{\gamma_{0}}^{2}}}{\Pi^{\top} \Omega \Pi+\frac{1}{\sigma_{\gamma_{0}}^{2}}}  \tag{A.3-5}\\
& \sigma_{\gamma}^{2}=\frac{1}{\Pi^{\top} \Omega \Pi+\frac{1}{\sigma_{\gamma_{0}}^{2}}}
\end{align*}
$$

where the a priorl value $\boldsymbol{\gamma}_{0}$ and its weight $1 / \sigma_{\boldsymbol{\gamma}_{0}}^{2}$ have been introduced in the proper way. (Since II and $T$ each have only one column, the matrix products in (A.s-5) produce i-by-1 matrices, which are equivalent to scalars.) However, because of randonn fluctuations it is possible for $\boldsymbol{\gamma}$ from (A.S-5) to be negative. If this happens, it should be set to zero instead.

Because $\boldsymbol{\gamma}$ is used in obtaining the weights to be used for computing $\boldsymbol{\gamma}$, the above process is iterative. A complete iterative solu. .nn for $\boldsymbol{\gamma}$ could be done on each iteration of the main solution. However, this is not necessary. Oue iteration of the variance ad justment can be done on each iteration of the main adjustment, and the variance and the main parameters will converge together. Note that, since the main adjustment has not yet converged, it is actually the discrepancies insiead of the residuals that are used in $T$ in (A.3-5). This will cause $\gamma$ to be an overestimate on the early titerations. But as the discrepancies converge to the residuals, $\gamma$ will converge to the proper value.

Instead of using (A.9-5) as is, it can be partitioned in the same manner as (A.1-17) was partitioned to obtain (A.1-23), If the appropriate off-diagonal terms of $\Omega$ are negligible. But even if certain off-diagonal terms in the main observation covariance matrix $S_{U}$ are zero, they won't be zero in $S_{\gamma}$, because of the correlations introduced by the main adjustment into the residuals. Of course, if the approximation of using twice the squares of the elements of $S_{U}$ for the elements of $S_{T}$ is used, then the variance solution can be partitioned in the same way as the main solution. In any event, the approximate way of handling correlated errors described in Section A. 2 can be used, and this would allow the same partitioning to be used in the two sotutions.

## A. 4 Convergence Acceleration

In Section A.i it was pointed out that the solution described there using the Gauss method undergoes linear convergence. In many cases this is adequate, but sometimes the convergence is quite slow. This section describes a way of accelerating the convergence of the Gauss method, which converts it into quadratic convergence. This method is used in the stereo camera model adjustment. (in the case where there is only one parameter being adjusted, this method, except for the acceptance test described below, is equivalent to Aitken's extrapolation, described in Acton [1970].)

Let the true (unknown) values of the parameters te represented by the vector $\boldsymbol{G}_{\mathbf{l}}$, let $G_{i}$ represent the current values of the parameters used on iteration $i$ (before the correction), and let $D_{i}$ represent the corrections computed to the parameters by the Gauss method on iteration $i$. Then ideally $D_{i}=G_{i}-G_{i}$. However, more accurately

$$
\begin{equation*}
D_{i}=A\left(G_{i}-G_{i}\right) \tag{A.4-1}
\end{equation*}
$$

where $A$ is a constant square matrix. The fact that $A$ differs from the identity matrix causes the linear convergence. (A here corresponds to $I-A$ in the discussion following (A.1-19).) Even more accurately, (A.4-1) would also contain higher-order terms in $G_{i}-G_{i}$, which are neglected here. If $A$ could be computed, it could be used to obtain a more accurate correction by solving (A.4-1) for $G_{i}-G_{i}$

Suppose that two different sets of parameter values (corresponding, say, to iterations $\boldsymbol{i}$ and $f$ ) are used in the solution and the resulting equations (A.4-1) are differenced. The result is

$$
\begin{equation*}
D_{i}-D_{j}-A\left(G_{j}-G_{i}\right) \tag{A.4-2}
\end{equation*}
$$

Everything in this equation is known except $A$, hut it cannot be solved for $A$ because it represents $m$ scalar equations in $m^{2}$ unknowns, where $m$ is the number of parameters. However, if $m$ pairs of values are used to obtain $m$ equations ( $A .4-2$ ), they can be solved. Let $C$ be an $m$-by-m matrix each of whose columns consists of one $D_{r}-L_{j}$ vector, and let $B$ be an $m$-by-m matrix each of whose columns consists of one $G_{j}-G_{i}$ vector. Then the $m$ different equations (A.1-2) are all represented by the one equation

$$
\begin{equation*}
C \sim .1 B \tag{A.4-3}
\end{equation*}
$$

In the actual procedure, $\left(D_{i}-D_{j}\right) / s$ and $\left(G_{j}-G_{i}\right) / s$ are used to form a column of $C$ and $B$, respectively, where $s$ is the magnilude of the vector $G_{j}-C_{i}$ (square root of the sum of squares of its elements). Dividing by $s$ in this way normalizes things to avoid numerical
problems caused by the rapidly diminishing size of these vectors during convergence, but the resulting equation (A.4-3) is mathematically equivalent to the above description, since the same factor is applied to corresponding columns of $C$ and $B$.

Now let $\tilde{D}$ be the desired r.are accurate vector of corrections. From (A.4-1) it can be seen that $D_{i}=A^{-1} D_{i}$. Equation (A.4-3) can be solved to produce $A^{-1}=B C^{-1}$. Substituting the latter into the jormer produces

$$
\begin{equation*}
\tilde{D}_{i}=B C^{-1} D_{i} \tag{A.4-4}
\end{equation*}
$$

Adding the results of (A.4-4) to $G_{\boldsymbol{i}}$ produces the more accurate values of the parameters.

In order for (A.4-4) to he computed, $C$ must be nonsingular. This requires that all of its columns ( $D_{i}-D_{j}$ pairs) be linearly independent, which requires that $m+1$ different $G$ 's be used to obtain the $m$ pairs used in (A.4-2). Different values of $G$ could be chosen deliberateiy to produce lineariy independent columns, but this would require $m+1$ complete computations of $D$ for each iteration, which would defeat the purpose of the acceleration. Instead, values of $G$ and $D$ from $m+1$ successive iterations are used to obtain $B$ and $C$ in (A.4-3).

Therefore, the procedure starts by going through m normal iterations. Then iteration $m+1$ is computed. Values of $G$ and $D$ from iterations 1 through $m$ are each differenced against those of iteration $m+1$ to obtain $B$ and $C$ in (A.4-3). These are used in (A.4-4) to obtain a more accurate correction for iteration $m+1$. Then iteration $m+2$ is computed, and iterations 2 through $m+1$ are each differenced against iteration $m+2$ to obtain an accelerated iteration $m+2$. This process repeats in this manner, always comparing iterations $i-m$ through $i-1$ to iteration $i$ when correcting iteration $i$, until the convergence tolerance is achieved.

A problem remains, however. As the solution converges, the direction of the error vector $G-G_{\ell}$ will tend to approach the constant direction given by the eigenvector corresponding to the largest eigenvalue of $I-A$, with only its magnitude changing. This will result in the columis of $B$ and $C$ becoming near!y proportional to each other, which causes $C$ to become nearly singuiar. (Indeed, if by accident the error vector started exactly in this direction, $C$ would be singular from the start.) But the eigenvalue of $C$ corresponding to the eigenvector in this direction will not become zero, and it is this eigenvalue that contains the information needed to compute $D$ in this case, since $D$ is in this direction also. In general, those eigenvalues of $C$ that are zero correspond to directions orthogorial to $D$. and thus do not malter. Therefore, even though $C$ may be singular, it contains the needed information. In order to extract this information, some type of generalized inverse might be used instead of the inverse indicated in (A.4-4).

However, in the implemented procedure the following is done to get around this
problem. Eirst, if possible, $C$ is inverted in the usual way, and a test is made to determine if there was excessive loss of significance. If the test ts passed, the result is used. However, if the matrix was singular or the test was tailed, a small positive quantity is added to the diagonal clemente of $C$ and another try is made. Adding this quantity to the diagonal elements increases each eigenvalue by this amount. A large eigenvalue will not be appreciably affected by this small change, but a zero eigenvalue will no bonger be zero. If all eigenvalues differ from zero by significant amounts, the matrix can be inverted accurately. Bui there may have been a negative eigenvalue which becomes close to zero by the addition. Therefore, the same test is made on the second try, and if it also fails, another try is made. The implemented procedure subtracts the same quantity from the diagonal mements of the original $C$ matrix and tries again. If this doesn't work either, it gives up and does not accelerate on this iteration. (Using up to $m$ tries with a good matrix inverter would practically guarantee success, ber,ause there are only $m$ eigenvalues.) The implemented procedure does these computations in double precision, and the quantity added is $10^{-3}$. Since $C$ has been normalized, this changes its largest eigenvalue by roughly one part in $10^{d}$. If eight significant decimal digits were used in the computations, an approprikie quantity so add or subtract would be $10^{-4}$.

Before the convergence arceberation computed above is accepted on any particular iteration, one more tesi geeds to be made. If the higher-order terms which were neglected above are large, mpplying the acceleration might make thingy worse instead of better. The test that is made invelves secing whether the normal or the accelerated solution is more consistent on two successive iterations. Whichever ore was used to produce $G$ on the previous iteration, the other value of $C$ is remembered. Both values of $C$ are obtained for this iteration. Then the magnitude of the difference of the $C$ vertors produced by the normal solution on the iwo tterations is computed, and the magnitude of the difference of the 6 vectors produced by the accelerated solution on the two trerations is compured. For this tteration, the solution for which this magnitude is less is sccepted. If there was no wcoelerated solution computed for the previous iteration (because of insufficient iterations or fallure of the matrix inversion), the normal solution is used for this iteration. (Thus the acoelerated solution will never be used until iteration $m+2$ at the earliest, since the firse acceierated sohetion isn't cormputed until iteration $m+1$. )

The magntude of a vector used above is defined us the square root of the sum of the aquares of the elements of the vector. In order for this to be a meaalingful representation of the distance between iwo solutions, the elements of the vector should be comparable quantities, whith their important effects being the same order of magniturie. If necessary, the actuai pararnetors in the adjustment should be scaled in order to achieve this condition. (This is also desirable to avoid numerical loss of significancr.)

If the variaince adjusiment described in Section A. 5 is uved, the variance estimate $\gamma$ can be considered to be one of the parmmeters for the purfisses of convergance accelerution. Then m here corresponds to $m+1$ in the main welution. However the variance must be
scaled appropriately, as described in the previous paragraph.

Because the method described here requires at least $m+2$ iterations in order to accelerate the convergence, it would not be of much use when the number of parameters is large. However, when $m$ is small and convergence is slow, it can be quite useful. The computation time it requires (consisting mostly of an m-by-m matrix inversion) is usually much less than that of the main solution, so a large cost is not paid for its use, even if it turns out not to be needied.

## A. 5 Automatic Editing

It was mentioned in Section A.I that the solution there is the maximum-likelihood solution if the errors have the Gaussian (normal) distribution. However, suppose that the errors are from two causes. There are small rando : errors on every observation approximately normally distributed, callet "noise," and there are occasional very large errors, called "wild points." The combined distribution for the total error departs greatly from the normal distribution. It consists of an approximately normal curve added to a function with a very small amplitude but a large width. The use of the unmodified solution in Section A.I would result in large errors because of the wild points. Some nonlinear solution adapted to the actual total error distribution is needed.

One approach would be to assume a particular total error distribution, and derive the exact maximum-likelihood solution for it. Compared to the ordinary weighted least-squares solution this would have the effect of giving less weight to the points with large errors on the current teration, since they would lie on the further parts of the error distribution where the curve flattens out instead of following the normal curve. In general this would be quite complicated, and it would add a great deal of nonlinearity to the solution, adversely affecting the convergence. (A crude approximation to this sort of thing is used in the object finder in Chapter 7.)

One reasonable way to approximate the above ideal in many cases can be derived from the following reasoning. Because the amplitude of the probability distribution of the wild points is so small (caused by their infrequence and vide range of values), the total error distribution curve is very nearly the normal curve for small errors (if the noise is normally distributed). But for some value of error the two probability densities are equal. and for errors greater than this the normal curve rapidly becomes neglig.ble, resulung in a flat distribution from there on. Thus the tota! curve can be approximated by a normal curve out to some threshold value and by $a$ constant beyond there. The maximurn-likelitood solution that results from this approximation is to use the points with errors less than the threshotd in the usual way and to ignore all orher points. Such a process of rejecting outlying points is called "ediling."

The correct threshold to use for the editing process depends upon the error distributions. For example, suppose that the wild points occur 108 of the time and have a distribution that is 100 times wider than that of the noise. (Both are assmed to be normally distributed for convenience, but a uniform distribution for the wild points with a width $100 \sqrt{2 \pi}$ times the standard deviation of the noise would produce the same results.) Then the height of the wild point distribution at the center is only $1 / 1000$ of that of the noise. Thus the two distributions become equal when the noise distribution is at $1 / 1000$ of its peak, since the wild point distribution is practically flat in this region. This occurs at an error of 3.7 standard deviations for the normal curve, and this would be the correct threshold in this case. In practice the exact wild point distribution is seidom known, but using a threshoid of three standard deviations for one-dimensional data is usually reasonable and is somewhat customary in editing probiems. (Cutting the normal curve off at both sides at three standard deviations results in rejecting only 0.0027 of its area.) The ratio of the threshold to the standard deviation is denoted here by t . (In order to take into account the fact that the standard deviation is not known exactly, it would be better to use a threshold based on Student's $t$ distribution instead of a constant a priori threshold, but if the variance estimate is reasonably accurate this will make little difference.)

Of course, the errors are not known. However, after performing an adjustment the residuals are known, and their covariance matrix can be computed from (A.1-22), with the correction discussed in connection with (A.2-2) imposed when the approximation in Section A. 2 is used. Therefore, the editing process used here basically checks to see whether for any observations the absolute value of the residual is greater than $t$ times the standard deviation of the residual. Several refinements are needed to this basic process, however.

Some subsets of observations may be so closely related that, if one of the observations in a subset is wrong because of a wild point, the others probably are wrong also. For example, in the stereo camera model adjustment, if a point seems to be beyond infinity, there are two observations associated with this point, as explained in Chapter 3, and the two observations should be accepted or rejected together because they both came from the same correlator measurement. The optimum way in which to do this is to compute the quadratic form of the vector of residuals for this point with the inverse of its covariance matrix, as follows:

$$
\begin{equation*}
q_{i}=v i\left[S_{V_{i}}-P_{i} S_{C} P_{i}^{T}\right]^{-1} V_{i} \tag{A.5-1}
\end{equation*}
$$

(subject to the limit given by ( $\mathrm{A} .2-2$ ) when the approximation in Section A .2 is used), where $S_{C}$ is the covariance matrix of the adjusted parameters. $S_{U_{i}}$ is the covariance matrix of the observations in this point, $P_{i}$ is the matrix of partial derivalives of the observations in this point relative to the parameters, and $V_{i}$ is the vector of residuals for this point (observations minus ad justed observations). The square rook of this quadratic form would correspond to the ratio of the absolute value of residual to its standard deviation in the case of one
observation per point. Thus a limit of $t^{2}$ on $q_{i}$ would produce a cutoff at the same probability density value of the normal curve. However, because of the greater number of dimensions in the space over which the wild points are distributed, their probability density will be less, and thus the value of the threshold $t$ perhaps should be greater than in the one-dimensional case. (In the implemented stereo camera model adjustment, $t=3$ in the one-dimensional case and $t=4$ in the two-dimensional case.)

The presence of one wild point may perturb the solution so that it approximately agrees with another wild point. Therefore, a singie check for all wild points cannot be completed in one step. After one or more points are rejected, the test must be made again on the remaining points. The most likely candidate for rejection is the observation with the largest ratio of absolute value of residual to standard deviation of residual, or the point with the largest quadratic form from (A.5-1) in the multidimensional generalization. (However, if $t$ is different for different points, this value should be scaled before comparing by dividing the residual by $t$ or the quadratic form by $t^{2}$.) As implemented in the stereo camera model adjustment, this point is rejected first if it is beyond the limit. Then the solution is recomputed and the process repeats until no more points seem to need rejecting. Previously rejected points could be retested at each step and reinstated if they are now within the limit, but this is not done in the camera model ad justment. Note that if the basic problem is nonlinear ic must be iterated to convergence on each one of these steps so that true residuals will be obtained. Therefore, the editing process consists of outer iterations, each one of which contains the inner iterations of the basic solution.

If the problern is linear and the variance of the observations is known, then the process of comparing a residual to its standard deviation computed rrom the solution using this observation suffices to indicaie whether or not this observation should be rejected. However, if the problem is nonlinear, removing a point from the solution may change things so much that the decision might be different. Also, if the variance is being ad justed (as in Section A.3), the presence of this wild point will cause the variance to be overestimated. Therefore, the residual may be less than $t$ times its overestimated standard deviation but more than $t$ times its true standard deviation. For these reasons, the point with the largest ratio compared to $t$ is tentatively rejected regardless of the size of the ratio, the solution is recomputed (including the variance adjustment) without this point, the residual and its standard deviation are recomputed, and a definite decision of, this point is made based on the size of the new ratio. The standard deviation of the residual in this last step must be computed in a different way than usual. Since this observation is nor used in the solution, (A.1-22) cannot be used. There will be no correlation between this unused observation and the solution, provided that this observation is not correlated with the observations used in the solution. Therefore, since this residual is the observation minus the adjusted observation computed from the solution, the variance of the residual is the sum of the variance of the observation and the variance of the ad justed ob:ervation. For multidimensional observations this generalizes to the sum of the covariance matrices. Thus the quadratic form which is actually compared to $t^{2}$ to determine whether a tentatively
rejected point shouid really be rejected is computed as follows (uxing values from the solution computed without using this point):

$$
\begin{equation*}
q_{i}=v T\left[S_{U_{i}}+P_{i} S_{C} F T\right]^{-1} v_{i} \tag{A.5-2}
\end{equation*}
$$

(The limit given by (A.2-2) can be applied here also, but with an addition instead of a subtraction it is less important.)

The possibility still remains that the presence of many wild points (all about equally bad) may cause such an overestimate of the variance that none of them would be rejected. This possibility can be guarded against in the following way. The computed variance (not including the a priori estimate) is compared to the a priuri variance, and, if the ratio is large enough to cause some confidence level to be exceeded, the most suspect point on this outer iteration will not be reinstated yet if it passes the usual test above. Points successively rentatively rejected in this way are accumulated until they fail the usual test, in which case they are rejected, or until the confidence level is no longer exceeded or a given limit on the number of points to remove is reached, in which case they are reinstated. (Thus if the solution does not reach a set of retained points that indicate that the rejected points are actually bad, the likelihood is that by chance the confidence level was exceeded with good data, and the points should be reinstated. An earlier form of the stereo camera model adjustment reported in Gennery [1977] did not include this last step and thus ran the risk of once in a while rejecting many good points.) The implemented stereo camera model adjustment uses an $F$ test for this purpose, with a confidence level of 0.98 , although the presence of the two components of error according to (A.3-1) makes this nonrigorous.

An additional expianation perhaps is in order concerning one matter. Suppose that there is a wild point with no other points in the same region of observation space and that the nature of the problem is such that this point thereby forces the solution into near agreement with $1 t$. (For example, consider the simple case of fitting a linear one-dimensional function to some data. If most of the points are clustered in a fairly narrow interval of the independent variable, but there is one point at a distant value of the independent variable with an erroneous value of the dependent variable, this one wild point will tilt the stratght-line fit so that it nearly passes through this point.) This wild point will have a very small residual when it is used in the solution, and thus it might appear that it would not be the prime candidate for rejection. However, in such a case aimost all of the information in the adjusied value of this observation is coming from this observation itself, and thus the variance of this adjusted observation is nearly as great as the variance of the observation. Since the variance of the residual is the difference of these quantilies, it will be very small. As a result, it turns out that, even though the residual is small, its standard deviation is even smaller. Therefore, taking the ratio of these quantilies (or using the more general result from (A.5-1)) identifies this point as the one to be removed.

The basic idea of examining the residuals for editing purposes is fairly common. (See, for example, Davis [1967]) However, the method described above contains some refinements, such as the use of the $F$ test.

## Appendix B

## STEREO CAMERA MODEL

In this appendix the particular set of parameters that constitute the stereo camera model used in this work is defined, and a method is described for computing the quantities needed In Chapters 3, 4, and 5 that are functions of these parameters

The stereo camera model might most reasonably be defined to consist of six parameters defining the relative position and orientation of the two cameras. Many different sets of six quantities are possible; those that are used in the present work are described below. However, the magnitude of the distance between the cameras is sometimes considered separately (because it cannot be determined by the self-calibration method described in Chapter 3), leaving five quantities in the camera model proper. In addition, a scale factor for the pictures, related to the principal distance or focal length, may be included here (and can be adjusted in the same self-calibration procedure, although it usually is better adjusted with the distortion calibration for the individual cameras). There may be separate scale factors for each picture or a single one for both. Therefore, the total number of parameters considered to constitute the stereo camera modei may be five, six, seven, or eight. The implemented version of the stereo camera model self-calibration ad justs for only the basic five parameters, although the necessary information is included in this appendix to enable the principal distances to be included in the ad justment also.

If a full set of six parameters defining the relative position and orientation were to be considered to constitute the stereo camera model, a reasonable choice for the parameters might be the three Cartesian components of the vector from Camera 1 to Camera 2 and three angles defining the orientation of Camera 2. These all would be expressed in the Camera i coordinate system, since we are concerned here only with relative (not absolute) position and orientation. However, since the magnitude of the vector between cameras is considered separately here, only the direction of the unit vector pointing towards Camera 2 is considered, which can be specified by two quantities. Depending on what two quantilies are chosen, a degenerac, occurs in some position. Here, the direction of the unit vector is specified by an azimuth angle and an elevation angle, as in Hanriah [1974] The degenerate position then occurs when one camera is directly above the other, a situation not usually encountered in steree work and one which can be defined away by rotating the Camera 1 coordinate system about ils principal axis. These azimuth and elevation angles, and the pan, tilt, and roll angles (also as in Hannah (1974]) which specify the orientation of Camera 2 are the five quantities which constitute the stereo camera model that is ad fusted in Chapter 3. However, the two principal distances are also used in the following compucations and could be considered to be camela model parameters. The magnitude of the vector from Camer 1 to Camera 2 does not enter into the computations in this appendix, but is used in the computations in Chapters 4 and 5.

Definitions of the above quantities and others will now be given. The picture-taking process in each camera is idealized as a cencral projection from the real wortd onto an image plane perpendicular to the lens axis at a distance $f_{1}$ or $f_{2}$ (for Camera 1 or Camera 2. respectively) in front of the center of projection. (The quantity $f_{1}$ or $f_{2}$ is sometimes referred to as "focal length," which is not the correct term if the camera is not focused at infinity. The term "principal distance" is also used, and it will be used here for want of a better term. The center of projection is often called the "lens center," which is correct only in the thin-lens approximation. For thick lenses it is actually the primary principal point.) Each camera has a Cartesian coordinate system with the origin at the center of projection, $x$ to the right in the image plane, $y$ up in the image plane, and $z$ outwards along the lens axis. Thus the coordinate system is left-handed. Measured values of $x$ and $y$ for a corresponding point in the two image planes will have a subscript 1 or 2 to denote Camera 1 or 2, respectively. The azimuth and elevation of the Camera 2 origin relative to the Camera 1 coordinate system are denoted by $\alpha_{1}$ and $\alpha_{2}$ (positive to the right from the $z$ axis and up), respectively. The pan, tilt, and roll of the Camera 2 coordinate system relative to the Camera i coordinate system are denoted by $\beta_{1}, \beta_{2}$, and $\beta_{1}$ (positive right, up, and right), respectively.

If the ray from the Camera 1 origin through the point $x_{1}, y_{1}$ in the Camera 1 image plane is back-projected into the Camera 2 image plane, a line segment is produced. Let $x_{0}$ and $y_{0}$ denote the Camera 2 image-plane coordinates of the end point of this line segment (corresponding to a point at an infinite distance on the ray), and let $c_{x}$ and $c_{y}$ denote the direction cosines of the line segment (in the direction away from $x_{0}, y_{n}$ ) relative to the $x_{2}$ and $y_{2}$ axes, respectively. Then the problem at hand is to use the quantities $x_{1}$ and $y_{1}$ and ihe camera model parameters previously defined to compute $x_{0}, y_{0}, c_{x}$, and $c_{y}$. Also needed for the computations in Chapter 5 (and needed in order to compute the above quantities) are the unit vector $1_{r}$ pointing from the Camera 1 origin to the Camera 2 origin (in Camera 1 coordinates), and the rotation matrix $B$ for transforming Camera $I$ coordinates into Camera 2 coordinates, which are functions of the camera model parameters only. The partial derivatives of all of these quantities with respect to the camera model parameters are also needed.

Two vectors that will be needed later are defined as foilows:

$$
p=\left[\begin{array}{l}
x_{1}  \tag{B-1}\\
y_{1} \\
f_{1}
\end{array}\right] \quad 1_{1}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

The first step in deriving the needed mathematics consists of defining the rotation
matrices associated with the angles $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$, and $\beta_{y}$. Noxice that $A_{1}$ and $A_{2}$ are defined with the opposite direction of rotation from $B_{1}$ and $B_{\boldsymbol{\gamma}}$. This is because the $A$ 's will be used to rotate a vector whereas the B's will be used to rotate the coordinate system.

$$
\begin{align*}
& A_{1}=\left[\begin{array}{ccc}
\cos \alpha_{3} & 0 & \sin \alpha_{1} \\
0 & 1 & 0 \\
-\sin \alpha_{1} & 0 & \cos \alpha_{1}
\end{array}\right] \quad \frac{d A_{1}}{d \alpha_{1}}=\left[\begin{array}{ccc}
-\sin \alpha_{1} & 0 & \cos \alpha_{1} \\
0 & 0 & 0 \\
-\cos \alpha_{1} & 0 & -\sin \alpha_{1}
\end{array}\right] \\
& A_{2}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \alpha_{2} & \sin \alpha_{2} \\
0 & -\sin \alpha_{2} & \cos \alpha_{2}
\end{array}\right] \quad \frac{d A_{2}}{d \alpha_{2}}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\sin \alpha_{2} & \cos \alpha_{2} \\
0 & -\cos \alpha_{2} & -\sin \alpha_{2}
\end{array}\right] \\
& B_{1}=\left[\begin{array}{ccc}
\cos \beta_{1} & 0 & -\sin \beta_{1} \\
0 & 1 & 0 \\
\sin \beta_{1} & 0 & \cos \beta_{1}
\end{array}\right] \quad \begin{array}{l}
d B_{1} \\
d \beta_{1}
\end{array}-\left[\begin{array}{ccc}
-\sin \beta_{1} & 0 & -\cos \beta_{1} \\
0 & 0 & 0 \\
\cos \beta_{1} & 0 & -\sin \beta_{1}
\end{array}\right]  \tag{B-2}\\
& B_{2}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \beta_{2} & -\sin \beta_{2} \\
0 & \sin \beta_{2} & \cos \beta_{2}
\end{array}\right] \quad \begin{array}{l}
d B_{2} \\
\frac{\alpha \beta_{2}}{}
\end{array} \cdot\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -\sin \beta_{2} & -\cos \beta_{2} \\
0 & \cos \beta_{2} & -\sin \beta_{2}
\end{array}\right] \\
& B_{3}=\left[\begin{array}{ccc}
\cos \beta_{3} & -\sin \beta_{3} & 0 \\
\sin \beta_{3} & \cos \beta_{3} & 0 \\
0 & 0 & 1
\end{array}\right] \quad \begin{array}{l}
d B_{3} \\
d \beta_{3}
\end{array}-\left[\begin{array}{ccc}
-\sin \beta_{3} & -\cos \beta_{3} & 0 \\
\cos \beta_{3} & -\sin \beta_{3} & 0 \\
0 & 0 & 0
\end{array}\right]
\end{align*}
$$

The unit vector pointing from the Camera I origin to the Camera 2 origin is fust the unit $\boldsymbol{z}$ vector rotated through the elevation and azimuth angles:

$$
\begin{equation*}
i_{r}=A_{1} A_{2} 1_{s} \tag{B-3}
\end{equation*}
$$

To convert a vector from being expressed in the Camera 1 coordinate sysem to being expressed in the Camera 2 coordinate system, the coordinate syuem muse be rocated through the pan, tilt, and roll angles (in addition to being translated). Thus the roxation matrix by which the vector muse be premultiplied is

$$
\begin{equation*}
D=A_{3} B_{2} B_{1} \tag{B-4}
\end{equation*}
$$

The partial derivatives of $1_{r}$ and $B$ with respect to the camera model parameters are as follows:

$$
\begin{gather*}
\frac{\partial 1_{r}}{\partial \alpha_{1}}=\frac{d A_{1}}{d \alpha_{1}} A_{2} 1_{z} \quad \frac{\partial 1_{r}}{\partial \alpha_{2}}=A_{1} \frac{d A_{2}}{d \alpha_{2}} 1_{z} \\
\frac{\partial B}{\partial \beta_{1}}=B_{3} B_{2} \frac{d B_{1}}{d \beta_{1}} \quad \frac{\partial B}{\delta \beta_{2}}=B_{3} \frac{d B_{2}}{d \beta_{2}} B_{1} \quad \frac{\partial B}{\partial \beta_{3}}=\frac{d B_{3}}{d \beta_{3}} B_{2} B_{1} \tag{B-5}
\end{gather*}
$$

with all others equal to zero.
Now the infinity point $x_{0}, y_{0}$ will be derived. An image point in the Camera 1 image plane has a three-dimensional position in the Camera 1 coordinate system given by the vector $\mathrm{p}=\left[\mathrm{x}_{1} y_{1} f_{1}\right]^{\mathrm{T}}$. Since we are concerned at the moment about the infinity point we can ignore the translation between the camera coordinate systems and consider only the rotation. To express the vector $p$ in a coordinate system aligned with Camera 2 the coordinate system is rotated by premultiplying by the $B$ matrix defined above. Let the resulting vector be denoted by u. Thus

$$
\left[\begin{array}{l}
u_{x}  \tag{B-6}\\
u_{y} \\
u_{z}
\end{array}\right]=B p
$$

The projection of the point given by the above vector into the Camera 2 image plane is given by a vectior in the same direction as the above vector but having a $x$ component equal to $f_{z}$ Therefore.

$$
\begin{align*}
& x_{0}=\frac{f_{2} u_{x}}{u_{x}}  \tag{B-7}\\
& y_{0}=\frac{f_{2} u_{y}}{u_{x}}
\end{align*}
$$

The partial derivatives of $u$ with respect to $\beta_{1}, \beta_{2}$, and $\beta_{5}$ can be obtained by replacing $B$ in ( $B-6$ ) by the corresponding derivatives of $B$ from ( $B-5$ ). If the partial derivalives with respect to $f_{1}$ are desired, they can be obtained by replacing $p$ by $i_{z}$ in ( $B-6$ ), since $\partial p / d f_{1}$ - $1_{s}$. Equations ( $B-7$ ) then can be differentuated to obtain the partial derivatives of $x_{0}$ and $y_{0}$, as follows:

$$
\begin{gather*}
\frac{\partial x_{0}}{\partial g}=\frac{f_{2}}{u_{x}} \cdot \frac{\partial u_{x}}{\partial g}-\frac{f_{2} u_{x}}{u_{z}^{2}} \cdot \frac{\partial u_{x}}{\partial g} \\
\frac{\partial y_{0}}{\partial g}=\frac{f_{2}}{u_{z}} \cdot \frac{\partial u_{y}}{\partial g}-\frac{f_{2} u_{y}}{u_{z}^{2}} \cdot \frac{\partial u_{z}}{\partial g}  \tag{B-8}\\
\frac{\partial x_{0}}{\partial f_{2}}=\frac{u_{x}}{u_{x}} \\
\frac{\partial y_{0}}{\partial f_{2}}=\frac{u_{y}}{u_{x}}
\end{gather*}
$$

where $g$ denotes $\beta_{1}, \beta_{2}, \beta_{y}$, or $f_{1}$. (The partial derivatives of $x_{0}$ and $y_{0}$ with respect to $\alpha_{1}$ and $\alpha_{2}$ are zero.)

The point $x_{0}, y_{0}$ is the end of the desired line segment. The direction cosines $c_{x}$ and $c_{y}$ can be found by using the fact that the desired line is the intersection of the Camera 2 image plane with the plane defined by the Camera 2 center of projection and the ray corresponding to the Camera 1 image point $x_{1}, y_{1}$.

Thus we proceed as follows. The ray which corresponds to the image point $x_{1}, y_{1}$ in the Camera 1 image plane is given by the direction of the vector $p=\left[x_{1} y_{1} f_{1}\right]^{\top}$, in Camera I coordinates. First we musi determine the plane containing this ray and the Camera 2 center of projection. The normal to this plane is given by the direction of the vector cross product of $p$ and the vector $1_{r}$ from ( $B-3$ ) giving the direction of the Camera 2 center of projection from Camera I center of projection. Therefore, the normal to the desired plane is $\mathbf{p} \times 1_{r}$. in Camera 1 coordinates. To express this normal in Camera? coordinates we must rotate the coordinate system by the pan, tilt, and roll angles. The result is $B\left(\boldsymbol{p} \times \mathbf{1}_{r}\right)$. The normal to the Camera 2 image plane in Camera 2 coordinates is $\mathbf{1}_{\mathrm{z}}$. The vector along the intersection of these two planes is the cross product of the normals to the two planes. namely $1_{z} \times B\left(p \times 1_{r}\right)$. This is the desired line which is the projection of the ray into the Camera 2 image piane, expressed in Camera 2 coordinates, and thus its $x$ and $y$ components are proportional to the desired direction cosines. Since the vector lies in the Camera 2 image plane, its $x$ component is zero. Thus, if we call this vector $v$, we have

$$
\left[\begin{array}{l}
v_{x}  \tag{B-9}\\
v_{y} \\
0
\end{array}\right]-1_{z} \times B\left(p \times 1_{r}\right)
$$

Application of either the right-hand rute or the teft-hand rule consistently to the above two cross products will verify that the above vector has the correct polarity, that is, It points away from $x_{0}, y_{0}$ along the line segneent. The direction cosines $c_{x}$ and $c_{y}$ can now be computed simply as followa from the resuks of ( $B-9$ ).

$$
\begin{align*}
& c_{x}=\frac{v_{x}}{\sqrt{v_{x}^{2}+v_{y}^{2}}}  \tag{B-10}\\
& c_{y}=\frac{v_{y}}{\sqrt{v_{x}^{2}+v_{y}^{2}}}
\end{align*}
$$

The partial derivatives of $v$ with respect to the $\alpha$ 's and $\beta$ 's can be obtained by replacing in turn $1_{r}$ and $B$ in ( $B-9$ ) by the corresponding derivatives from ( $B-5$ ). The partial derivatives with respect to $f_{1}$ can be obtained by replacing $P$ in ( $B-9$ ) by $1_{z}$. Then the partial derivatives of $c_{x}$ and $c_{y}$ are obtained as follows, where $g$ denotes any of the parameters ( $\alpha$ 's, $\beta$ 's, or $f_{1}$ ):

$$
\begin{align*}
& \frac{\partial c_{x}}{\partial g}=\frac{v_{y}^{2} \frac{\partial v_{x}}{\partial g}-v_{x} v_{y} \frac{\partial v_{y}}{\partial g}}{\left(v_{x}^{2}+v_{y}^{2}\right)^{3 / 2}} \\
& \frac{\partial c_{y}}{\partial g}=\frac{v_{x}^{2} \frac{\partial v_{y}}{\partial g}-v_{x} v_{y} \frac{\partial v_{x}}{\partial g}}{\left(v_{x}^{2}+v_{y}^{2}\right)^{3 / 2}}
\end{align*}
$$

The resuits are $1_{r}$ and $B$ for a given camera model; $x_{0}, y_{0}, c_{x}$, and $c_{y}$ for a given point and a given camera model; and the partial derivatives of these quantities.

The above computations were expressed in terms of matrices and vectors as much as possible, so that the partial derivatives were easy to obtain. In the implemented computer program the matrix operations are performed numerically by standard procedures. Therefore, there is no need to expand these equations to scalar form analytically, except in a few cases where considerable computation time can be saved. In particular, the product of $A_{1} A_{2}$ times $1_{y}$ reduces to just taking the third column of $A_{1} A_{x}$ The cross products are written out in the code for the program; this reduces the cross product of 1, times another vector to just picking two appropriate terins of the vector, with an appropriate sign change.

## Appendix C

## MARS PICTURES

The Mars pictures used in this research were extracted from a pair of large mosaics produced by the Viking Lander Imaging Team from pictures taken by the two cameras on the Viking Lander I. The pictures form a stereo pair of the Martian landscape in front of the lander, covering about $173^{\circ}$ in azimuth and about $66^{\circ}$ in elevation. However, much of these pictures do not contain corresponding areas in the two pictures because of occlusion by parts of the lander. Also, the portions in the extreme distance probably would not allow accurate information to be obtained about small objects such as rocks. A suitable portion was chosen to test the methods in this thesis, consisting of an area about $16^{\circ}$ in elevation by $20^{\circ}$ in azimuth in the left picture and $18^{\circ}$ in elevation by $28^{\circ}$ in azimuth in the right picture. Smaller portions of these were used to generate the examples in this thesis, tach about $10^{\circ}$ by $10^{\circ}$. These are shown in Figure C-1.

The brightness value of each pixel in the pictures is represented by an eight-bit integer. The pixel spacing of the pictures is $0.04^{\circ}$ in azimuth and elevation. (Azimuth and elevation form a spherical coordinate system. Therefore, the central angle subtended by a one-pixel shift in azimuth is $0.04^{\circ}$ times the cosine of the elevation angle.) The two cameras are 0.8187 meters apart. The height of the cameras is 1.3 meters above the reference plane (nominal ground surface).

The principal noise source in the pictures supposedly is shot noise from the photodiode sensor. This causes the standard deviation to be proportional to the square root of the pixel values. In order to produce a constant standard deviation, the square root of each pixel value was taken and the result was multiplied by 16 to rescale it to be suitabie for an eight-bit picture. The standard deviation of the noise in the resulting pictures was estimated to be about 3. These modified pictures were used by the programs described in this thesis. However, io produce the figures shown herein, the original pictures were changed by a different nonlinear function to enhance their contrast, in order to compensate partially for the inadequacies of the printing device.

Each picture shown in Figure C-1 is 256 pixels by 256 pixels. The azimuth and elevation from the left camera to the center of the picture are about $18^{\circ}$ and $-20^{\circ}$. respectively, relative to the perpendicular to the camera baseline and relative to the reference piane. The distances to the points in the scene range from about 3 meters to about 4.5 meters.

The white blob in the left picture is an out-of-focus part of the lander's arm, which was present when this part of the mosaic was taken but was in a different position for other portions and for the other picture. It represents erroneous data to the stereo program.


Figure C-1. Stereo pair of Martian surface.
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