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A B S T R A C T

Vehicle-to-Vehicle communication is the key technology for achieving

increased perception for automated vehicles where the communica-

tion allows virtual sensing with the use of sensors placed in other

vehicles. In addition, this technology also allows recognising objects

that are out-of-sight. This thesis presents a Trust System that allows

a vehicle to make more reliable and robust decisions. The system

evaluates the current situation and generates a Trust Index indicating

the level of trust in the environment, the ego vehicle, and the other

vehicles. Current research focuses on securing the communication be-

tween the vehicles themselves, but does not verify the content of the

received data on a system level. The proposed Trust System evaluates

the received data according to sensor accuracy, behaviour of other ve-

hicles, and the perception of the local environment. The results show

that the proposed method is capable of correctly identifying various

situations and discusses how the Trust Index can be used to make

more robust decisions.
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Nobody should start to undertake a large project. You start with a small

trivial project, and you should never expect it to get large. If you do, you’ll

just overdesign and generally think it is more important than it likely is at

that stage. Or worse, you might be scared away by the sheer size of the

work you envision. So start small, and think about the details. Don’t think

about some big picture and fancy design. If it doesn’t solve some fairly

immediate need, it’s almost certainly over-designed. And don’t expect

people to jump in and help you. That’s not how these things work. You need

to get something half-way useful first, and then others will say "hey, that

almost works for me", and they’ll get involved in the project.

— Linus B. Torvalds [1]
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1
I N T R O D U C T I O N

Yearly more than 1.2 million people die in road accidents, making it

to the globally leading cause of death [2]. The increasing number of

vehicles on public roads and the goal to reduce the environmental

pollution combined with the technological progress leads to research

and development in the area of autonomous and cooperative driving.

Davila et al. [3] published a paper in context of the SATRE project

where they investigate the benefits of platooning systems. Their con-

clusion is that platooning is safer and for the reason that the vehicle

control system is fully autonomous, vehicle dynamics are optimised

as well. Autonomous vehicles also increase the comfort for the pas-

sengers. This thesis is introducing a Trust System (TS) that evaluates

the current situation and thus supports the vehicle control system in

decision making. Software has also become the major area of innova-

tion within a vehicle, more than 80 percent of the novelty is achieved

by computer systems and their software [4]. The telematic systems

of Daimler and Kia use the Internet for exchanging vehicle status in-

formation and automatic calls to the emergency service number in

case an accident occurred [5]. Publicly known projects, such as the

Self-Driving Car Project1 from Google, demonstrate the technological

progress over the past years.

Autonomous driving aims to perceive the environment with the

own sensors of the vehicle, e. g. Global Positioning System (GPS), radar,

lidar, and camera. Due to the high price of long range and wide angle

sensors, and the limitation of proximity sensors to only detect line-of-

sight objects, cooperative driving turned out to be a reasonable al-

ternative to expensive sensors with the advantage of perceiving also

out-of-sight objects via wireless exchange of local information [6]. Fur-

ther, cooperative driving can be a key technology to increase traffic

safety and efficiency [7].

One vital application for Vehicle-to-Vehicle (V2V) communication is

platooning or Cooperative Adaptive Cruise Control (CACC). However,

following only the vehicle in front by measuring the speed of the ve-

hicle and distance to the ego vehicle does not significantly increase

the efficiency of the entire platoon. With the use of wireless commu-

nication to exchange sensor information, time gaps of less than one

second can be achieved [8]. Another field of application is a coopera-

tive interaction to safely cross an intersection.

1 See: https://www.google.com/selfdrivingcar/ (2016/06/12)

1
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2 introduction

The proposed system described in this thesis has been designed

for the Grand Cooperative Driving Challenge (GCDC)2 2016 and has

been tested and evaluated in the course of this competition. The

GCDC is the result of the Interoperable GCDC AutoMation Experience

(i-GAME)3 project, supported by the European Commission. i-GAME

combines research and demonstration for an interoperable exchange

of messages between vehicles and infrastructure.

The GCDC describes three scenarios that are performed in a cooper-

ative and automated manner. These scenarios are performed with the

support of V2V communication. Scenario 1 describes a cooperative ap-

proach for automated merging on a two lane highway, when one lane

becomes closed because of a roadwork. In the second scenario three

vehicles enter a T-intersection at the same time and with the same

velocity. The two vehicles on the main road allow the vehicle coming

from the perpendicular road to enter the main street in a collabora-

tive way, so that none of the vehicles needs to stop. In Scenario 3, the

emergency scenario, an emergency vehicle informs the traffic partici-

pants about its appearance and the other vehicles cooperatively create

space for the emergency vehicle [9, 10].

1.1 goal and approach

The goal of this project is to design, develop and test a framework for

a cooperative and automated vehicular system that allows the con-

trol system of the vehicle to perform more robust decisions based on

a Trust Index (TI) of other vehicles according to their behaviour and

data provided via V2V and Vehicle-to-Infrastructure (V2I) communica-

tion. For safety reasons, a robust system should be developed to be

able to handle situations even though the received data is wrong or

inaccurate [5].

V2V communication offers new ways of designing the system of

a vehicle, but how can one ensure that the data accuracy is suffi-

cient? Or that the behaviour of the other vehicles is perfect or good

enough? Many researches consider the hardware layer for securing

the communication between vehicles. Securing the communication

with methods, e. g. use of certificates, are described in [11]. These

methods assure that the messages have not been modified during

the transmission, they do not guarantee the accuracy of the data and

proper handling of errors made by other vehicles.

The overall topic of this thesis is to:

Investigate how to design a framework for a cooperative and automated vehi-

cle that can perform more robust decisions based on trust and awareness?

2 See: http://gcdc.net/en/ (2016/06/12)
3 See: http://gcdc.net/en/i-game (2016/06/12)

http://gcdc.net/en/
http://gcdc.net/en/i-game
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and it is split into two more specific research questions:

• Can Artificial Intelligence (AI) be used to create trust between vehicles

based on their current and historical performance?

• Can trust improve the situation awareness in order to perform more

robust decisions?

To design a framework that performs more robust decisions based

on trust and awareness, the system of the ego vehicle needs to analyse

the data provided by the other vehicles, their driving behaviour and

their reaction to misbehaving vehicles on the road. Further, it is neces-

sary to analyse the vehicle’s own performance to make it comparable

to the others. Evaluating the vehicles according to their reliability is

not enough for making more robust decisions. It is inevitable to keep

track of the environment and adapt to it. For instance is the GPS posi-

tion on rural streets more accurate than in cities due to the reflection

of the electromagnetic waves. The TI can be designed as an absolute

value with a certain range, but it is also possible to plan a TI that de-

scribes the performance of the other vehicle relative to the ego vehicle.

Besides the driving behaviour, the TI can consider the current packet

loss of V2V messages and the environment, as well.

The first subquestion about applicability of AI to create a trust mea-

surement is answered within this thesis. AI offers a large variety of

algorithms that can be used for this purpose. The two relevant ma-

jor fields are Probabilistic Reasoning over Time and Learning Algorithms,

such as classification with the use of a Support Vector Machine or

Neural Networks. The Kalman Filter (KF) is an algorithm belonging

to the first mentioned area. This filter tries to estimate the new states

of a given model by taking the observations over time into account.

Models used with this filter are required to follow a linear Gaus-

sian distribution. In case that the model cannot be assumed to be

linear Gaussian distributed, the Extended Kalman Filter (EKF) can be

used [12]. One notable benefit of using one of the above mentioned

filter techniques is the possibility to fuse the received sensor data in

order to create a better estimation of the vehicle’s position [13].

Creating a reliable TI of the surrounding vehicles and the ego vehi-

cle to make more robust decisions is the goal of this thesis. To solve

this issue, the first step is to investigate the applicability of filters that

are based on Probabilistic Reasoning over Time. Using this results as

basis allows the further investigation of how the TI can be assigned.

The following design and implementation of the system is going to

be tested and evaluated in this thesis.
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1.2 contribution

So far, many publications focus on how to establish trust between

agents or vehicles within a Vehicular Ad-Hoc Network (VANET). The

authentication of nodes is essential for Vehicle-to-Everything (V2X)

communication as to be ready to counter attacks and other malicious

actions. The set up of a trustworthy connection between the nodes

at the communication level is the base for further security related ap-

plications, such as a TS that evaluates the sensor accuracy and the

behaviour of the vehicles. The different types of trust establishing

techniques are explained in [11]. Further, Zhang explains in [14] cur-

rent techniques to model trust. None of these methods deal with the

sensor quality nor the behaviour of the vehicles or nodes. They are

only evaluating if the node sends the correct events, e. g. slippery

road or traffic jam.

Considering the V2V information as a new virtual sensor and esti-

mating a better accuracy using Sensor Fusion (SF) has been described

in [15]. The result of this publication has been verified within a simu-

lation environment.

This thesis’ contribution is the design of a TS that creates a TI by

considering the quality of the sensor information provided by the

other traffic participants, their behaviour, and the environment itself.

The use of this TS allows the decision-making controller to make more

robust decisions when interacting with a specific vehicle. Further, this

TS has been tested in a Volvo S60 during the GCDC 2016 in Helmond,

the Netherlands.

1.3 thesis outline

Chapter 2 describes the existing research in the area of SF, trust in

VANETs, and situation awareness. The SF algorithms, such as the KF,

EKF, and Particle Filter (PF) are briefly described in Section 2.1. Cur-

rent research in the area of establishing trust in VANETs, and methods

to model trust are summarised in Section 2.2. Section 2.3 discusses

the impact of automation on situation awareness.

Chapter 3 gives details about the sensor data used for generating

the Trust Index, and the linear and non-linear relation between these

measurements. The linear model, presented in Section 3.1, is using

a KF that fuses the distance measured by the radar and the distance

calculated with the use of the geographical position of both vehicles.

Section 3.2 explains the EKF for improving the position accuracy of

the vehicle by considering the measurements of inertial sensors.

The concept of the developed TS, the representation of the V2V per-

ception, and the decision making algorithm are shown in Chapter 4.

Section 4.1 provides detailed information of the generated TI. Further,

Section 4.2 explains the algorithm for identifying the surrounding
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vehicles. The decision making, described in Section 4.3, has been im-

plemented as a state machine.

The overall architecture of the vehicle’s system is presented in Chap-

ter 5. Section 5.1 focuses on the implementation of the proposed TS,

the SF, and the perception of the surrounding vehicles. The flow of the

information exchanged between the software modules is explained in

Section 5.2.

Chapter 6 presents the behaviour of the TS when performing the

GCDC highway scenario. The possible impacts on the decision making

are further discussed in this chapter. Chapter 7 concludes the thesis

and points out future research based on the introduced TS.





2
R E L AT E D W O R K

This chapter defines the problem that is being solved by this thesis

and the current studies in this area in order to clarify this thesis’ inno-

vation. The novelty of this project is about how to create trust between

vehicles based on the information gathered via V2V communication

and the on-board sensors of the vehicle. It is important to point out

that this thesis does not consider security mechanisms on the physi-

cal layer. The focus is on the verification of the provided data by using

AI in combination with the observations of the ego vehicle.

Trust to the other vehicles is an important component of inter-

vehicle communication. Knowing about how much trust you can put

in the others data is an essential task for building a robust system

that relies on V2V communication. The problem of considering the

other vehicle’s data for making decisions is that one cannot trust all

vehicles to the same extent. Due to different GPS devices, different ac-

curacies of the provided sensor data, and different control systems, it

is important to distinguish between various levels of trust.

There are already message sets for V2V communication that ex-

change the basic information between vehicles and infrastructure. The

Cooperative Awareness Message (CAM) is providing information such

as the vehicle type, geographical position, lane number, yaw rate, ve-

locity, and acceleration [16, 17]. This message set is essential for inter-

vehicular communication and it already provides information about

the accuracy of the measurement. However, relying only on the pro-

vided accuracy details does not ensure that the given data follows

that accuracy, for the reason that the precision is highly dependent on

the current environment. Decentralised Environmental Notification

Message (DENM) is a message set focussing on V2I communication.

This message set is mostly used for Cooperative Road Hazard Warn-

ing applications to warn vehicles using event codes, e. g. road work

warning, emergency vehicle approaching, and slippery road [17, 18].

The i-GAME specific protocol that has been developed and tested at the

GCDC is named i-GAME Cooperative Lane Change message (iCLCM).

This message contains scenario-specific fields and additional informa-

tion for cooperative driving, e. g. time headway, bearing, range rate, The time headway is

the time gap to the

vehicle in front [19].
and target longitudinal acceleration [19].

Section 2.1 describes the SF and filtering methods that have been

considered for this thesis. A comparison of the introduced methods

can be taken from Section 2.1.4. The subsections about the different

7
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filters functions as a short explanation, a detailed description can be

taken from the sources used in these subsections. Current research,

concerning trust and awareness, is covered in Section 2.2. The secu-

rity challenges in VANETs is described in Section 2.2.1. The next step

after identifying the challenges in V2V communication, is authenti-

cation. Section 2.2.2 lists the different methods to establish trust on

the system level with the focus on authentication. Current research

concerning trust models for VANETs and other areas is given in Sec-

tion 2.2.3. Situation awareness becomes more important the higher

the level of automation of a vehicle is. Current methods on how to

increase situation awareness can be taken from Section 2.3. A brief

summary can be taken from Section 2.4.

2.1 sensor fusion

The aim of SF is to combine the sensor information of independent

observations to achieve a better estimation compared to the value of

only one sensor. Hall and Llinas compare in [20] the use of multi-

sensor data fusion with the human ability to combine several senses.

For instance are human beings and animals capable of combining

the visual and acoustic perception to see around a corner or through

vegetation [20].

The SF can be categorised according to [21] in three different tech-

niques: the centralised fusion, the autonomous/distributed fusion,

and the hybrid fusion. These techniques have different approaches

of where the filtering of the raw sensor data is going to be performed.

The first step in all cases is the preprocessing of the data, which means

the conversion “from sensor-based units and coordinates to convenient co-

ordinates and units for central processing” [20, p. 15]. Figure 2.1a illus-

trates the concept of centralised fusion, which means that the filtering

of the raw data and the fusion is performed within the same module.

The distributed fusion, illustrated in Figure 2.1b, performs the filter-

ing and the fusion in two different locations. The filter is applied to

each observation variable independently and thus, the fusion process

has only access to the estimates and their covariance. This technique

has the advantage of a reduced information load that is transmitted to

the core fusion process. When extracting features from an image, the

transmission of the raw data uses more resources than the transmis-

sion of the estimates. The distributed fusion is for this kind of sensor

data more suitable than the centralised fusion. The drawback of this

technique is that the fusion process does only have access to the es-

timates and therefore, the result is typically less accurate compared

to the centralised fusion. The third technique, the hybrid fusion, com-

bines the aforementioned techniques and applies the fusion of the

sensor data and the estimates dynamically [20, 21].

The result of SF is the state x̂i and the covariance estimation Pi. Fig-

ure 2.1 illustrates a filter with the observations y1 and y2 as inputs
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and the outputs x̂ and P. The centralised filter in Figure 2.1a receives

the raw data of both sensors as input and computes also the SF. Fig-

ure 2.1b shows two independent filter systems for each observation.

The output of these filters is the estimated state and the covariance es-

timation based on its source data. The fusion unit computes the final

estimation based on all its x̂i and Pi received by the filters [21].

(a) Centralised filtering (b) Decentralised filtering

Figure 2.1: Technique of centralised and decentralised filtering.
(reproduced from [21, p. 172])

Section 2.1.1 describes the concept of the KF. Moreover, Section 2.1.2

gives details about the EKF, which allows filtering of systems with a

non-linear behaviour.

2.1.1 Kalman Filter

The KF was first introduced in the year 1960 by Rudolph E. Kalman [22].

This recursive filter offers an efficient way to estimate past, present

and future states by minimizing the mean of the squared error. The

small computational requirements and the use of recursion are the

reason for the great success of the KF [23, 24].

A linear discrete-time controlled process with state x ∈ ℜn can be

expressed by the linear stochastic difference equation

xk = Axk−1 +Buk−1 +wk−1, (2.1)

where

A is a n×n matrix describing the relation between the previ-

ous time step k− 1 and the current time step k,

B is a n× l matrix relating to the control input u ∈ ℜl,

u is the optional control input, and

w represents the process noise [13, 23].
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The measurement z ∈ Rm is expressed as

zk = Hxk + vk, (2.2)

where

H is a m×m matrix relating from the state x to the measure-

ment z and often called measurement model, and

vk is the measurement noise [13, 23].

The two variables wk and vk standing for the process and measure-

ment noise are independent from each other and have a normal prob-

ability distribution

p(w) ∼ N(0,Q) and

p(v) ∼ N(0,R),
(2.3)

where

Q is the process noise covariance matrix, and

R is the measurement noise covariance matrix [23].

The KF is split into two parts, the time update and the measurement

update. The time update is used to calculate the a priori estimates

of the state and the error covariance. In order to give feedback to

the filter, the measurement update equations are used to achieve a

better a posteriori estimate by combining new observations with the a

priori estimate. A prediction of the state is performed during the time

update and a correction is done with the use of the measurement

update equations [23].

The time update equations can be taken from Equation 2.4. As pre-

viously stated, the time update predicts the a priori estimate based on

the previous state information at time step k − 1. P−
k is the a priori

estimate error covariance and x̂−k is the a priori estimate of state x at

time k with having the knowledge before time step k [23].

x̂−k = Ax̂k−1 +Buk−1

P−
k = APk−1A

T +Q

(2.4a)

(2.4b)

The measurement update equations are depicted in Equation 2.5. The

first step in the measurement update is the calculation of the Kalman

gain K, or blending factor. The Kalman gain is an n×m matrix that

minimises the a posteriori error covariance. x̂k and Pk are the a poste-



2.1 sensor fusion 11

riori estimates calculated using new observations - the measurement

zk. The matrix H is called the measurement model [23].

Kk = P−
kH

T (HP−
kH

T + R)−1

x̂k = x̂−k +Kk(zk −Hx̂−k )

Pk = (I−KkH)P−
k

(2.5a)

(2.5b)

(2.5c)

Figure 2.2 illustrates the operation cycle of the KF. The time update

is performed using the previous a posteriori estimates at time step

k − 1. The a posteriori estimates are calculated in the measurement

update and act as a feedback for the time update in the next step.

Time Update (Prediction)

1. Project the state ahead

2. Project the error covariance ahead

11 
  kkk BuxAx



QAAPP
T

kk  


1

Initial estimates for                  

and 
1kx



1kP

Measurement Update (Correction)

1. Compute the Kalman gain

2. Update estimate with measurement 

3. Update the error covariance

1)(   RHHPHPK
T

k

T

kK

)(   kkkkk xHzKxx


 kkk PHKIP )(

Figure 2.2: Operation cycle of a Kalman Filter (reproduced from [23, p. 6]).

2.1.2 Extended Kalman Filter

The EKF, which is described in Section 2.1.1, solves the problem of

having a non-linear measurement relationship. This non-linearity is

caused by the relation between the position and the velocity, and ac-

celeration over time. A linear system can be estimated with the use of

the KF. The solution provided by the EKF is linearising the estimation.

The partial derivatives of the process and measurement functions are

the key to estimate also non-linear connections [23].

The state xk can be described as a function, the state-transition func-

tion, depending on the previous state xk−1, the previous control input

uk−1, and the previous process noise wk−1 [23]. Equation 2.6 illus-

trates this change. The same applies for the measurement zk shown
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in Equation 2.2, what is described as a function h depending on xk
and vk.

xk = f(xk−1,uk−1,wk−1) (2.6)

For the reason that the noise wk and vk are in practice unknown,

they can be set to 0. The EKF can be split as the KF into two groups.

Equation 2.7 shows the equations representing the time update [23].

x̂−k = f(x̂k−1,uk−1, 0)

P−
k = AkPk−1A

T
k +WkQk−1W

T
k

(2.7a)

(2.7b)

Ak and Wk are the process Jacobians at time k and Qk−1 is the pro-

cess noise covariance at the time k − 1. A Jacobian is a matrix con-

taining the partial derivatives of a function, in this case the function

f.

A is the process Jacobian matrix with respect to x

A[i,j] =
∂f[i]

∂x[j]
(x̂k−1,uk−1, 0), and (2.8)

W is the process Jacobian matrix with respect to w

W[i,j] =
∂f[i]

∂w[j]

(x̂k−1,uk−1, 0). (2.9)

For the reason that all Jacobian matrices are time varying, they are

written with the subscript k. Moreover, Equation 2.10 contains the

measurement update equations of the EKF. To highlight that the EKF

is a Bayes filter, one can write the estimated a priori error covariance

P−
k as Pk|k−1 and the a posteriori error covariance Pk as Pk|k [23].

Kk = P−
kH

T
k(HkP

−
kH

T
k + VkRkV

T
k )

−1

x̂k = x̂−k +Kk[zk − h(x̂−k , 0)]

Pk = (I−KkHk)P
−
k

(2.10a)

(2.10b)

(2.10c)
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H is the measurement Jacobian matrix with respect to x

H[i,j] =
∂h[i]

∂x[j]
(x̂−k , 0), and (2.11)

V is the measurement Jacobian matrix with respect to v

V[i,j] =
∂h[i]

∂v[j]
(x̂−k , 0). (2.12)

Figure 2.3 illustrates the operation cycle of the EKF. The equations

in this figure have been simplified for the reason of readability. The

Jacobian matrices A,W,H and V are still time varying. Furthermore,

the control input uk−1 has been ignored.

Time Update (Prediction)

1. Project the state ahead

2. Project the error covariance ahead

)0,( 1
  kk xfx



TT

kk WQWAAPP  


1

Initial estimates for                  

and 
1kx



1kP

Measurement Update (Correction)

1. Compute the Kalman gain

2. Update estimate with measurement 

3. Update the error covariance

1)(   TT

k

T

kK VRVHHPHPK

))0,((   kkkkk xhzKxx


 kkk PHKIP )(

Figure 2.3: Operation cycle of an Extended Kalman Filter.
(reproduced from [23, p. 11])

2.1.3 Particle Filter

The PF is another solution for estimating the state of a non-linear

system. A popular application for the PF is the position estimation of

underwater vessels, ships, cars, and aircraft. The PF as well as the EKF

belong to the field of non-linear/non-Gaussian Bayesian tracking. [21,

25].
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The three steps of the PF algorithm are

1. Measurement update,

2. Resampling, and

3. Time update [21].

Choosing the distribution and the number of particles is the initial

step when using a PF. The next step is to generate N particles follow-

ing the chosen distribution with equal weights. In the measurement

update, the weights are adjusted in relation to the variation of the

predicted and observed measurements. Resampling is about generat-

ing N new samples depending on the new weights of the particles.

The time update is comparable to the prediction in the KF, the new

position of the particles is estimated with the use of a dynamic model

that describes the action. A continuous execution of these three steps

leads to closer particles and thus to a better estimate of the current

state [21, 26].

Gustafsson describes in [26] several ways to tune the PF. One way

is to adapt the resampling process. Resampling is necessary in order

to avoid having only a few particles with a significant weight. On the

other hand, resampling at every iteration increases the uncertainty.

A possible solution for this problem is to perform the resampling

only when it is necessary, for instance when the number of significant

samples reaches a certain limit [26].

2.1.4 Rèsumè

A KF is the most common approach to filter a system that has a linear

Gaussian distribution. When it comes to estimating a system state

that does not follow a linear Gaussian distribution, more filters can

be considered. The EKF and PF are the most commonly used filters

for this kind of application. Both algorithms have their benefits and

disadvantages that will be discussed in this section.

Systems with non-Gaussian densities, such as the bimodal distri-

bution, may not be suitable for the EKF for the reason that the EKF

linearises around the current mean and covariance. One major ben-

efit of the EKF is the computational requirement. At each time step

the EKF has to evaluate the function f(x) and h(x). In comparison, the

PF needs to evaluate every particle, which results in N evaluations.

Gustafsson describes that the PF is by a factor of N
nx

more demanding

than the EKF concerting the computation. The former described factor

contains N, the number of particles, and nx the number of size of the

state [25, 26].

The computational savings of the EKF compared to the PF are impor-

tant when it comes to real time measurements. In a VANET, messages

are exchanged in a frequency of 10Hz or even higher such as the

iCLCM message set, which is sent out every 40ms respectively with a
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frequency of 25Hz (see [19]). Having only 10 other vehicles around

leads to (10+ 1) · 25 messages or position estimations per second.

2.2 trust in vehicular ad-hoc networks

Improving the situation awareness of automated vehicles is a highly

interesting research area. With the increasing number of electronic

components, called Electronic Control Units (ECUs), it becomes nec-

essary to broaden the research in the area of situation awareness

in order to develop safer and more reliable vehicles regarding self-

driving functionalities. The vehicles are taking over more and more

tasks from the driver, e. g. anti-lock braking and lane keeping assis-

tance, in order to improve safety or to increase the comfortability for

the passengers.

Miller et al. distinguish in [27] between six different levels of au-

tomation. In L0, the driver has full control over the vehicle and is

thus able to control the brake, steering, throttle, and motive power.

Vehicles with features such as anti-lock braking are classified as L1. Is

the vehicle able to control two of the aforementioned functions, such

as steering and braking, it falls into the category L2. It is necessary

to point out, that a L2 vehicle only performs the automated action in

certain situations and always with a driver that oversees the vehicle.

L3 vehicles have more responsibilities for perceiving the environment

and are in charge of alerting the driver when a change to manual

control is necessary. Is a vehicle driving autonomously to a certain

destination without any further input of the driver, it is a L4 vehicle.

The last level, L5, is a fully autonomous vehicle that can drive without

a driver [27].

This section briefly lists the security challenges and the current re-

search about trust and awareness in an V2X environment. V2X commu-

nication expresses the ability of vehicles to communicate with their

environment, by creating a VANET. The vehicle is not only able to

communicate with other vehicles, it is also able to receive messages

from Road Side Units (RSUs) about emergencies, road conditions and

other safety related information.

2.2.1 Security Challenges

threats . As pointed out by Bijlsma et al. in [5], the safety and secu-

rity threats in VANETs and inter-vehicular systems have become very

important due to revealed security gaps in these systems. The motiva-

tion for attackers is identical to attacks on smartphones and personal

computers. The two noticeable incentives for attacking a system are

profit, and the urge for destruction and amusement. Espionage is not

visible and thus it is not possible to give detailed information about

the dissemination within IT [5].
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separation. Software within a vehicle is used to enhance function-

alities in two domains: technical improvements such as CACC, and

infotainment services. Vehicle manufacturers have to separate these

domains in order to ensure a safe system at any point of time, even if

the system has been compromised [5].

rapid change . Vehicles are moving with different speed and may

thus be visible only for a few seconds. This highly dynamic environ-

ment causes topology changes in a high frequency. A RSU is stationary

and has for that reason a velocity of 0 km/h. A car may drive with

a speed of 200 km/h. These two extrema highlight the fast change of

a VANET topology. Additionally, it is necessary to have a scalable ve-

hicle communication system because the vehicles will receive a high

amount of data in congested areas [14, 28].

data integrity. Data may be securely transmitted, but this does

not guarantee the integrity of the received information. Applications,

such as CACC, rely on the integrity of the data. A comparison of the

received information with local sensors can help to identify incorrect

data [5, 29].

2.2.2 Trust Establishment

Creating a trust relationship between vehicles is a prerequisite for V2V

communication. Given the base of having the other vehicle identified

or verified, allows a higher level verification of the vehicle’s data and

its behaviour. Patel et al. evaluate different approaches based on trust

for secure routing in a VANET in [30]. The different concepts for estab-

lishing trust known from fixed networks are provided by Wex et al.

in [11]. Wex et al. assess these approaches for their usability in VANETs.

The two basic methods on how to set up trust are infrastructure-based

and self-organising trust establishment. An illustration of the differ-

ent techniques can be found in Figure 2.4 [11].

Trust Establishment Techniques

Infrastructure-based Self-organising

centralised distributed

online offline online offline

direct hybrid indirect

Figure 2.4: Categorisation of trust establishment techniques.
(reproduced from [11, p. 2])
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infrastructure-based trust. This techniques mostly make use

of certificates for authentication. The X.509 standard, see [31], is used

for authentication of companies or private persons within the internet.

Approaches exist that try to apply this standard to VANETs. Each en-

tity is identified by a unique name that is certified by a trusted author-

ity. An approach that does not require a globally unique name is Sim-

ple Distributed Security Infrastructure. Kerberos is another method to

perform infrastructure based authentication. The major drawback of

Kerberos is the required online certification procedure, which makes

this method not suitable for VANETs. Other techniques for infrastructure-

based trust, e. g. use of pseudonyms, digital credentials, and group

signatures, are discussed in [11] and [32].

self-organising trust. This technique does not need a trusted

third party and is further more independent from the need of a global

knowledge. Trust between the vehicles or nodes is therefore dynamic

and dependent on the timespan in which a vehicle is connected. This

entails that a vehicle, which is longer connected, may have a higher

trust than a vehicle that is only known for a short period of time. A

direct self-organising trust establishment considers just the communi-

cation and interaction with the other nodes, while vehicles using the

indirect method exchange their trust information about other nodes

with each other (second hand information). A combination of the

former mentioned methods is the hybrid technique. [11] provides a

description and evaluation of self-organising methods, such as CON-

FIDENT, Terminodes, SPRITE, and LLSC [11, 32].

privacy-preserving trust establishment. There exist several

approaches to provide a privacy-preserving authentication in VANETs.

The Situation-Aware Trust Architecture (SAT) is proposed in [33]. The

cryptographic-based approach uses attributes for encryption. This

method has the advantage that it also allows to create group policies

that describe a group with certain attributes. Tajeddine et al. suggest

in [34] a group-based model, that allows other nodes to evaluate trust

of the entire group [33, 34].

2.2.3 Trust and Reputation Models

An authentication of the other participants like other vehicles or RSUs

is the basis for V2V communication. The next step is the identification

of faulty data caused by sensor errors or nodes sending malicious in-

formation. Due to safety requirements in vehicles, it is inevitable to

recognise the previously mentioned cases and react properly. Exist-

ing methods from other areas, such as trust management in a Multi-

Agent System (MAS), may be suitable for VANETs, as well. So far the fo-

cus was set on the integrity and confidentiality of messages within ve-

hicular networks, the evaluation about the quality of the information

has played a minor role. Section 2.2.1 lists the challenges in a VANET.
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Because of the high velocity of the vehicles, the topology changes

quickly and the time to react is short. Thus, it is important to be able

to verify the received data in real-time [14].

Trust is a common measure in decentralised systems, such as a

MAS. Aras et al. discuss in [35] the relation between trust and un-

certainty. The identified sources for uncertainty in a MAS are among

others the uncertainty in the observation, and the uncertainty when

using second-hand information. The authors propose that the trust

representation has to reflect the uncertainty [35].

multi-agent systems . Agents are designed to cooperate with each

other to achieve a common goal. This also applies to cooperative driv-

ing. The intersection scenario described in Chapter 1 requires a col-

laboration between all involved vehicles. As there are selfish drivers

on the roads, there might be also selfish agents. For that reason it is

necessary to create a trust metric that considers the interaction over

a certain period of time. The more the agents performed a task with

each other the more accurate is the trust model. A higher value of

trust will result in a higher chance for a prospective interaction with

this agent [14, 36].

TRAVOS (Trust and reputation in the context of inaccurate informa-

tion sources) is shown in [36]. This proposed model counts the num-

ber of successful and unsuccessful interactions with a certain node

(trustee). Based on this information the truster, the node which evalu-

ates the trustee, generates a beta distributed probability density func-

tion with α = # of successful outcomes +1 and β = # of unsuccessful

outcomes +1. A detailed description of this method to manage trust

can be taken from [36].

Zhang refers in [14] to several trust management methods suitable

for MAS, but the problem of limited knowledge about the environ-

ment still exists. Many of the models shown by Zhang assume com-

plete knowledge about the other agents. VANETs are highly dynamic

and it might be the case that a vehicle never “meets” the other vehicle

again, or knows the vehicle only for a few seconds [14].

Zhang differentiates between three categories of trust management

frameworks in VANETs: entity-oriented, data-oriented, and combined

trust models [14].

entity-oriented trust model . These frameworks focus on the

trustworthiness of the vehicles. Minhas’ et al. approach proposed

in [37] distinguishes between role-based, experience-based, priority-

based trust, and majority-opinion. The key properties of VANETs are

shown in Figure 2.5. In VANETs one has to cope with the sparsity of

data, which is caused by the dynamic network topology, and the fact

that communication can be event-triggered. It is important to high-

light, that the reports mentioned by Minhas et al. contain informa-
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tion about the road conditions or events, e. g. slippery road or traffic

jam [14, 37].

Scalable Decentralised
Coping with 

Sparsity

Sensitive to 

Privacy

Event/Task 

Specific

System-level 

Security

Location, Time 

Specific

Majority-opinion

Priority-

based

Role-based

Experience-based

Aggregated 

Feedback
Associated 

Confidence

Figure 2.5: Entity-based trust management. (reproduced from [37, p. 3])

Role-based trust assigns a certain level of trust according to the

identity of the node. A police car or an emergency vehicle have a

higher trust level compared to an ordinary car. As in every approach

for trust management, the trust in a certain vehicle is dependent on its

experience with it. Minhas et al. combine these two trust models and

create a priority-based matrix based on these results. The majority-

opinion model considers the reports of all nodes and generates a

value by considering also the experience and role of the vehicles [37].

Experienced-based trust values are in an interval of (−1, 1). 1 en-

tails fully trust in the vehicle, while −1 implicates absolute distrust.

Minhas et al. propose the following scheme for updating a nodes

experience-based trust value. TA(B) ∈ (−1, 1) describes the trust of

vehicle A in node B within the given interval. Equation 2.13 shows

the update procedure if node B’s information has been proven as be-

ing reliable [37].

T ←

{

T +α · (1− T) if T > 0

T +α · (1+ T) otherwise
, (2.13)

where

T Experience-based trust value (TA(B))

0 < α < 1 Positive increment factor
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In case that node B’s information has been evaluated as wrong,

Equation 2.14 is used to update the trust value of B.

T ←

{

T +β · (1− T) if T > 0

T +β · (1+ T) otherwise
, (2.14)

where

T Experience-based trust value (TA(B))

−1 < β < 0 Negative decrement factor

Minhas et al. further propose a forgetting factor λ(0 < λ < 1) that

assigns a lower weight to the previous trust value respectively the

past interactions. The time difference between the previous and the

current interaction is expressed in t. Equation 2.15 shows the updated

formula for calculating the experience-based trust value when the in-

formation is evaluated as reliable. The updated formula when the B’s

information is considered as wrong, is shown in Equation 2.16 [37].

T ←

{

λt · (1−α) · T +α if T > 0

λ−t · (1+α) · T +α otherwise
(2.15)

T ←

{

λt · (1−β) · T +β if T > 0

λ−t · (1+β) · T +β otherwise
(2.16)

The framework of Minhas et al. provides an entity-based trust

model that considers the role of the vehicle and the past experience

with the vehicles. Moreover, the authors have proposed a priority-

based trust value that takes the afore mentioned values into account.

The method based on experience of Minhas et al. has been described

in more detail due to the relevance for this work. A complete expla-

nation of the author’s suggested framework can be taken from [37].

data-oriented trust model . The analysis of the received data

is in the focus of this kind of models. The data-centric approach of

Raya et al. in [38] bases its trust on reports received from multiple de-

vices. These reports contain information about events such as ice on

the road or traffic jam. Each vehicle is from a certain type, which

is the basis for the calculation of the default trustworthiness. The

event- or task-specific trust is depending on a so-called trustworthi-

ness function f. Dynamic factors are considered with a security status

function and dynamic trust metric functions for each attribute of the

report. Additionally, the method considers the distance between the

reporter’s location and the event location. Raya et al. calculates the

trust value based on these factors. The authors compare different eval-

uation techniques to this method, such as weighted voting, Bayesian

interference, and Dempster-Shafer theory. The Bayesian interference
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is used to calculate the probability of a certain task given the new

evidence [14, 38].

combined trust model . The distributed reputation model sug-

gested in [39] is a representative of this class. The node generates its

own opinion about the message content by also considering the for-

warding node’s direct or indirect reputation and appends it to the

message before forwarding it to the other participants. The authors

call this method Opinion Piggybacking [14, 39].

2.3 situation awareness

The environment is shifting from systems fully controlled by human

beings to partly or fully automated systems. This change from a static

to a dynamic environment causes a new way of situation awareness.

In the area of modern work settings the out-of-the-loop performance

problem has been identified. When working with fully automated

systems, the operators tend to react much slower in case of an au-

tomation failure due to the passive monitoring of the system. One

solution is to use varying levels of automation in order to keep the

operators in the decision-making loop. This phenomenon can also be

applied to the automated driving, a driver that just monitors the sys-

tem will most probably react slower. For that reason it is essential to

increase the situation awareness of the vehicle [40].

Kurmis et al. describe in [41] a system that increases the situa-

tion awareness of a vehicle based on the ego vehicle’s on-board sen-

sors, other vehicle’s safety warning or road information messages,

and road and government information gathered from V2I communi-

cation. The evaluation of the received data and the own vehicle’s data

is hereby performed using a utility function. The resulting utility is

used by the Decision Support System which determines if the mes-

sage is forwarded to the other traffic participants or not [41].

Röckl’s work in [42] shows a design approach of a situation aware

vehicle system that uses inference. The author supports his choice

with a comparison of alternative situation models, such as formal

logics, neural networks and data mining. Röckl describes the use of

a PF in [15] that fuses the information received from other vehicles. A

simulation of the designed CACC that relies on the proposed system

for decision-making and perception is the result of Röckl’s thesis [42].

2.4 summary

This section provides the status of research concerning fusion of sen-

sor data and trust in VANETs. The three most commonly used filters

for SF have been described and compared according to their area of

application.

A system designed for V2V communication needs to address certain

challenges that are listed in Section 2.2.1. The fast changing topology
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of the VANET is one of the major issues that need to be addressed

in the system architecture. It will happen that a vehicle “meets” the

other vehicle only once in its lifetime. Moreover, it is possible that the

data exchange lasts for only a few seconds for the reason that the ve-

hicles are driving in the opposite direction. The way how to establish

trust in such a highly dynamic environment has been also discussed.

This thesis assumes the existence of an implemented method pro-

viding secure communication with authenticated vehicles at system

level.

Section 2.2.3 presents different models of how to create trust. It

gives details of how trust can be designed in a MAS and the cur-

rent approaches for VANETs. The methods proposed for V2V environ-

ments only consider the information about events received from the

other vehicles, they do not take the sensor accuracy and behaviour of

the traffic participants into account. The experience-based algorithm

shown by [37] provides the calculation of a TI including a forgetting

factor that gives new information a higher weight. Trust has been cho-

sen as a measure for the current situation because trust is considering

various factors including the uncertainty of the observed information.

Situation awareness of autonomous vehicles is very important for

the safety of the passengers. V2V communication enables the vehicles

to perceive out-of-sight objects and to receive warnings about danger-

ous situations earlier. Röckl proposes in [42] the use of inference to

increase the situation awareness of the vehicle.

Further, Röckl presents the use of a PF to fuse the information of

the other traffic participants. The developed PF is used for a CACC

within a simulation environment. Röckl’s approach does not generate

a TI that gives information about the behaviour and sensor accuracy

of the vehicle as proposed in this thesis. The PF is only used to get

a better estimation of the other vehicle’s position. However, Röckl

considers the uncertainty given by the PF to increase the situation

awareness [15, 42].
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To offer new functionalities and safety features, today’s cars use sen-

sors, such as radar, ultrasonic, and camera. These sensors allow the

vehicle to detect lanes, speed regulation signs, and even assist while

parking. Vehicles designed for autonomous driving, such as the Google

car1, use laser, radar and cameras to provide a 360◦ object identifica-

tion.

The results of the TS proposed in this thesis are evaluated using a

test vehicle that provides data from the radar, built-in sensors, and The built-in sensors

of the car are the

measurements, such

as velocity,

acceleration, angle of

the steering wheel,

and yaw rate.

V2X communication for perceiving the environment. Figure 3.1 il-

lustrates the communication with the other vehicles. The GeoNet-

working network architecture defined by the European Telecommu-

nications Standards Institute (ETSI) in [43] is used for communica-

tion. The transmission on the physical layer is established using IEEE

802.11p [44], a standard for wireless vehicular communication.

The radar in combination with the geographic position of the ego

and the preceding vehicle is used to achieve a more accurate estima-

tion of the distance to the car in front and also to evaluate the data

accuracy of the preceding vehicle.

V2V Communication

Radar

Figure 3.1: Sensor Environment with V2V communication.

1 See: https://www.google.com/selfdrivingcar/how/ (2016/06/12)

23
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The on-board sensors of the vehicle build the basis for knowing the

status of the ego vehicle. To be able to calculate a relative position to

other vehicles, it is necessary to use a positioning via satellites such

as GPS or Galileo. Many GPS devices provide additional information

about the accuracy of the position, the dimensionless Dilution of Pre-

cisions (DOPs) values. Horizontal DOP (HDOP) and Vertival DOP (VDOP)

characterise the accuracy of the horizontal or vertical position solu-

tion [45, 46].

Table 3.1 lists the the measurements including their resolution rel-

evant for this thesis. For more detailed information about the ex-

changed information see the ETSI and the i-GAME specifications [17,

19]. HDOP and VDOP values are the only measurements in Table 3.1

that are not being exchanged with the other vehicles. Furthermore,

the preceding vehicle will be named Most Important Object (MIO)

according to [19]. Giving the other vehicles more information about

oneself enables the design of more efficient manoeuvres, like a CACC

that reacts smoother to speed changes using the desired acceleration

of the MIO.

type measurement unit/resolution

on-board speed over ground 0.01 m/s

longitudinal acceleration 0.1 m/s2

desired long. acceleration 0.01 m/s2

lateral acceleration 0.1 m/s2

yaw rate 0.01 deg /s

Geographical latitude 0.1 µdeg

position longitude 0.1 µdeg

heading 0.1 deg

HDOP −

VDOP −

with respect bearing 0.002 rad

to preced- range 0.01 m

ing vehicle range rate 0.01 m/s

time headway 0.01 s

Table 3.1: Relevant measurements in a VANET environment.

Section 3.1 describes how the KF is used. The SF of the distance to

the preceding vehicle can be obtained by two sensors, the vehicle’s

front radar and the distance between two geographic positions. Due

to the fact that this relation is linear Gaussian distributed, a KF can be

used for fusing this data.

The relation between speed, acceleration, yaw rate, heading, and
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position is non-linear. For that reason it is necessary to create a model

that represents the relation between these measurements. The de-

signed model used for SF is based on a EKF. A description of the

model and the specific EKF for this thesis can be taken from Sec-

tion 3.2.

3.1 linear model

Roads are curvy and therefore the radar might not detect the MIO

while driving in a curve. It may also be the case that the geographi-

cal position is not precise enough and thus a second sensor to verify

the distance is necessary. Moreover, a fusion of both distances can

signify the accuracy of the other participant’s position. These two ap-

plications are useful in order to increase traffic safety and to detect

measurement errors or inaccuracies caused by the ego or the other

vehicle. The evaluation of the position quality of the MIO can be addi-

tionally considered by the TS described in Section 4.1.

Moreover, this model includes security mechanisms to provide cor-

rect or at least safe information to the vehicle’s system. Figure 3.2

illustrates the model for fusing the distance to the vehicle in front

given two different sources. The geographical position can be the raw

data provided by the GPS device or already a fused dataset. The Dis-

tance Calculation block calculates the ellipsoidal distance using the ge-

ographical positions of both vehicles and their length. The position of

the vehicle is throughout this thesis defined as the geometrical centre

of the vehicle.

For the reason that the data of both sensors might not be available

at the same time due to environment changes, such as driving in a

tunnel or on a curvy road, it is important to choose a proper variance

for the data and select the data in respect to these circumstances. This

procedure is done by the Data Selection shown in Figure 3.2.

The Kalman Filter module performs the SF considering the adapted

standard deviation provided by the Data Selection. A more detailed

description about the KF is shown in Section 2.1.1.

Conversion

Conversion

Distance 

Calculation 

Ego Vehicle Length

MIO Length

(V2V: CAM)

Geographical Position

of Ego Vehicle

(SF)

Geographical Position

of Preceding Car

(V2V: CAM)

Data 

Selection
Kalman Filter

Radar

(CAN Bus)

Sensor Fusion

Figure 3.2: Linear SF model.
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The Data Selection module will provide the KF with the necessary

sensor data including their variances σ2. Simplifying Equation 2.5b

the following allows a state estimation given two sensors and their

standard deviation. The first step to obtain such a filter is to assume

that the transformation matrix H is 1, which results in Equation 3.1.

x̂k = x̂−k +Kk(zk − x̂−k ) (3.1)

In case of having two sensors that provide their measurement in the

same unit, the predicted value x̂−k can be replaced with the second

measurement. The outcome of this one-dimensional filter is a static

SF of both sensors considering their variance [24].

xfused = z1 +K · (z2 − z1), (3.2)

where

z1 measurement of sensor 1

z2 measurement of sensor 2

K Kalman gain

The Kalman gain K is calculated using the variances σ2 described

in Equation 3.3.

K =
σ2
1

σ2
1 + σ2

2

(3.3)

The variance of the fused measurement can be calculated according

to Equation 3.4.

σ2 = (1−K) · σ2
1 (3.4)

When fusing the sensor measurements, it is important to highlight

that the position of z1 and z2 in Equation 3.2 influences the result. In

case that the measurement of sensor 1 is more accurate (σ1 << σ2), it

has to replace the estimate x̂−k in Equation 3.1.

Using the proposed filter allows to adapt the variance σ2
i of the sen-

sors according to the current needs. Further, the Data Selection module

decides whether to fuse the sensor data or to rely on only one sensor

in case that one measurement is not available or the measurement is

not accurate enough. Thus, use cases like driving in a tunnel or los-

ing the radar target on a curve are safely considered. Assuming that

the distance calculated using the geographical position is above or

below a certain threshold compared to the radar information, the sys-

tem will consider only the radar distance dr. This proceeding ensures

that the vehicle does not crash with the car in front when receiving a

wrong position from the MIO.

A comparison of both distances over time can be used to classify

the control behaviour of the preceding vehicle. It provides not only in-
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formation about the position accuracy, it also shows the acceleration

profile of the vehicle.

The activity diagram for the linear model is illustrated in Figure 3.3.

It is going to be executed every time a geographical position update

via CAM is received. Additionally, a map that is part of the perception

of the TS described in Section 4.2 identifies the vehicle in front.

Figure 3.3: Activity Diagram for the linear model.

Figure 3.4 shows a simulated result of the proposed KF. The sim-

ulation has been performed with PreScan2. The system has a highly PreScan2 has been

provided by TASS

International.
accurate position and therefore a low variance. To force sensor er-

rors, the ego vehicle was equipped with only one radar sensor, which

causes a narrow view of the preceding vehicle and thus it is not able

to detect a target on curves. Figure 3.4 illustrates that the proposed fil-

ter is able to compensate wrong sensor information, such as a loss of

radar information. The former mentioned Data Selection module has

not been used for this simulation. An evaluation of more complex

experiments can be found in Chapter 6.

3.2 non-linear model

Table 3.1 shows that the received information about the ego and the

other vehicles have a certain relation with each other. For instance

is the position of a vehicle dependent on its velocity, heading and

yaw rate. Combining these sensor measurements in order to achieve

a more accurate estimation of the position, a non-linear model based

on the kinematic relations is needed. Section 2.1.2 describes the theo-

2 See: https://www.tassinternational.com/

https://www.tassinternational.com/
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Figure 3.4: Distance fusion with a KF.

retical background for the EKF implemented for this thesis. Moreover,

[13, 47] provide the EKF for vehicles using the position, acceleration,

heading, yaw rate, and velocity of the vehicle.

The state vector x in Equation 3.5 is taken from [47] and shows the

input for the EKF at time k.

xk =

























Ek[m]

Nk[m]

ϕk[rad]

vk[m/s]

ϕ̇k[rad/s]

ak[m/s2]

























, (3.5)

where Ek and Nk are the east and north coordinates within a relative

coordinate system in metre, ϕk is the heading to the north, vk is the

velocity, ϕ̇k is the yaw rate, and ak is the acceleration of the vehicle.

The GPS device provides the position in Longitude, Latitude, and

Altitude (LLA) form. To use the position with the process model shown

in Equations 3.6, 3.7, 3.8, 3.9, 3.10, and 3.11, it is necessary to trans-

form the LLA coordinates into a local coordinate system, such as East,

North, and Up (ENU). [13] shows the transformation steps that are

necessary for converting the coordinates from LLA to ENU and back-
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wards. MATLAB’s function geodetic2enu has been used for this con-

version throughout this thesis.

The heading needs to be preprocessed as well. The GPS device pro-

vides the heading in compass format and thus, it has to be trans-

formed to unit circle format in order to work with sine and cosine

functions, and with the process model. Inaccuracies when driving

with low speed have been directly corrected in the Data Acquisition

module. The third manipulation is the correction of jumps from 0 deg

to 360 deg. The other measurements, such as the velocity, accelera-

tion, and the yaw rate, are provided by the internal sensors of the

vehicle via the Controller Area Network (CAN) bus [13].

The motion model is the link from the previous state xk−1 to the

current state xk. The kinematic model taken from [13, 47] describes

this relation between the previous and the next state. Equations 3.6,

3.7, 3.8, 3.9, 3.10, and 3.11 express this non-linear kinematic relation,

the state-transition function f. The variable T in these equations is the

sampling time, the time difference between time k− 1 and k.

Ek =Ek−1 + cos(ϕk−1)(vk−1T + ak−1
T2

2
+ ȧk−1

T3

3
) − . . .

sin(ϕk−1)(vk−1ϕ̇k−1
T2

2
+ (vk−1ϕ̈k−1 + 2ak−1ϕ̇k−1)

T3

6
+ . . .

(ȧk−1ϕ̇k−1 + ak−1ϕ̈k−1)
T4

8
+ ȧk−1ϕ̈k−1

T5

20
)

(3.6)

Nk =Nk−1 + sin(ϕk−1)(vk−1T + ak−1
T2

2
+ ȧk−1

T3

3
) + . . .

cos(ϕk−1)(vk−1ϕ̇k−1
T2

2
+ (vk−1ϕ̈k−1 + 2ak−1ϕ̇k−1)

T3

6
+ . . .

(ȧk−1ϕ̇k−1 + ak−1ϕ̈k−1)
T4

8
+ ȧk−1ϕ̈k−1

T5

20
)

(3.7)

ϕk = ϕk−1 + sign(vk−1)(ϕ̇k−1T + ϕ̈k−1
T2

2
) (3.8)

vk = vk−1 + ak−1T + ȧk−1
T2

2
(3.9)

ϕ̇ = ϕ̇k−1 + ϕ̈k−1T (3.10)

ak = ak−1 + ȧk−1T (3.11)
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The process model A is the Jacobian of the state-transition function

f, it can be taken from the Appendix A in Equation A.1. The mea-

surement model H describes the relation between the state and the

measurement. H can be an identity matrix, which means that the

mapping of the state to the measurement zk is linear. In case that an

element of the state is a combination of two measurements, the mea-

surement model is no longer an identity matrix. The model used for

this thesis has a linear relation between the state and the measure-

ments. For that reason, H is an identity matrix and can be seen in

Equation A.3.

The filter parameters, such as the measurement noise covariance

matrix R, and the process noise covariance matrix Q, define the devi-

ation of the measured data and the states. A heuristic analysis showed

that Q, shown in Equation A.4, is similar to the measurement noise

covariance R. Due to the fact that the implemented EKF has to adapt

to the environment changes, such as low accuracy of the GPS position

or loss of the satellite connection, two measurement noise covariance

matrices are used depending on the situation.

Equation 3.12 and Equation 3.13 show the measurement noise co-

variance matrix for the former described two cases. It can be easily

seen that only the variance of the first three measurements, the east

and north position, and the heading, change due to the fact that the

variance of the vehicle’s on-board sensors are independent of the ge-

ographical position of the vehicle. Equation 3.12 presents a low vari-

ance of the geographical position, which indicates that this matrix is

used when the GPS position is sufficiently accurate. In case the preci-

sion of the position and the heading decreases, Equation 3.13 is being

used. The chosen variances have been determined by considering the

precision information of the manufacturer and heuristic tests.
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
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
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(3.13)

Figure 3.5 illustrates the processing chain, when receiving new posi-

tion information. The EKF is applied to both, the data of the ego vehi-

cle and the other vehicles. The time difference between two time steps

can be found by considering the timestamp of the CAM or by using

the internal timestamp of the measurement data. Furthermore, the

Kalman gain K as well as the error covariance matrix P can be used

for consideration of the accuracy of the data. An increasing Kalman

gain indicates that the filter “trusts” the measurements to a wider

extent than before [23] .

Figure 3.5: Activity Diagram for the non-linear model.

3.3 summary

The data relevant for this thesis is listed in Table 3.1. The introduction

of a virtual sensor, the sensor information of the other vehicles, can
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be used to improve road safety and efficiency with the use of coop-

erative platooning. Knowing the geographical position of the other

vehicle without perceiving it with the own vehicle’s sensors helps to

increase situation awareness. This chapter described modelling the

distance to the preceding vehicle with the use of the radar and the

V2V data in Section 3.1. The SF of the V2V data in order to have a

better position estimation of the other vehicles has been described in

Section 3.2 by using a non-linear model. The data of the ego vehicle

can also be applied to this model. Moreover, this non-linear model

improves the efficiency of platooning and other cooperative interac-

tion applications for the reason that this data is more reliable than the

raw information received by the ego vehicle.

The non-linear model can be further used to observe the accuracy

of the received sensor information by taking the Kalman gain into

account. Knowing and observing the other vehicles, especially the

preceding vehicle, is essential for increasing the awareness about the

quality of the provided data. Both models rely on a KF which is briefly

described in Section 2.1.
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C O N C E P T

Many factors can influence the driving behaviour of a human driver.

When it comes to highly automated vehicles, the vehicle needs to per-

ceive the environment on its own. The higher the level of automation,

the more important is the perception of the environment. Perception

can be increased by using more and different types of sensors, but

they do not enable the detection of out-of-sight objects or support an

interaction framework with other vehicles. For that reason and the

low cost, wireless communication between vehicles is considered as

a promising addition to automated vehicles.

Automated and cooperative vehicles are introduced due to the need

for traffic safety and efficiency [3], and reduction of air pollution. V2V

communication is used to increase the line-of-sight with the goal to

improve the vehicle performance. However, using other vehicles’ in-

formation also brings safety and security concerns with it. As listed

in Section 2.2, there are already proposed mechanisms to establish

trust between each other. An evaluation of the other vehicle’s sensor

quality/precision or of its behaviour has not been in the focus yet. In

an operational environment, the vehicle’s might not provide equally

reliable information and thus, a system that evaluates the received

information is necessary.

The system of the vehicle needs to adapt to changing situations. It

needs to take certain factors into consideration that require changes

in the controller of the system. Therefore it is necessary that the sys-

tem can rely on the information provided by the other vehicles, in

order to make more robust decisions. The factors that may influence

the vehicle’s driving behaviour or decision making are illustrated in

Figure 4.1.

sensor quality. The knowledge about the precision/accuracy of

the vehicles is important to make profound decisions based on this

information. Sensor quality is essential when it comes to the data of

other vehicles because the ego vehicle may not be able to verify the

information with its own sensors. The CAM contains fields describing

the accuracy of the measurements, but it might be the case that the

sensor, for instance the position via GPS or Galileo, is highly depen-

dent on the environment and thus the message field might not get

sufficiently updated.

static environment. Most of our environment on the road does

not change frequently, e. g. tunnels, bridges are also considered as

33
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Figure 4.1: Factors influencing the awareness of a vehicle.

static. The environment has a strong impact on our sensors. For in-

stance, the satellite connection of the GPS device is dependent on the

environment, due to the reflection of electromagnetic waves within

cities.

dynamic environment. Loss of messages can be an indicator of

an environment change. During tests with a vehicle able to use V2X

communication, it was experienced that trucks can block the commu-

nication between the preceding vehicle of the truck and the vehicle

in the back, due to the physical properties of a truck. A research by

Larsson [48] covers this topic of forwarding messages within a pla-

toon of heavy duty vehicles. Identifying that there is a temporary

communication loss caused by another vehicle is necessary in order

to be aware of the current situation. Roadwork messages or other

important warnings might be received late due to the lack of commu-

nication with vehicles or infrastructure in front of the truck.

behaviour . The longitudinal and lateral controller design is de-

pending on the manufacturer or even on the model of the vehicle.

For that reason it has to be considered how the vehicle behaves or

reacts to certain events. For example, a vehicle following another ve-

hicle, that has a high fluctuation of the velocity, should be able to

compensate the fluctuating speed to maintain string stability. A fur-

ther indicator of the behaviour is the observation of the vehicles while

they are interacting with each other.

Section 4.1 describes the TS in more detail. The composition of the

TI and how it can be used for decision making is explained in Sec-

tion 4.1.1. Perception is needed for increasing the situation awareness

of the automated vehicle. The way of how the proposed system senses

its environment is explained in Section 4.2. The process of decision

making and the chosen architecture is described in Section 4.3.
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4.1 trust system

The introduction of this chapter illustrated the factors influencing a

vehicle’s driving behaviour in Figure 4.1. These factors should be con-

sidered for an autonomous vehicle using V2X communication in order

to perform robust decisions and increase safety. The tasks of the TS

are the perception of the environment, and the creation of a TI that in-

dicates the trustworthiness of other vehicles, the trust in the environ-

ment and the trust in its own sensors. Verifying also the performance

of the ego vehicle is an essential part of the TS in order to make the

own performance comparable to the other vehicles.

The aim of using a TS is to have an entity in the software archi-

tecture of the vehicle that is responsible for the perception and eval-

uation of the current situation and traffic participants. This module

offers the other components of the vehicle’s system more detailed in-

formation about the performance of other vehicles to make their de-

cision based on that information. The perception is not only the task

of the TS, it complements the SF by creating a map of the vehicles that

are surrounding the ego vehicle. Figure 4.2 illustrates the communi-

cation flow between the SF and the TS. The TS receives so-called trust

information from the ego and cooperative SF in order to evaluate the

other participants. The position accuracy values, HDOP and VDOP, are

gathered from the GPS device and provided by the Data Acquisition

for other modules.

Figure 4.2: Composition of the Data Acquisition module.

The TS receives the information illustrated in Figure 4.1. The most

significant output of the TS is the TI and a map that shows the sur-

rounding vehicles. Since the TS already generates the map, it also

calculates the measurements with respect to the MIO. The identifica-

tion of the MIO is necessary for the TS in order to evaluate the trust in

the preceding vehicle. This vehicle is the most important one for the

reason that the behaviour of this vehicle is directly influencing the

safety of the ego, and all other vehicles close to it.
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Additional data generated by the TS is the trust in the environ-

ment, the trust in the other vehicles, and the trust in the ego vehicle

itself. The evaluation of the ego vehicle is necessary in order to make

it comparable to the other traffic participants. Figure 4.3 depicts the

data produced by the TS.

Trust in 

environment

MIO 

identification

Data relative to MIO

Trust in other vehicles

Trust in ego vehicle

Trust IndexMap

Figure 4.3: Data calculated by the TS.

trust index . The TI is the major product of the TS, it indicates the

overall trust level at the current point of time. Additionally, the TS

calculates a separate TI for the environment, the ego vehicle, and the

other vehicle. A more detailed description of the proposed TI can be

taken from Section 4.1.1.

map. The map is essential to increase the perception of the vehicle.

It tells the TS, as well as the other modules, about the vehicles it is

surrounded of. To increase situation awareness, all vehicles in frontFor instance, the

identification of the

vehicle behind on the

right lane is

necessary for the

GCDC 2016 highway

scenario.

of the ego vehicle are vital, but for interacting with other vehicles

in order to achieve a common goal, it is also necessary to know the

vehicles on the other lanes and those behind. The identification of the

MIO and the data relative to the preceding vehicle are a side product

of the TS. The data calculated with respect to the MIO is listed in

Table 3.1 in Chapter 3.

4.1.1 Trust Index

The TI has to be designed as a value within a certain interval that indi-

cates the current overall trust combining the trust in the environment,

in the vehicle itself, and the trust in the other vehicles.

An absolute TI has been chosen for the reason that such an index is

easier to exchange with other vehicles in case of using a distributed

database providing TIs of other vehicles. Sharing a TI that is relative to

the behaviour of the ego vehicle makes it difficult to share with other

vehicles, since the index is subjective.
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In order to combine the different TIs to have one index that de-

scribes the overall trust in the environment and the vehicles, a weighted

average is proposed. The formula for the weighted average TI can be

taken from Equation 4.1.

TI =

N
∑

n=0

wn · TIn

N
∑

n=0

wn

, (4.1)

where

TI is the combined TI ,

N is the total number of TIs,

wn is the weight for that specific TI , and

TIn is the index of a certain TI .

The weights for each of the TIs will be defined in Chapter 5. The

defined TIs are listed in Table 4.1 and will be further named by their

associated shorthand symbol.

All indices throughout this thesis are set to be in an interval of (0, 1).

Table 4.2 provides a literal description of a few TI values.

Having an index that contains information about the current envi-

ronment, the ego vehicle, and the other vehicles can be used by the

decision making algorithm to adapt its speed according to this infor-

mation or to alert the driver that it is not safe to drive in automated

mode. The driver needs to be aware of the situation as long as the

vehicle is L3 on the scale for automated vehicles. L4 vehicles would

benefit from this index by having one index that describes the overall

situation. It has to be said that the system cannot only rely on one

index, but it can be used as a basis to make a decision and consider

the details in further steps.

4.1.2 Trust Index TIego

This TI indicates the trust of the ego vehicle in its own sensor data.

Validating the own trust in the sensor quality is essential in order to

provide information about the awareness. If the system is not able to

trust its own sensor data to a certain extent, the system will not be

able to perceive its environment correctly and thus the passenger’s

safety of the ego and the surrounding vehicles would be at risk. The An increasing Kk

indicates more

“trust” in the

measurement (see

Section 3.2).

EKF provides the Kalman gain Kk at each time step and reflects how

much “trust” it puts into the predicted state x−k , respectively the new

measurement zk. The HDOP and VDOP values provided by the GPS de-

vice indicate the position accuracy.

Figure 4.4 illustrates the process of computing the TIego. The first

step is to compute a partial TI that contains the GPS precision ac-
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symbol description

TIego The trust in the ego vehicle according to sensor quality.
The HDOP and VDOP values, and the EKF results can be
considered for this index.

TImio The trust in the preceding vehicle combining sensor
quality and behaviour. The linear model explained
in Section 3.1 provides additional knowledge about
the sensor quality of a vehicle by comparing and fus-
ing the radar distance dr with the geographical dis-
tance. Moreover, a monitoring of the difference be-
tween these two distance values can lead to the evalu-
ation of the controller behaviour.

TIenv The trust in the environment, e. g. urban, rural,
bridges, or tunnels. The HDOP and VDOP values can
be integrated in this TI as well. Mapping these values
to the geographical position, where they have been ex-
perienced, is one way to predict signal loss.

TIvi
The trust in vehicle vi combining sensor quality and
behaviour. This TI does not have a strong influence,
for the reason that the verification of the measurement
quality cannot be directly verified with a sensor of the
ego vehicle.

Table 4.1: Listing of the proposed TIs.

trust level description

0 Do not trust the system at all.

0.5 Neutral, the system does not have enough evidence to
trust or distrust the system.

1 Fully trust, the system trusts the provided information
entirely.

Table 4.2: Description of certain trust levels.

cording to the former mentioned DOP values. These values can be

infinitely large [49]. For that reason, it is necessary to set a limit that

indicates a highly inaccurate measurement. This limit is set to 25, as a

precise geographical position is an requirement for cooperative driv-

ing. The limit has been gained by heuristic analysis of the DOP values

while driving under different conditions. The VDOP value is usually

higher than the HDOP value because the signals received from the

satellites are coming from above and not from all sides as with the

horizontal coordinates. This is also the reason, why the vertical posi-
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tion is more inaccurate. The Position DOP (PDOP) value is a combina-

tion of the former DOP values and used for further computation [49].

The PDOP value is calculated according to [49]. Equation 4.2 pro-

GPS device

HDOP

VDOP

EKF

Kalman Gain

Covariance 

Matrix

Normalisation

Compute 

value

Weighted 

Average egoTI

Calculate 

PDOP

Figure 4.4: Composition of TIego .

vides the formulas for calculating TIego. The first step is to compute

the PDOP value and normalise it with a maximum value of 25. Next,

the Kalman gain has to be evaluated. This is done by calculating the

mean of the diagonal of Kk, which contains the factor of “trust” for

each measurement. The overall TI of the ego vehicle representing the

quality of the sensors is achieved by applying a weighted average of

the indices describing the EKF and the GPS accuracy.

Each measurement described in zk has an equal weight for calculat-

ing TIekf described in Equation 4.2c. A higher weight for the position

accuracy is not necessary for the reason that the quality of the GPS po-

sition itself is already considered in the TIgps. Indeed, the position is

also located within the EKF, but this position is estimated using the

motion model described in Section 3.2.

PDOP =
√

HDOP2 + VDOP2

TIgps =

{

1 if PDOP > 25
PDOP
25 otherwise

TIekf =

N
∑

i=1

Kk(i, i)

N

TIego =
wgps · TIgps +wekf · TIekf

wgps +wekf

(4.2a)

(4.2b)

(4.2c)

(4.2d)
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4.1.3 Trust Index TImio

TImio and TIvi
are both combining trust in the measurement quality

and trust in the behaviour of the other vehicle. A definition of cor-

rect behaviour or wrong behaviour is highly complex, since one can

consider many factors that help to define behaviour itself. A survey

of the factors expressing the behaviour of a vehicle is shown in this

Section.

behaviour . The general behaviour of vehicles can be described

through observation and past experiences with the vehicle. Figure 4.5

illustrates the identified factors that can be used to conclude about

the behaviour of a vehicle. The current velocity itself provides infor-

mation about the cautiousness of the driver or automated system. An

autonomous system should have the ability to perceive the environ-

ment to a certain extent to make correct decision about the speed. For

instance should the system or the driver adapt its or his speed when

it is raining heavily or if the road is slippery. Speed limits have to be

obeyed, as well.

Speed according to road 

limit and condition

Reaction to 

misbehaving vehicles

Speed fluctuation

(controller design)

Performance of scenarios

(interaction, cooperation)

Figure 4.5: Factors describing the behaviour of a vehicle.

The system of other vehicles might do something wrong or unex-

pected due to a lack of perception. Vehicles have to react properly

even if other traffic participants make a mistake. Observing misbe-

having vehicles and the response to this actions by other vehicles

helps to identify the robustness of the system of a vehicle.

The interaction with the surrounding vehicles is important for co-

operative driving. The main requirement for cooperative driving is

using a common interaction protocol. Especially the GCDC 2016 has

shown that the implementation of the interaction protocol may dif-

fer. It may be also the case that vehicles have problems with the in-

teroperability and interpret the received data wrongly. Vehicles not

performing according to the interaction protocol have to be identified

and properly treated when executing a scenario together.

Additionally, the velocity profile of the vehicles can be observed.

Are the vehicles driving continuously or is the speed fluctuating when
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driving on a straight road. This fluctuation is an indicator for the im-

plemented speed controller.

The MIO is identified via the map generated by the TS. An explana-

tion of how the map is designed can be taken from Section 4.2. Since

the MIO is important for road safety and the sensor data can be com-

pared to one of the ego vehicle’s sensor, it offers a more distinct TI

compared to TIvi
.

distance . As described in Section 3.1, a method to verify the trans-

mitted position of the preceding car is to compare the distance mea-

sured by the radar with the distance calculated by using the geo-

graphical position of both vehicles. Monitoring the error of these two

distances as shown in Equation 4.3 over time allows one to figure out

how the error is distributed. The knowledge of the mean and its de-

viation infer with the fluctuation of the speed and thus used as an

indicator of the precision of a sensor.

ed =

√

(dr − dgps)2 (4.3)

time headway. The proposed observation of the distance error over

time has the drawback that the distance is not constant, but varies

with speed. The distance to the vehicle in front can be measured with

the time headway h. The desired distance required for the participa-

tion at the GCDC 2016 is shown in Equation 4.4 [50].

ddes = r+ h · v, (4.4)

where

ddes is the desired distance,

r is the standstill distance (typically 6 metres),

h is the time headway, and

v is the current velocity.

The time headway used in Equation 4.4 is within the range of 0.6 to 1

second [50]. Caused by the fact, that the time headway indicates the

time gap to the vehicle in front, one can calculate the current time

headway and monitor this value over time. This method considers

the speed of the vehicle and thus does not change abruptly when

changing the velocity. Equation 4.5 shows the calculation of the time

headway.

h =
d

v
, (4.5)

where

d is the distance to the vehicle in front, and

v is the current velocity of the ego vehicle.



42 concept

Monitoring the time headway takes also the velocity of the MIO into

account. A problem using this method is that the time headway might

not change significantly due to the reaction of the ego vehicle’s con-

troller. The controller of the test vehicle reacts for safety reasons to

deceleration much faster than to accelerations.

speed. The stability of the speed of the MIO can also be considered by

analysing the speed profile. A condition for using the velocity profileThe velocity of the

vehicle is sent via

CAM to the

surrounding

vehicles.

of the MIO is a second sensor that is able to measure the speed of the

preceding vehicle. A front radar is able to detect the distance to an

obstacle in front and the range rate. The range rate is defined in [51]

as the rate of the change of the distance to the obstacle as defined in

Equation 4.6a.

Ṙ =
dR

dt
(4.6a)

vmio = vego + Ṙ, (4.6b)

where

R is range or distance to the detected obstacle,

Ṙ is range rate, and

v is the velocity of the MIO or ego vehicle.

Equation 4.6b shows the calculation of the preceding vehicle’s speed

considering the speed of the ego vehicle and the range rate Ṙ of the

MIO. The range rate in m/s provides information about the change of

the distance in metre. The formula is only valid if the preceding ve-

hicle is moving in the same direction as the ego vehicle. This require-

ment is fulfilled when driving on a straight road. The calculation is

not valid when driving in curves.

interaction. The communication between the vehicles during a

scenario can be observed as long as they are within the range of the

ego vehicle. The highway scenario, scenario 1, of GCDC 2016 relies on

the correct pairing of the vehicles in order to perform a safe merge

from one lane to the other. The pairing procedure is described in the

i-GAME deliverable 3.2 [19]. Observing a wrong pairing of the MIO, or

another vehicle around the ego vehicle, can be used for consideration

in both, the TImio and the TIvi
. Prospective scenarios for cooperative

driving may have better measures to be considered in a TI.

Another measure to validate the correct implementation of theThe interaction

during a scenario is

described in the

i-GAME

proposal [19].

interaction protocol is the observation of the Safe-To-Merge (STOM)

message. Vehicles that have paired up correctly are making a gap

relative to their pairing partner. As soon as the vehicle making the
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gap for the merging vehicle decides that the gap is large enough to

merge, it sends out a STOM message to tell the merging vehicle that it

can safely merge. Observing the created gap when the STOM message

is sent, can be used to verify the trust in the vehicle when interacting

with each other.

recommended speed. The speed of the preceding vehicle indicates

how safe it is driving. Considering the weather and the road condi-

tions in combination with the knowledge about the current speed

limit allows to conclude a recommended speed that should be driven.

The information about the road condition can be measured with the

own vehicle or by using the received road information from a RSU

that warns vehicles about dangerous situations. With regards to AI,

an inference engine can be implemented to make a decision about

the recommended speed that should be driven.

reaction to misbehaving vehicles . The robustness of the ve-

hicle’s control system is important and should be considered in the

TI computation for each vehicle. Is the vehicle not able to react to mis-

behaving vehicles properly, the life of the passengers in the vehicle

itself and the surrounding vehicles might be at risk. Analysing the be-

haviour of all vehicles and evaluating the reaction of the surrounding

vehicles needs significant computational power and different types of

sensors are necessary.

Figure 4.6 illustrates the measures that can be considered for the

TImio. The partial TI representing the interaction experience with the

MIO evaluates the correct pairing and sending of STOM. Both results

are summarized as one index using weighted averaging. The degree

of the speed fluctuation is mapped to a predefined value. Taking into

account the factors weather, the road condition, and the current speed

limit allows the computation of the recommended speed using infer-

ence. A comparison of the recommended speed and the speed of the

preceding vehicle is mapped to a partial TI. The forth partial TI is

the reaction to misbehaving vehicles. A weighted average is used to

combine these four indices to calculate the TImio.

The factors illustrated in Figure 4.5 have been identified as potential

influences of this TI. Further, Figure 4.6 shows the composition of

TImio. For the reason that the test vehicle was not able to perceive

all the mentioned measures, such as the detection of the speed limit,

road condition, and the observation of the reaction to misbehaving

vehicles, this work focuses on the following three factors: EKF result

of the non-linear model, the speed fluctuation, and the performance

when interacting with other vehicles.

4.1.4 Trust Index TIenv

The environment is categorised into static and dynamic. The static

environment does not change frequently, such as in urban or rural
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Figure 4.6: Composition of TImio.

areas, bridges, or tunnels. Dynamic environment changes are for in-

stance the lack of communication to vehicles that are in front of a

heavy duty vehicle. Due to the physical properties of trucks, they are

blocking the wireless communication to the vehicles in front or be-

hind of the truck. Research about algorithms deciding what should

be forwarded by the truck in order to enable the communication for

all vehicles within a certain range is ongoing. Larsson proposes in [48]

a performance centric forwarding algorithm.

There are methods on how to decide whether the vehicle is cur-

rently in a city or on a rural road. An approach to achieve this task is

the matching with a street map that evaluates the environment and

informs the system about the current environment of the vehicle. Fur-

ther, it is possible to learn about the environment by monitoring the

PDOP value provided by the GPS device. A combination of both ap-

proaches integrates learned experience about the environment with

preexisting knowledge.

Figure 4.7 shows the different types of environments that have been

identified. High buildings close to each other such as in a city cause
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reflections of the electromagnetic waves from the satellites and thus

the GPS position becomes inaccurate. Tunnels or bridges cause a tem-

porary position loss. When driving on rural roads the position is ac-

curate as long as the signals are not disturbed by large trees that

surround the road. The index describing the environment according

Figure 4.7: Types of environment in which a vehicle is driving.

to a street map and the index providing information about the expe-

rienced position accuracy can be combined with a weighted average.

The TIenv presented in this thesis uses the experienced PDOP value.

The mapping of the learned accuracy is done with circles of a certain

size, e. g. 5 metre. Further, it has to be highlighted, that the TIenv

maps the experienced PDOP value to a certain level between 0 and 1

which refers to the expected accuracy of the position for the reason,

that the precision of the position is in relation to the environment.

Another approach of computing the TIenv is to create a scale that

considers also other dangerous situations or situations where an in-

creased awareness is necessary. Such a situation is city traffic. Within

a city, the vehicle has to drive more carefully because of the reduced

distance to the other vehicles and the presence of pedestrians on the

pavement.

4.1.5 Trust Index TIvi

This TI is quite similar to TImio. A system with enough resources

for computation can observe and evaluate the interaction of the sur-

rounding vehicles with each other. Moreover, more sensors and dif-

ferent types of sensors are needed in order to evaluate the precision

of the other vehicle’s information.

Another challenge is the calculation of a TI considering observa-

tions made by other vehicles. More sensors can increase the percep-

tion of the ego vehicle, but they can only be used to a certain extent.

When it comes to the evaluation of vehicles that are not surrounding

the ego vehicle, the system has to rely on the measurements from
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other vehicles. The position of a vehicle can be compared with the

distance to the MIO transmitted from the vehicle behind. For the rea-

son that the ego vehicle cannot fully trust this measurement, the TI

of the vehicle behind has to be considered in the TI calculation of the

target vehicle.

4.2 v2v perception

The knowledge of the vehicle is strongly dependent on its level of au-

tomation. If it is a fully autonomous vehicle, the system needs to de-The different levels

of automation are

described in

Section 2.2.

tect the lanes, obstacles and other vehicles, pedestrians, traffic lights,

speed limits, and road conditions. The system used to evaluate the

concept of this thesis has a longitudinal controller, the lateral interac-

tion with the car has to be done manually. This restriction decreases

the number of sensors needed in order to be able to drive automat-

ically. The perception of the test vehicle provides the data gathered

from the built-in radar, and the data from the other vehicles received

via V2V communication.

A map of the surrounding vehicles is essential for fulfilling the

interaction of the scenarios described in [19]. The system needs to

identify the vehicle on the front right/left and also the vehicle behind

it on the right lane. To generate a map that fulfils this requirement

with the available sensors, the system has to rely on the vehicles posi-

tion to a certain extent, because the vehicle itself is only able to detect

a vehicle in front by using the built-in radar.

The identification of the surrounding vehicle’s position can be de-

termined by considering the lane in which the vehicle is currently

driving or by computing the relative angles to the vehicles with the

shortest distance. Both approaches are computed and further on com-

bined with each other in order to achieve a more robust identification

of the vehicle’s relative position.

lane .The CAM as well as the iCLCM message set contain a field de-

scribing the lane in which the vehicle is currently driving. The CAM

lane is an integer in the range of −1 to 14. −1 refers to a position out-

side of the road, 0 is the hard shoulder and 1 is the outermost driving

lane [17]. By taking the lane position of the vehicle into account, the

algorithm is more robust against misidentified vehicles for the reason

that this algorithm is also applicable in curves.

angles .Considering only the relative angles of the vehicles and their

distance provides a more robust identification of vehicles that are

sending a wrong or no lane ID. The downside of only using this algo-

rithm for identifying the relative position of the surrounding vehicles

is the wrong classification of vehicles when driving in a curve.
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A method that combines both of the proposed algorithms takes

advantage of both. For the reason that the vehicles experienced in

the GCDC 2016 mostly sent the correct lane ID, this algorithm is used

as a basis. In case a vehicle is identified at another position by the

map that considers only the angles and the distance, this field is also

updated in the overall map. This approach makes it possible that one

vehicle is identified at two places, for instance front-left and front. The

fault tolerance of this method will be further discussed in Chapter 6.

Figure 4.8 illustrates the ego vehicle and the relative position de-

scription of the surrounding vehicles. The first letter contains the in-

formation if the car is in the front of the vehicle or behind it, while

the other letter indicates left or right. The blue areas indicate the an-

gle range that is used for classifying the position of the vehicles. A

more detailed description of both algorithms and the integration in

the system is shown in Chapter 5.

FRFFL

RL

BL B BR

Lane 1Lane 2Lane 3

B

Figure 4.8: Illustration of the map and the classification of the surrounding
vehicles.

4.3 decision making

The high-level decisions, such as following a certain vehicle, pairing

with a vehicle, or merging, are realised as states of a finite state ma-

chine. The system itself will be manually triggered with a Human

Machine Interface (HMI) to start automated driving or it automatically

triggers new states in case of an interaction between the vehicles. It

needs to be highlighted that the HMI is asking the driver for confir-
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mation when it comes to decisions such as lane changing. The confir-

mations are for safety reasons and were required by the GCDC 2016.

Moreover, this kind of confirmations increase the situation awareness

of the driver, because the system is not a L4 or L5 autonomous vehicle.

The states have conditions that need to be fulfilled in order to trig-

ger a new state. The conditions to make a transition to a new state

are to some extent defined by the GCDC 2016 interaction protocol.

Additionally, the conditions contain checks that consider the trust-

worthiness of the information provided by the vehicle, as well as its

behaviour.

A more robust decision can be achieved by taking the proposed TI

into account. This index tells the decision making module the relia-

bility of the current information by considering the described factors.

The TI has a bigger influence to the decision of the vehicle with a

higher level of automation due to the ability to perceive the environ-

ment to a greater extent and the increased control of the vehicle.

4.4 summary

This Chapter provided the design concept for a system that is able

to make more robust decisions based on trust in the own vehicle, the

surrounding vehicles, and the environment. Factors that are influenc-

ing the awareness of the system of a vehicle have been identified.

Further, the desired output of the TS has been determined. A combi-

nation of the trust in the environment, the own sensors of the vehicle,

and the vehicle in front are described as the TI to increase situation

awareness of the system. A detailed explanation of the different types

of TI, as well as their calculation can be taken from Section 4.1.1. The

fourth partial TI, the TIvi
, expressing the other vehicles visible to the

system of the vehicle, has been described but will not be implemented

due to missing computation resources and the lack of sensors that ver-

ify their transmitted data.

Additionally, the concept of how to perceive the surrounding ve-

hicles has been described in Section 4.2. The use of two different ap-

proaches of how to identify the relative position of the surrounding

vehicles has been chosen in order to increase the robustness of wrong

transmitted lane IDs, but also to withstand curves where the identifi-

cation using only the angles most probably fails.

The decisions are made according to a state machine that builds

up on the interaction protocol for the three GCDC 2016 scenarios. In

addition, the triggers for making a transition to a new state are con-

sidering the TI provided by the TS.
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This chapter describes the architecture of the designed system for cre-

ating a TI that can be used to make more robust decisions based on

trust. The following paragraphs briefly describe the setup of team

Halmstad’s GCDC car in order to comprehend design choices. Sec-

tion 5.1 provides a detailed explanation of the implemented SF, TS

and decision making module. Additionally, Section 5.2 describes the

overall architecture of the GCDC 2016 system as well as the internal

communication between the different modules in more detail.

Java1 has been chosen as the primary programming language for

the system of the GCDC competition car of team Halmstad. For that

reason, also the trust modules have been implemented in this pro-

gramming language. The communication between the modules of

the system has been achieved with Lightweight Communications and

Marshalling (LCM)2. The benefit of using LCM is the ease of replaying

log data and the real time observation of the exchanged data.

The competition car, a Volvo S60, has been provided by Volvo Car

Corporation. Figure 5.1 shows the competition car with its various

antennas for the differential GPS and the wireless communication on

the roof. Additionally to the antennas, there are two lights indicating

whether the vehicle is in automated (green light) or manual (red light)

mode.

Figure 5.1: The GCDC competition car from team Halmstad (photo taken at
the RDW Lelystad, the Netherlands).

The components of the car are shown in Figure 5.2. The power is

provided via a 12V to 220V power converter which is attached to

1 See: https://java.com/en/ (2016/07/01)
2 See: https://lcm-proj.github.io/ (2016/07/01)
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an uninterruptible power supply that is further connected to all de-

vices. The communication between the devices is established with a

wireless router. The V2X communication with the other vehicles and

infrastructure is provided by the Alix System Board alix2d33. In order

to have a certain accuracy of the geographical position in the range

of +/− 10cm, a differential GPS device is needed. The dSPACE Mi-The MicroAutoBox

has been provided by

Fengco Real Time

Control AB.

croAutoBox4 is used as the interface between the system and the car.

Furthermore, the MicroAutoBox executes the low-level longitudinal

controller. The system of the competition vehicle is executed on a

computer, which is located in the front passenger seat.

Trimble differential GPS

Wireless Router

Alix System Board

Power Supply
dSPACE MicroAutoBox

Figure 5.2: The trunk of the competition car with its devices.

5.1 architecture

This Section describes the architecture of each module in more detail.

An overview of the communication between the modules and the

overall GCDC system architecture is shown in Section 5.2. Segments

of the class diagram of the TS are provided within the text below. A

detailed class diagram of the TS can be taken from Appendix B in

Figure B.2.

5.1.1 Sensor Fusion

The SF is split into the linear and non-linear model. The linear model

is integrated in the TS because this model requires both, the measure-

ments from the ego vehicle and the preceding vehicle. The Coopera-

tive SF applies the non-linear model to the V2V data from the other

vehicles and the Ego SF applies this model to the measurements from

the ego vehicle.

The class Kalman Filter is designed to have an option for adapting

the variance of the two sensors in order to be able to perform the

SF when having an inaccurate geographical position. For that reason,

3 See: http://pcengines.ch/alix2d3.htm (2016/07/02)
4 See: https://www.dspace.com/en/pub/home.cfm (2016/07/02)

http://pcengines.ch/alix2d3.htm
https://www.dspace.com/en/pub/home.cfm
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the method feedSensorData of the filter has four parameters, where

two are the measurements and the other two parameters are logical

values that indicate whether the measurement is accurate or impre-

cise.

The linear model is converged within the TS that executes the feed-

SensorData method from the KF. It updates the distance estimation

every time it receives a new measurement from the radar. The same

trigger applies for the measurements with respect to the preceding

vehicle. The Distance Calculation and the Data Selection blocks, shown

in Figure 3.2, are implemented within the TS and the Kalman Filter

block is realised as a separate class. The setter for the variance have

been implemented in order to be able to change the variance of the

sensors during runtime. Figure 5.3 shows the class diagram of the KF

and the TS. A more detailed explanation of the TS can be found in Sec-

tion 5.1.2. The functionality of the superclass LCMService is described

in Section 5.2.

Figure 5.3: Class diagram of the KF.

The Cooperative and Ego SF are two separate classes running as in-

dividual threads on the system of the competition car. Both SF classes

have an object of type Filter, which acts as a wrapper for the imple-

mented EKF. This EKF class provides the corresponding functions to

the equations described in Section 2.1.2 and Section 3.2. Addition-

ally, the EKF class is able to switch the measurement noise covariance

matrix R to emphasise the accuracy of the GPS. The change of the R

matrix is necessary because the sensor data of the GPS device is pro-

vided in a lower rate and the measurement is thus more inaccurate.

The method to perform the SF is named feedSensorData as in the

linear model. This method not only returns the fused sensor data, it

also returns the calculated Kalman gain, which is necessary for cal-

culating the TI of the vehicles. In addition, the wrapper class Filter
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performs the conversion of the geographical position and the correc-

tion of the heading as described in Section 3.2. The class diagram of

the afore mentioned classes can be taken from Figure 5.4. The reason

for having two constructors of the Cooperative and Ego SF is that an

additional configuration is necessary for simulating the entire system

of the car.

Figure 5.4: Class diagram of the non-linear model.

An explanation of how the sensor measurements are received by

the SF and TS modules is provided in Section 5.2.

5.1.2 Trust System

The TS consists of one service class that is receiving and sending in-

formation to the entire system. It generates the map of the surround-

ing vehicles as shown in Section 4.2. Moreover, the TS is responsible

for updating the TI by considering the received measurement data,

such as the distance to the preceding vehicle, the geographical po-

sition of the ego vehicle including the HDOP and VDOP values, the

data received via V2V communication, and the trust information sent

by other modules of the vehicle’s system. This trust information pro-

vides details about correct pairing according to the interaction proto-

col and the Kalman gain calculated by the Ego SF.

First, the generation of the TIs will be described in more detail.

Then, the generation of the map including the two algorithms for
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identifying the surrounding vehicles is explained. At the end of this

section an overview of the TS is shown.

The TI is split into three separate TIs that are explained in Section 4.1.

Each of the sub-TIs provides methods to update the information and

to compute the TI of the partial index. The class TI is a wrapper class

that contains objects of all three sub-indices and provides methods

to calculate the overall TI of the system. Figure 5.5 shows the class

diagram of the TI classes. Their functionality is described below.

Figure 5.5: Class diagram of the TIs.

T Iego . This TI considers the DOP values that give information about

the position accuracy, received by the GPS device and the Kalman gain

of the non-linear model. This data is produced by the Ego SF and sent

as trust information to the TS. The TS updates the T Iego according

to this information and computes the overall TI when receiving trust

information updates.

T Imio . The calculation of the TI about the preceding car considers

• the Kalman gain of the non-linear model of the MIO,

• the interaction with other vehicles,

• the radar matching according to the linear model, and

• the speed fluctuation of the vehicle.

The index representing the Kalman gain is using the average of the

sensor’s Kalman gain value. The interaction index of the T Imio can

have three different values, tiint = {0 , 0 .5 , 1}. The value 0 .5 shows

that only one method to verify the pairing had a positive result. The
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verification of the pairing is performed on the left lane, the merging

lane. Correct behaviour, as defined in the interaction protocol, is iden-

tified on the right lane by observing the MIO when sending the STOM

message. Figure 5.6 illustrates the two cases, where the ego vehicle is

on the left or on the right lane.

MIO

C

Assign 

forward 

vehicle

Acknowledge

backward pair

Assign 

forward 

vehicle

Assign fwd 

vehicle

A

Lane A Lane B

(a) Pairing for vehicles
merging to the right
lane.

B

MIO

D

A

d

Lane A Lane B

(b) Preceding vehicle is
sending STOM mes-
sage as soon as the
gap is large enough.

Figure 5.6: Observed interaction between the MIO and other vehicles.

Figure 5.6a illustrates two ways of verifying the pairing of the MIO.

The red arrows illustrate the first approach. The MIO has to acknowl-

edge its backward pair. The literal description of this statement can

be written as follows: The forward partner of the ego vehicle has set the

MIO of the ego vehicle as its forward pair and the MIO of the ego vehicle has

set the forward pair of the ego vehicle as its backward pair. Listing 1 shows

a pseudo statement where the second term is used to make sure that

the forward partner of the ego vehicle (vehicle C) has initiated the

correct pairing with the MIO of the ego vehicle.

Listing 1: Pseudo statement for the pairing index i
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Ego.fwd == Ego.mio.fwd && Ego.fwd.fwd == Ego.mio.bwd;

The second pairing index is illustrated with the green arrow. This

check is comparing the pairing to vehicle A in Figure 5.6a. Literally

the check can be described as: The mio of the forward partner of the ego

vehicle is the forward partner of the mio of the ego vehicle. Listing 2 shows

the pseudo statement for this check.

Listing 2: Pseudo statement for the pairing index ii

Ego.fwd.mio == Ego.mio.fwd;

Figure 5.6b shows the verification of the interaction, when the ego

vehicle is in lane B and the MIO is sending a STOM message for vehicle

B. The calculation for the minimum distance is shown in Equation 5.1

and predefined by the GCDC organisation. The STOM message should

be sent to the forward partner of this vehicle as soon as this distance

has been reached. The distance between the MIO and the preceding

vehicle of the MIO (its MIO) is calculated with the use of the geograph-

ical position provided by both vehicles via V2V communication.

d > (2 · f · (r+ h · v) + L), (5.1)

where

d is the distance to the car in front,

f is the scaling factor (set to 0.7),

r is the standstill distance,

h is the time headway, and

L is the length of the merging vehicle (vehicle B in Fig-

ure 5.6b).

The radar match is a binary value that indicates whether the dis-

tance calculated with the use of the geographical position of both cars

and the radar matches or the difference of the two distances is above

a certain limit.

Section 4.1.3 describes three different approaches to detect a speed

fluctuation of the vehicle in front by considering the information pro-

vided by the radar and the V2V communication. The implemented

algorithm uses the range rate Ṙ and the velocity of the ego vehicle.

Further, the other two approaches will be compared to this method

in Chapter 6.

The class, MioStatsitics, is designed for providing the necessary sta-

tistical information and has been implemented in a way that it saves

the last 1000 values which have a time difference of 500ms. The class

offers methods to add new values and to compute the mean and stan-

dard deviation. Monitoring the speed with a rate of 2Hz and storing



56 implementation

the last 1000 observations gives statistical information about the past

8.3̇ minutes.

The mapping follows according to the level of the calculated stan-

dard deviation of the velocity of the observed vehicle. The method of

using Ṙ is only possible when the vehicle is in front of the ego vehicle

for the reason that the range rate can only be observed with the radar

when the vehicle is in front of it.

T Ienv . The environment can be evaluated by considering the weather,

road condition, and the position accuracy. As pointed out in Sec-

tion 4.1.4, the competition car does not have the sensors for evaluating

the two first mentioned factors. For that reason, the T Ienv relies on

the DOP values.

Since the system saves the observations of the corresponding area,

it is able to learn about its environment. If the system has already

information about the environment, it uses this data to generate the

trust index of the environment by looking at the prospective areas

and the corresponding TI.

T Ivi
. As pointed out in Section 4.1.1, the computational power re-

quirement and the lack of various different types of sensors to per-

ceive the other vehicles with a second sensor is restricting the calcu-

lation of T Ivi
tremendously for the system of the test vehicle.

For that reason, the T Ivi
has been restricted in this work by com-

puting the TI of the non-linear model described in Section 3.2 of the

forward pair within the GCDC senario 1.

The class TS has a has-a relationship to TI and the MioStatistics class.

Moreover, the Statistics class serves as a superclass for MioStatistics

and provides the basic functions for calculating the mean and stan-

dard deviation out of a list of values or measurements.

5.1.3 V2V Perception

Next to the computation of the TI, the TS is also computing a map of

the surrounding vehicles and performs the calculation of measure-

ments with respect to the preceding vehicle. As discussed in Sec-

tion 4.2, the map uses two different approaches in order to make

a more robust identification of the surrounding vehicles, the neigh-

bours.

map angles . A list of all vehicles around the ego vehicle is received

by the TS. The first step is to filter out all vehicles that are not going

into the same direction. The information about the direction is gath-

ered via the CAMs that contain the heading. Next, all vehicles that are

more than 100 metres away from the ego vehicle are sorted out be-

cause they are too far away for interacting with them. The calculated

relative angle to the vehicles is used to identify the relative position of

the vehicles. The vehicle with the shortest distance to the ego vehicle

of each group, e. g. front-left, is chosen as a surrounding vehicle.
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The range for the angles is calculated dynamically by considering

the distance to the vehicle and the length or width of the vehicle itself.

This dynamic angle range is calculated with the use of Equation 5.2.

Furthermore, Figure 5.7 illustrates the parameters for calculating the

dynamic angle range. For vehicles in front or behind, the algorithm

uses the lane width as parameter. The remaining angle ranges are

used to identify the other vehicles, e. g. on the front-right.

α = arctan
view width/2

d
= arctan

L/2

d
, (5.2)

where

α is half of the angle range,

view width is the length of the object that should be detected,

and

d is the distance to the object.

R

B

Lane BLane A

B

d L

α

Figure 5.7: Illustration of the dynamic angle range calculation.

map lanes . The vehicles are filtered by direction and distance to the

ego vehicle, such as in the map that uses only the relative angles. The

next step is to put the vehicles into a list of vehicles corresponding

to their lane. The relative position of the vehicles is calculated by

using a predefined angle range for each position. Vehicles with the

shortest distance to the ego vehicle within their category, e. g. front-

left (see Figure 4.8), are chosen for the map.
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neighbours .The Neighbours class is combining both map types in

order to have a robust identification of the vehicles. For the reason

that it was experienced in the GCDC 2016 that some vehicles did not

transmit the correct lane, the map considering only the relative angles

needs to be taken into account. Neighbours takes the map that uses the

lanes as base and adds vehicles from the map considering the angles

only in case that the system did not identify a vehicle at this location

yet. A detailed class diagram of the TS can be found in Figure B.2.

5.1.4 Decision Making

A state machine has been designed for making decisions based on

the interaction protocol defined in [19]. The communication with the

driver is performed via a HMI that provides necessary information

about the location of the vehicle, the surrounding vehicles and the

current state of the state machine. Furthermore, the driver is able to

interact with the HMI in order to set parameters, e. g. lane ID, the

location of the centre of the intersection, the radius, and the time

when the vehicle has to enter the competition zone, or to confirm

actions. The confirmation of actions is required by the GCDC 2016. It

is used for safety reasons and to increase the situation awareness of

the driver.

The TI generated by the TS is sent to the High-Level Control (HLC),

which represents the decision making module. The HLC uses this in-

formation about the TI in order to make the driver aware of problems,

such as the pairing cannot be performed due to a misbehaving vehicle

or a vehicle with faulty sensor data.

Section B.1 depicts the state diagrams for each scenario as well as

the state flow for going from automated mode back to manual driv-

ing. Figure B.3 illustrates the states for scenario 1, the highway sce-

nario. Goal of this scenario is the automated merging of the vehicles

on the left lane to the right lane. Each scenario starts in STANDBY

and goes over to the scenario specific states as soon as a scenario has

been chosen. The state machine splits into two branches due to the

different interaction when being in lane A or B.

The state machine of scenario 2, the intersection scenario, is shown

in Figure B.4. A more detailed description of the scenarios can be

found in [19]. Entering all this information is only for test purposes

at the GCDC, this information is planned to be broadcasted by the

RSUs.

The emergency vehicle scenario, scenario 3, informs the driver as

soon as a CAM or DENM containing the emergency notification is re-

ceived and makes a smooth transition to manual driving with the

driver’s consent. The corresponding state diagram can be taken from

Figure B.5.

Changing from automated to manual mode is performed in a safe
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way. The vehicle increases the gap to the vehicle in front, to corre-

spond to the reaction time of a human driver. Figure B.6 illustrates

this state flow.

5.2 information flow

Figure 5.8 illustrates the entire system of the test vehicle including the

communication between the different devices. The HLC represents the

decision making algorithm and the Mid-Level Control (MLC) converts

the high level commands, such as follow vehicle with ID 120 with a dis-

tance of 10 metres, into commands for the Low-Level Control (LLC).

The LLC is executed on a separate real time device, the MicroAutoBox

that performs the longitudinal control of the vehicle and provides the

interface to the CAN bus of the car. Further, the roof lights, see Fig-

ure 5.8, indicating autonomous or manual mode and an emergency

button to cut off the connection to the CAN bus of the vehicle, are con-

trolled by the MicroAutoBox and a custom-built circuit board. The

HMI, a tablet, is communicating via wireless LAN to the system of

the vehicle and enables the interaction with the driver. V2V communi-

cation is established by the Alix cards that forward the packets to the

communication module of the system and sends the encoded mes-

sages from the system to the other vehicles. The GPS device is directly

communicating with the Data Acquisition module via UDP. If the com-

munication is not further defined, such as LAN - UDP, information is

exchanged via LCM messages.

All classes that are exchanging LCM messages have the class LCM-

Service as superclass. This class provides the basic functionality to

send and receive LCM messages on predefined channels. Addition-

ally, this class offers a heartbeat function in order to identify a crashed

module. Due to the fact that LCM uses UDP as transport protocol, the

system had to be designed to be resistant against packet loss.

The Cooperative SF receives all CAMs and iCLCMs from the other

vehicles from the Communication module as dirty messages. The sys- The platoon ID field

starts counting from

the most left lane,

while the lane ID

starts on the

outermost right

lane.

tem classifies the unmodified data received by other vehicles as dirty.

It manipulates the lane information in case it contradicts to the pla-

toon ID field, which is located in the iCLCM. Additionally, the Coop-

erative SF executes the EKF for the preceding vehicle and the forward

partner, and sends the Kalman gain via a trust info message to the

TS. All other modules of the system are listening to the clean CAM and

iCLCM sent by this module. The Ego SF executes the non-linear model

of the ego vehicle and generates the CAM.

The HLC module is running the state machine. It receives the clean

data of the other vehicles, the interaction messages from the HMI, and

the TI from the TS. The information used for the calculation of the

interaction index for the TImio is generated by this module. Control

messages sent to the MLC are dependent on the current state and the

environment.
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Figure 5.8: System Architecture of the GCDC car.

The TS updates the TI according to the received trust information,

the observations about the environment, and the MIO. The map is

generated in a separate thread and published as a map LCM message.

5.3 summary

The functionality of the competition car has been taken into consid-

eration when developing the system. The car provided mechanisms

to control the acceleration of the vehicle but no mechanism to control

the lateral steering. Furthermore, the vehicle provided the distance to

the vehicle in front with the use of the built-in radar.

The decision making is mostly based on the interaction with the

other vehicles and the distance to the preceding vehicle. The TI has

been used for verifying the current situation and to alert the driver in

case that the system would not be able to perform properly.

The implemented SF, and TS offer the basis for creating a TI that

is distributed to the other components of the system of the vehicle.

The algorithms proposed for computing each individual TI , such as

the TImio, and TIego, can be extended by adding a new different TI.

The proposed algorithms can be extended to estimate trust for other

sensors if available.



6
E X P E R I M E N T S

The GCDC 2016 was judged based on the three scenarios: the high-

way scenario, the intersection scenario, and the emergency vehicle

scenario. The developed TS is evaluated with data from the first men-

tioned scenario, because this scenario relies the most on V2V commu-

nication of different vehicles. The intersection scenario only requires

the data provided by the Organisation Pace Car (OPC), and the third

scenario is basically listening to emergency messages.

6.1 scenarios

The highway scenario took place on the highway A270 in the Nether-

lands. The vehicles in the right lane, lane B, were driving with a speed

of 60 km/h and the vehicles on the left lane, lane A, were driving at

80 km/h. Due to speed limitations of some participating vehicles, this

scenario was split into two heats. The former described velocities are

used for the high-speed heat. The low-speed heats have a speed of

45 km/h on lane A and 40 km/h on lane B.

The highway scenario is split into four phases, the pace making,

the parallel pairing, the sequential pairing, and the merging phase.

Figure 6.1 illustrates the former mentioned steps of the highway sce-

nario [19].

i : pace making . At the beginning, the OPCs are bringing the ve-

hicles into the right position. As soon as the vehicles are correctly

positioned, a roadwork message is sent to all participants. A road-

work message implicates a roadwork on a certain lane (lane A) and

the reduction of all vehicles’ speed to 40 km/h.

ii : parallel pairing . A merge request triggers the so-called B2A

pairing, which means that the vehicles on the right lane are setting

their forward pair, the vehicle on the front-left, in the iCLCM mes-

sage. This pairing is performed in parallel by all vehicles. Addition-

ally, their forward partner acknowledges the pairing by setting them

as its backward pair. When the B2A pairing is done, the vehicles in

lane B create a gap so that their forward partner can merge in front

of it.

iii : sequential pairing . After a certain time, the lead vehicle on

the left lane pairs up with the vehicle on the front-right and creates a

gap. The front-right vehicle is identified as the MIO of the backward

pair. As soon as the gap is large enough (see Equation 5.1), the back-

61
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ward pair of the lead vehicle sends out a STOM message indicating

that the gap is large enough for the lead vehicle to merge.

iv : merging done . After merging, the lead vehicle adapts its pa-

rameters to the right platoon and the new lead vehicle on the left

lane can start with the A2B pairing.
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Figure 6.1: Phases of the GCDC highway scenario
(reproduced from [19, p. 8]).

A heavy duty vehicle in front of the ego vehicle may cause a lack

of communication with the vehicles in front of the truck. A research

describing message forward algorithms for trucks is shown in [48].

During the competition, one case has been experienced, where the

communication to all vehicles in front of two trucks on both lanes was

blocked. The only available information about the vehicles in front is

the MIO information transmitted by the trucks. With this information,

the system of the vehicle has the knowledge that another vehicle is in

front of its MIO with a certain distance. Other information, such as the

preceding vehicle of the MIO of the truck cannot be gathered and thus
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an increased situation awareness is necessary for a correct evaluation

of the situation.

6.2 accomplishment

The highway scenario of the GCDC is the focus of this thesis for gen-

erating a TI and thus making a robust system by considering the TI in

decision making. The competition took place in Helmond, the Nether-

lands, in May 2016. The data gathered during this competition has

been logged according to the requirements of the competition shown

in [50] and with the use of lcm-log. The generated LCM logs can be

played with the lcm-logplayer. Moreover, the logs have been created

for each module individually as a separate file containing only the re-

ceived or transmitted data. For that reason, one is able to run the log

of the TS containing all information the TS received. Figure 6.2 shows

the track on Google Maps1 of the highway A270 between Eindhoven

and Helmond that has been used for the highway scenario of the

GCDC.

Start

End

Figure 6.2: Map where the highway scenario took place
(adapted from Google Maps1).

The algorithm of the TS, as well as the methods of the other modules

depicted in Figure 5.8, can be changed and afterwards fed with the

same data from the competition, due to the use of LCM. Thus, the

results presented in this thesis contain real data of vehicles driving

in a platoon and interacting with each other. This approach offers the

modification and verification of the implemented algorithms with the

communication and interaction data from the competition.

The use of logged data and not simulated data for evaluating the

system has been chosen for several reasons. First, the competition

1 https://www.google.at/maps/

https://www.google.at/maps/


64 experiments

data offers a big variety of different devices with different accuracies

or functionalities. Second, the implemented control system of the ve-

hicle is unique for each vehicle and thus closer to reality. Third, the

sensor data is already noisy and does not need to be manipulated as

within a simulation. Additionally, the recorded data also includes the

V2V communication delay due to reflections of the signal.

6.3 results

The results of this thesis are shown as graphs illustrating the be-

haviour of the TI during different heats and different placements of

the vehicle within the two platoons. The partial TIs are depicted in the

same figure to show the composition and highlight the influences of

the partial TIs. The generation of the TI has been simplified due to the

limited performance of the system of the competition car. For reasons

of presentability, the TIs have been filtered with a moving average

filter from the previous twelve seconds.

6.3.1 Left Lane

The vehicles starting in the left lane have the task to acknowledge the

backward partner during the parallel pairing. As soon as the vehicle

is in the first place and the forward partner has been identified, the

vehicle has to create a gap with respect to this vehicle. When receiving

the STOM message from the backward pair, the gap is large enough

and the vehicle can perform the merging. After the merge, the vehicle

has to adapt to the new platoon and set its new MIO.

Figure 6.3 illustrates the TI and the speed profile of the test vehi-

cle during a low-speed heat. The speed profile is shown for the sake

of completeness and omitted in further figures. The behaviour of the

TIego is stable with a value at around 0.84 until the vehicle merges.

The TIego decreases as soon as the TS has more information about the

accuracy of the geographic position, which is shown by the appear-

ance of the TIenv that considers also the PDOP value gathered from

the GPS device. The late appearance of the PDOP value is caused by

the GPS device that did not provide this information before.

Comparing the TImio before and after the merge shows that there

are different vehicles in front of the ego vehicle. It also indicates that

the MIO after the merge is more reliable compared to the preceding

vehicle before the merge. The vertical blue line indicates the moment

when the merge to the right lane has been finished. It can be also

seen that the TImio is decreasing while the merge is being performed

because the system cannot detect the correct MIO during that phase

and thus the radar match is also negative.

The forward partner is only set within the B2A and merging phase.

TIfwd describes the trust in the forward partner and is for that reason

only calculated within these phases.

The appearance of the TIenv after the merge in Figure 6.3a shows



6.3 results 65

the influence of knowledge about the environment on the TI. The

TIenv is calculated by using the current PDOP value or an experienced

TI from the area close to the vehicle.
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Figure 6.3: Experiment I: Highway scenario starting from the left lane.

A detailed graph of the TI during the merge can be taken from Fig-

ure 6.3b. It shows the TIfwd in more detail and also illustrates the

behaviour of the TImio during the merge.

The decreased TI during the merge can be used to tell the decision

making module that it has to increase its situation awareness. How-

ever, the lane change has to be treated as a special case, since the car

has to keep its speed in order not to interfere with the interaction

protocol. Furthermore, the trust in the new preceding vehicle is sta-
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ble with a value of around 0.9. This information can be used by the

decision making algorithm to decrease the time headway or the dis-

tance to the preceding vehicle for the reason that this vehicle provides

highly reliable data.

6.3.2 Right Lane

In the highway scenario, when the vehicle starts in the right lane, it

does not need to change the lane. It creates a gap with respect to its

forward partner on the left lane and sends out a STOM message as

soon as the gap is large enough for the forward partner to merge.

Figure 6.4 depicts the composition and behaviour of the TI and the

TImio. The TIego shown in Figure 6.4a is also stable and changing

when the PDOP value occurs. The behaviour of the TIfwd behaves sim-

ilarly to the one presented in Figure 6.3a. First, the TIfwd is lower and

increases with the experience gathered about the vehicle. It shows

also the same behaviour during the merge. As soon as the vehicle, in

this case the forward partner, changes the lane, the TImio is decreas-

ing significantly due to the change of the ego vehicle’s preceding

car. Further, the new MIO has a lower TI compared to the previous

one. This is caused by a continuous misidentification of the MIO. Due

to this misidentification, the observed values with the radar and the

reported data via V2V communication does not match and the TI de-

creases. The reason for this continuous misidentification is a low ac-

curacy of the received geographical position. It has been experienced

that the new preceding vehicle has provided delayed position data

and thus the system could not identify it correctly.

Figure 6.4b depicts the partial TIs used to calculate the TImio. For a

better illustration of the TIs, the same moving average filter has been

applied. This filter also causes the effect that the TI of the radar is not

binary. The forward partner is getting the new MIO in the highway sce-

nario. For the reason that the TIfwd only uses the non-linear model

for calculating this index, the TImio does not necessarily match with

the TIfwd. The behaviour of the TImio is strongly influenced by the

result of the radar match. During the merge and afterwards, the mea-

sured radar distance differs from the distance using the geographical

position. The evaluation of the radar match is performed within the

linear model of the system of the car as described in Section 3.1.

The identification of measurement mismatches by comparing the

own sensor data of the ego vehicle with the reported data is impor-

tant for situation awareness. The implemented controller did not have

any problems with following this vehicle in a platoon because the sys-

tem relies, for safety reasons, on the radar information. The decreased

TImio tells the other modules of the system that the reported data can

not be fully trusted.
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Figure 6.4: Experiment II: Highway scenario starting from right lane.

The graph shows that the trust in the new MIO after the merge

is about 0.6. Comparing the overall TI of the system highlights that

the situation awareness has to be increased. A possible reaction to

this behaviour can be an increased time headway or distance to the

preceding vehicle.

6.3.3 Unreliable Geographical Position

The proposed system has to rely to a certain extent on the geographi-

cal position provided by the other vehicles because the system is only

able to verify the position of the preceding vehicle and the non-linear

model is not able to improve the position of highly inaccurate posi-
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tion data or unreliable data. One case was experienced in the course

of the GCDC where the intended forward partner provided unreliable

position information.

The introduced TS is able to improve the geographical position of

a vehicle by considering the inertial sensor information, but it cannot

improve the position of highly inaccurate measurements that provide

changes in the position from +/ − 80 metres. Figure 6.5 illustrates

such a situation. The position of the competition car is plotted in

blue as a reference to the correct position. The red curve shows the

position of the forward partner.
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Figure 6.5: Unreliable/Inaccurate geographical position

With the current setup of the proposed TS, vehicles that provide un-

reliable position, cannot be correctly identified. For computational

reasons only vehicles that behave accurately are monitored, i.e. vehi-

cles with large fluctuations in position can not be followed with the

use of the linear model.

6.3.4 Comparison of the Behaviour Identifier

Section 4.1.3 describes three approaches that can be used to detect

speed fluctuation of the MIO. These three approaches, the distance,

time headway, and the speed, have been statistically evaluated using

the MioStatistics class described in Section 5.1.2.

Figure 6.6 shows the standard deviation of the monitored measure-

ments and the velocity of the observed vehicle. It is shown that the

monitoring of the distance to the preceding vehicle is not a good

measure to identify the speed fluctuation of the MIO. As pointed out

in Section 4.1.3, the variation of the time headway is not significant

enough, for the reason that the controller of the competition car reacts
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to the speed changes immediately in case that the safety distance is

violated.
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Figure 6.6: Approaches to detect speed fluctuation.

The speed of the MIO has been monitored by using the speed of

the competition car and the rate of change of the distance to the pre-

ceding vehicle. This measurement does not rely on the V2V communi-

cation, it uses the competition car’s sensors. The graph in Figure 6.6

illustrates that the standard deviation is low at the beginning and in-

creases with the decrease of the speed. The behaviour around second

170 shows that the standard deviation decreases until second 170 due

to a constant speed, but increases again, due to an additional increase

of the speed.





7
C O N C L U S I O N A N D F U T U R E W O R K

Automated situation awareness is a fundamental functionality that

enables decision making for automated and cooperative vehicles. Un-

reliable V2V communication makes it necessary to evaluate the pro-

vided information according to integrity, authenticity, accuracy of the

received data, and reliability of the information. Current state-of-the-

art researches focus on the establishment of trust between road users

to provide integrity of the data, and authenticity. This thesis focuses

on a model for evaluating the reliability of the provided data received

via V2V communication from other vehicles. The introduced TS per-

ceives its environment and generates a TI indicating the systems’ level

of trust in the sensor readings and their reliability at any given time

instant. The TI is within a range of 0 and 1, and takes several factors

into account. These factors are the environment itself, the ego vehicle,

and the other vehicles, especially the preceding vehicle.

The evaluation of the sensor accuracy of the ego vehicle and the

other vehicles is performed with a linear and non-linear model. The

linear model describes the relation between the distance measured

with a radar and the distance based on the provided geographical

position. A kinematic model of the vehicle in combination with an

EKF has been implemented in the non-linear model. The TS generates

the TI based on various factors that can influence the situation.

The results of the TS are illustrated and discussed. The behaviour

of the TI in various situations shows the correct identification of situa-

tions, where the preceding vehicle has a lower reliability. A discussion

about the possible influences of the proposed TS in decision making

is also given.

This thesis investigates how to design a framework for a cooperative and

automated vehicle that can perform more robust decisions based on trust and

awareness. The thesis describes the identified factors that influence a

vehicle’s decision making. These factors have been combined in order

to provide a TI that can be used to support the vehicle’s decision

making system.

The first research question this thesis attempts to answer: Can AI

be used to create trust between vehicles based on their current and historical

performance? has been investigated in this thesis. It is shown how an

EKF, of the category Probabilistic Reasoning over Time, can be used for

estimating the reliability of the other vehicle’s measurements.
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The second research question: Can trust improve the situation aware-

ness in order to perform more robust decisions? is only answered to a

certain extent in this thesis. The introduced TS and its TI estimate the

trust in the current situation and the results show that the TI reacts

properly to situation changes.

7.1 future work

The results based on the GCDC 2016 highway scenario show that the

TS correctly reacts to situation changes. The factors used to evaluate

the current situation can be extended by adding more different types

of sensors in order to increase the perception of the ego vehicle. An

increased perception of the ego vehicle enables the TS to verify the

received data of the surrounding vehicles in more ways in order to

generate a more precise TI. The ego vehicle used to evaluate the pro-

posed system only provided access to the measured radar distance to

the vehicle in front, since the system needs two sources of informa-

tion (V2V and e.g. radar) to verify the accuracy, the system was not

able to estimate a TI of the surrounding vehicles.

Future research should include experiments with an automated ve-

hicle that has a higher level of automation and more proximity sen-

sors. This would give a more complete TI of the situation awareness

and it would also give an indication of the computational complexity

of the TS.

This thesis presents the behaviour of the TI and the partial TIs. It

highlights that the importance of each of the partial TIs changes in

various situations, e.g. during the merging. To adapt to such situa-

tions, a neural network can be used to adapt the weights for each TI

dynamically. A neural network that has the partial TIs as input can be

trained to weigh the inputs depending on the different situations.

Overall, the weighing of the partial TIs has to be further investi-

gated. Performing more tests in an environment with cooperative and

automated vehicles combined with an enhanced decision making al-

gorithm can lead to a better insight on how the TIs have to affect the

vehicle’s decision making.
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These equations are completing the EKF described in Section 3.2 [13].
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process noise covariance matrix q
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Figure B.1: The overall system architecture of the GCDC car including LCM
message names.
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Figure B.3: State machine for the GCDC scenario 1.
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Figure B.4: State machine for the GCDC scenario 2.
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Figure B.5: State machine for the GCDC scenario 3.
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Figure B.6: State machine for going back to manual mode.
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