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#### Abstract

We propose new methods for solving the variational inequality problem where the underlying function $F$ is monotone. These methods may be viewed as projection-type methods in which the projection direction is modified by a strongly monotone mapping of the form $I-\alpha F$ or, if $F$ is affine with underlying matrix $M$, of the form $I+\alpha M^{T}$, with $\alpha \in(0, \infty)$. We show that these methods are globally convergent and, if in addition a certain error bound based on the natural residual holds locally, the convergence is linear. Computational experience with the new methods is also reported.
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## 1 Introduction

We consider the monotone variational inequality problem of finding an $x^{*} \in X$ satisfying

$$
\begin{equation*}
F\left(x^{*}\right)^{T}\left(x-x^{*}\right) \geq 0 \quad \forall x \in X \tag{1.1}
\end{equation*}
$$

where $X$ is a closed convex set in $\Re^{n}$ and $F$ is a monotone and continuous function from $\Re^{n}$ to $\Re^{n}$. This problem, which we abbreviate as $\operatorname{VI}(X, F)$, is well known in optimization (see $[1,6,15]$ ) and, in the special case where $F$ is affine and $X$ is the nonnegative orthant, reduces to the classical monotone linear complementarity problem (see [7, 34]).

Many methods have been proposed to solve $\operatorname{VI}(X, F)$. The simplest of these is the projection method [44] (also see [1, 2, 3, 8, 26]) which, starting with any $x \in \Re^{n}$, iteratively updates $x$ according to the formula

$$
x^{\mathrm{new}}:=[x-\alpha F(x)]^{+},
$$

where $[\cdot]^{+}$denotes the orthogonal projection map onto $X$ and $\alpha$ is a judiciously chosen positive stepsize. However, the projection method requires the restrictive assumption that $F$ or $F^{-1}$ be strongly monotone for convergence. The extragradient method [21] (also see [19, 20, 29] for extensions) overcomes this difficulty by the ingenious technique of updating $x$ according to the double projection formula:

$$
x^{\mathrm{new}}:=\left[x-\alpha F\left([x-\alpha F(x)]^{+}\right)\right]^{+} .
$$

This method, by virtue of its using only function evaluations and projection onto $X$, is easy to implement, uses little storage, and can readily exploit any sparsity or separable structure in $F$ or in $X$, such as those arising in the applications considered in [3, 9, 36, 43]. Moreover, its convergence requires only that a solution exists [19], while its only drawback is its, at best, linear convergence. In contrast, the methods in $[4,8,12,26,30,31,32,36,39,46,49]$ require restrictive assumptions on the problem (such as $F$ or $F^{-1}$ be strongly monotone or $F$ be affine; for some of the methods, it is further required that $F$ be continuously differentiable with nonsingular Jacobian or $X$ be bounded and polyhedral), while the matrix-splitting methods in $[10,32,45,47]$ are applicable only when $F$ is affine (and these methods also have, at best, linear convergence). And all these methods require more computation per iteration
than the extragradient method. For the special case where $X$ is the nonnegative orthant (the monotone nonlinear complementarity problem) or a box, many other solution methods exist, but these methods tend to be ill-suited for large sparse problems and are not practically extendible to more general $X$. Thus, it can be said that, unless $F$ has a special structure ( $F$ or $F^{-1}$ is strongly monotone or $F$ is affine) and $X$ has a special structure ( $X$ is polyhedral or, better still, just a box), the extragradient method is a very practical method (and sometimes the only practical method) for solving $\mathrm{VI}(X, F)$. And, even when $F$ is affine, there are situations where the extragradient method may be practical. As a case in point, suppose $X$ is the Cartesian product of simplices and ellipsoids and $F$ is affine with an underlying matrix $M$ that is asymmetric, positive semidefinite, sparse, and having no particular structure (so $M^{-1}$ may be dense and impractical to compute). The extragradient method can be practically implemented to solve this special case of $\mathrm{VI}(X, F)$ since it requires only projection onto the simplices and ellipsoids (for which many efficient methods exist [40, 48]) and multiplication of $x$ by the sparse matrix $M$. In contrast, the matrix-splitting methods in [10, 32, 45, 47] require solving a nontrivial strongly monotone variational inequality problem over $X$ at each iteration. And even on structured problems such as the discrete-time deterministic optimal control problem [43], the extragradient method may yet be practical since it is linearly convergent like the methods in $[5,10,45,50]$ while its iterations are simpler.

In this paper, we propose a new class of methods for solving $\mathrm{VI}(X, F)$ that are as versatile and capable of exploiting problem structure as the extragradient method and, yet, are even simpler than the latter and have a scaling feature absent in the latter. And our preliminary computational experience suggests that the new methods are practical alternatives to the extragradient method. The idea of the new methods is to choose an $n \times n$ symmetric positive definite matrix $P$ and, starting with any $x \in \Re^{n}$, to iteratively update $x$ according to the formula

$$
\begin{equation*}
x^{\mathrm{new}}:=x-\gamma P^{-1}\left(T_{\alpha}(x)-T_{\alpha}\left([x-\alpha F(x)]^{+}\right)\right) \tag{1.2}
\end{equation*}
$$

where $\gamma$ is a positive stepsize and either $T_{\alpha} \equiv I-\alpha F$ or, if $F$ is affine with underlying matrix $M, T_{\alpha} \equiv I+\alpha M^{T}$, with $\alpha \in(0, \infty)$ chosen so $T_{\alpha}$ is strongly monotone. These methods are like the projection method except the projection direction $[x-\alpha F(x)]^{+}-x$ is modified by $T_{\alpha}$ and $P^{-1}$. Like the extragradient method, these methods use two function evaluations per iteration and, as we shall show (see Theorems 2.1 and 3.2), their convergence requires only that a solution exists. Unlike the extragradient method, these methods require only one
projection per iteration, rather than two, and they have an additional parameter, the scaling matrix $P$, that can be chosen to help accelerate the convergence (see Sections 2 and 4 for examples and further discussions). Thus, the new methods require less work per iteration than does the extragradient method (assuming $P$ is chosen so $P^{-1}$ is easily computed and stored), with the savings being the greatest when the projection is expensive. Our computational experience (Section 4) suggests that the new methods are practical alternatives to the extragradient method, especially when $F$ is affine or when projection onto $X$ is expensive.

Although we will also present computational results to illustrate the practical behavior of the new methods, the focus of our paper is on laying the theoretical foundations for these methods. In particular, we will present various convergence and rate of convergence results for the new methods. Central to our rate of convergence analysis is the following growth condition on the 2 -norm of the projection residual function $r: \Re^{n} \mapsto \Re^{n}$, given by

$$
r(x)=x-[x-F(x)]^{+},
$$

near the solution set $S$ of $\operatorname{VI}(X, F)$ (i.e., $S$ comprises all $x^{*} \in X$ satisfying (1.1)): There exist positive constants $\mu$ and $\delta$ (depending on $F, X$ only) such that

$$
\begin{equation*}
d(x, S) \leq \mu\|r(x)\| \quad \forall x \text { with }\|r(x)\| \leq \delta \tag{1.3}
\end{equation*}
$$

where $\|\cdot\|$ denotes the 2 -norm and $d(\cdot, S)$ denotes the 2 -norm distance to $S$. (It is well known that an $x^{*} \in \Re^{n}$ solves $\operatorname{VI}(X, F)$ if and only if $r\left(x^{*}\right)=0$.) This growth condition on $\|r(\cdot)\|$ (also called error bound) has been used in the rate of convergence analysis of various methods [25,24, 47] and is known to hold whenever $X$ is polyhedral and either $F$ is affine (see $[24,41]$ ) or $F$ has certain strong monotonicity structure (see [47, Theorem 2]). Moreover, under additional assumptions on $F$, this condition holds with $\delta=\infty$ (see [22, 23, 28, 37]). Our rate of convergence analysis, similar to that in [47], entails (roughly) showing that $d(x, S)^{2}$ decreases by an amount in the order of $\|r(x)\|^{2}$ per iteration, so $\|r(x)\|$ must eventually decrease below $\delta$, at which time (1.3) yields that $d(x, S)^{2}$ decreases at a linear rate. The analysis is also similar in spirit to those for feasible descent methods (see [25, 24, 27]) but uses $d(\cdot, S)^{2}$, rather than the objective function, as the merit function.

Our main results are as follows: In Section 2, we consider the special case of VI ( $X, F$ ) where $F$ is affine. We show that, for suitable choices of the stepsize $\gamma$, the iterates generated by (1.2) with $T_{\alpha} \equiv I+\alpha M^{T}$ and $\alpha=1$ converge to a solution of $\operatorname{VI}(X, F)$ and, under
the assumption of (1.3) for some $\mu$ and $\delta$, the convergence is linear (see Algorithm 2.1 and Theorem 2.1). We then extend this method by replacing the projection direction with a more general matrix-splitting direction (see Algorithm 2.2 and Theorem 2.2). Also, we consider a modification of this method whereby one of the " $[x-F(x)]^{+}$" terms is replaced with $x-F(x)$ and an extra projection step is taken (see Algorithm 2.3 and Theorem 2.3). In Section 3, we consider the general case of $\mathrm{VI}(X, F)$ and we analogously analyze the convergence of iterates generated by (1.2) with $T_{\alpha} \equiv I-\alpha F$ (see Algorithms 3.1, 3.2 and Theorems 3.1, 3.2). In Section 4, we report our preliminary computational experience with the new methods on sparse LPs, dense monotone LCPs, and linearly constrained variational inequality problems. In Section 5, we give some concluding remarks.

Subsequent to the writing of this paper, we learned of the recently proposed methods of He $[17,18]$ which may be viewed as special cases of Algorithm 2.1 in Section 2, with specific choices of the scaling matrix $P$. He's convergence and rate of convergence results for his methods are similar to ours for Algorithm 2.1 (Theorem 2.1), although He's rate of convergence results further require $X$ to be an orthant.

A few words about our notation. We denote by $\Re^{n}$ the space of $n$-dimensional real column-vectors and by superscript $T$ the transpose (of vectors and matrices). We denote by $\|\cdot\|$ the 2 -norm (i.e., $\|x\|=\left(x^{T} x\right)^{\frac{1}{2}}$ for all vectors $x$ ) and, for any $n \times n$ symmetric positive definite matrix $P$, by $\|\cdot\|_{P}$ the 2-norm in $\Re^{n}$ scaled by $P$ (i.e., $\|x\|_{P}=\left(x^{T} P x\right)^{\frac{1}{2}}$ for all $x \in \Re$ ) and by $P^{-1 / 2}$ the (unique) $n \times n$ symmetric positive definite matrix whose product with itself is $P^{-1}$. We denote by $I$ either the identity matrix or the identity map and, by $R$-linear convergence and $Q$-linear convergence, we mean linear convergence in the root sense and in the quotient sense, respectively, as defined in [35].

## 2 Algorithms for $F$ Affine

In this section we consider the case of $\mathrm{VI}(X, F)$ where $F$ is monotone and affine, i.e.,

$$
F(x)=M x+q
$$

for some $n \times n$ positive semidefinite (not necessarily symmetric) matrix $M$ and some $q \in \Re^{n}$. We present and analyze three methods for solving this special case of $\operatorname{VI}(X, F)$. The first method is our basic method (1.2) with $T_{\alpha} \equiv I+\alpha M^{T}$ and, for simplicity, $\alpha=1$. The second
method is an extension of the first method in which the projection direction is replaced with a matrix-splitting direction. The third method is a modification of the first method in which the projection operation is removed from one part and added to another part of the method.

We describe the first method formally below.
Algorithm 2.1 Choose any $n \times n$ symmetric positive definite matrix $P$ and any $x^{0} \in \Re^{n}$. Also choose a $\theta \in(0,2)$. For $i=0,1, \ldots$, compute $x^{i+1}$ from $x^{i}$ according to:

$$
\begin{equation*}
x^{i+1}=x^{i}-\gamma_{i} P^{-1}\left(I+M^{T}\right) r\left(x^{i}\right), \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{i}=\theta\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{2} . \tag{2.2}
\end{equation*}
$$

The parameters $P$ and $\theta$ are key to the performance of Algorithm 2.1. We can choose $P$ so that $P^{-1}$ is easily computed and stored (e.g., $P=I$ ) or that $\left\|P^{-1 / 2}\left(I+M^{T}\right)\right\|$ is small (e.g., $P=\left(I+M^{T}\right)(I+M)$ ) so $\gamma_{i}$ is large. Below we show that this simple method is convergent and, when the error bound (1.3) holds, is linearly convergent. The proof is based on showing that $\left(I+M^{T}\right) r(x)$ makes an acute angle with $x-x^{*}$ for any solution $x^{*}$, so the distance from $x$ to the solution set $S$, measured in the scaled 2-norm $\|\cdot\|_{P}$, decreases when $x$ is moved opposite the direction $P^{-1}\left(I+M^{T}\right) r(x)$.

Theorem 2.1 Assume that $F(x)=M x+q$ for some $n \times n$ positive semidefinite matrix $M$ and some $q \in \Re^{n}$, and that the solution set $S$ of $V I(X, F)$ is nonempty. Then any sequence $\left\{x^{i}\right\}$ generated by Algorithm 2.1 converges to an element of $S$ and, if (1.3) holds for some $\mu$ and $\delta$, the convergence is $R$-linear.

Proof. Let $x^{*}$ be any element of $S$. For each $i \in\{0,1, \ldots\}$, we have from (2.1) that

$$
\begin{align*}
& \left\|x^{i+1}-x^{*}\right\|_{P}^{2} \\
= & \left\|x^{i}-x^{*}-\gamma_{i} P^{-1}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|_{P}^{2} \\
= & \left\|x^{i}-x^{*}\right\|_{P}^{2}-2 \gamma_{i}\left(x^{i}-x^{*}\right)^{T}\left(I+M^{T}\right) r\left(x^{i}\right)+\gamma_{i}^{2}\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{2} . \tag{2.3}
\end{align*}
$$

We bound below the next to last term in (2.3). Let $z^{i}=\left[x^{i}-M x^{i}-q\right]^{+}\left(\right.$so $\left.r\left(x^{i}\right)=x^{i}-z^{i}\right)$. By properties of the projection operator, we have

$$
0 \leq\left(y-z^{i}\right)^{T}\left(M x^{i}+q+z^{i}-x^{i}\right) \quad \forall y \in X
$$

Similarly, since $x^{*}$ is a solution of $\operatorname{VI}(X, F)$, we have

$$
0 \leq\left(y-x^{*}\right)^{T}\left(M x^{*}+q\right) \quad \forall y \in X .
$$

Taking $y=x^{*}$ in the first inequality and taking $y=z^{i}$ in the second inequality and then adding the two resulting inequalities yields

$$
\begin{aligned}
0 & \leq\left(x^{*}-z^{i}\right)^{T}\left(M\left(x^{i}-x^{*}\right)+z^{i}-x^{i}\right) \\
& =\left(x^{*}-x^{i}\right)^{T} M\left(x^{i}-x^{*}\right)+\left(x^{i}-x^{*}\right)^{T}\left(I+M^{T}\right)\left(x^{i}-z^{i}\right)-\left\|x^{i}-z^{i}\right\|^{2} \\
& \leq\left(x^{i}-x^{*}\right)^{T}\left(I+M^{T}\right)\left(x^{i}-z^{i}\right)-\left\|x^{i}-z^{i}\right\|^{2} \\
& =\left(x^{i}-x^{*}\right)^{T}\left(I+M^{T}\right) r\left(x^{i}\right)-\left\|r\left(x^{i}\right)\right\|^{2},
\end{aligned}
$$

where the second inequality follows from the positive semidefinite property of $M$. Using this to bound the next to last term in (2.3) yields the key relation

$$
\begin{align*}
\left\|x^{i+1}-x^{*}\right\|_{P}^{2} & \leq\left\|x^{i}-x^{*}\right\|_{P}^{2}-2 \gamma_{i}\left\|r\left(x^{i}\right)\right\|^{2}+\gamma_{i}^{2}\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{2} \\
& =\left\|x^{i}-x^{*}\right\|_{P}^{2}-\theta(2-\theta)\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{4}  \tag{2.4}\\
& \leq\left\|x^{i}-x^{*}\right\|_{P}^{2}-\theta(2-\theta)\left\|P^{-1 / 2}\left(I+M^{T}\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{2}, \tag{2.5}
\end{align*}
$$

where the equality follows from (2.2). The remaining argument is patterned after the proof of [42, Theorem 1] and of [47, Theorem 1].

Since (2.5) holds for all $i$, it follows that $\left\|x^{i}-x^{*}\right\|_{P}$ is nonincreasing with $i$ and that $\left\|r\left(x^{i}\right)\right\| \rightarrow 0$ as $i \rightarrow \infty$. This shows that $\left\{x^{i}\right\}$ is bounded and, by continuity of $r(\cdot)$, each cluster point $x^{\infty}$ satisfies $r\left(x^{\infty}\right)=0$ and hence is in $S$. Then, we can choose $x^{*}$ in (2.5) to be $x^{\infty}$ and conclude that $\left\|x^{i}-x^{\infty}\right\|_{P} \rightarrow 0$ as $i \rightarrow \infty$, i.e., $\left\{x^{i}\right\}$ converges to $x^{\infty}$.

Assume that (1.3) holds for some $\mu$ and $\delta$. Let $\psi(x)=\min _{x^{*} \in S}\left\|x-x^{*}\right\|_{P}^{2}$ (so $\psi(x) \leq$ $\|P\| d(x, S)^{2}$ ). Since (2.4) holds for all $i$ and all $x^{*} \in S$, by choosing (for each $i$ ) $x^{*}$ to be the element of $S$ closest to $x^{i}$ in the norm $\|\cdot\|_{P}$, we obtain for all $i$,

$$
\begin{align*}
\psi\left(x^{i+1}\right) & \leq\left\|x^{i+1}-x^{*}\right\|_{P}^{2} \\
& \leq\left\|x^{i}-x^{*}\right\|_{P}^{2}-\theta(2-\theta)\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{4} \\
& =\psi\left(x^{i}\right)-\theta(2-\theta)\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{4}  \tag{2.6}\\
& \leq \psi\left(x^{i}\right)-\eta\left\|r\left(x^{i}\right)\right\|^{2}, \tag{2.7}
\end{align*}
$$

where we let $\eta=\theta(2-\theta)\left\|P^{-1 / 2}\left(I+M^{T}\right)\right\|^{-2}$. Since $\left\|r\left(x^{i}\right)\right\| \rightarrow 0$, we have $\left\|r\left(x^{i}\right)\right\| \leq \delta$ for all $i$ greater than some $\bar{i}$, in which case (1.3) yields $d\left(x^{i}, S\right) \leq \mu\left\|r\left(x^{i}\right)\right\|$. Using this to bound the righthand side of the above inequality yields

$$
\psi\left(x^{i+1}\right) \leq \psi\left(x^{i}\right)-\frac{\eta}{\mu^{2}} d\left(x^{i}, S\right)^{2} \leq \psi\left(x^{i}\right)-\frac{\eta}{\mu^{2}\|P\|} \psi\left(x^{i}\right)
$$

for all $i>\bar{i}$, so $\left\{\psi\left(x^{i}\right)\right\}$ converges $Q$-linearly to zero and, by (2.7), $\left\{r\left(x^{i}\right)\right\}$ converges $R$ linearly to zero. Since by (2.1), (2.2) and (2.6) we have

$$
\left\|x^{i+1}-x^{i}\right\|_{P}=\theta\left\|P^{-1 / 2}\left(I+M^{T}\right) r\left(x^{i}\right)\right\|^{-1}\left\|r\left(x^{i}\right)\right\|^{2} \leq \theta^{1 / 2}(2-\theta)^{-1 / 2}\left(\psi\left(x^{i}\right)-\psi\left(x^{i+1}\right)\right)^{1 / 2}
$$

for all $i$, it follows from $\left\{\psi\left(x^{i}\right)\right\}$ converging $Q$-linearly to zero that $\left\{\left\|x^{i+1}-x^{i}\right\|_{P}\right\}$ converges $R$-linearly to zero and hence $\left\{x^{i}\right\}$ converges $R$-linearly.

The above proof shows that we can alternatively choose $\gamma_{i}=\bar{\gamma}$ for all $i$ in Algorithm 2.1, where $\bar{\gamma}$ is any scalar satisfying

$$
0<\bar{\gamma}<2\left\|P^{-1 / 2}\left(I+M^{T}\right)\right\|^{-2}
$$

However, this constant stepsize choice is impractical since it is conservative and difficult to compute.

Algorithm 2.1 can be further extended by replacing the projection term $[x-(M x+q)]^{+}$ in the definition of $r(x)$ with a more general matrix splitting term. In particular, consider the following method:

Algorithm 2.2 Choose any $n \times n$ symmetric positive definite matrix $P$ and any $x^{0} \in \Re^{n}$. Also choose an $n \times n$ positive definite matrix $B$ and $a \theta \in(0,2)$. For $i=0,1, \ldots$, compute $x^{i+1}$ from $x^{i}$ according to:

$$
\begin{equation*}
x^{i+1}=x^{i}-\gamma_{i} P^{-1}\left(B+M^{T}\right)\left(x^{i}-z^{i}\right), \tag{2.8}
\end{equation*}
$$

where $z^{i}$ is the unique solution of the nonlinear equations

$$
\begin{equation*}
z^{i}=\left[z^{i}-\left(B\left(z^{i}-x^{i}\right)+M x^{i}+q\right)\right]^{+} \tag{2.9}
\end{equation*}
$$

and $\gamma_{i}$ is given by

$$
\begin{equation*}
\gamma_{i}=\theta\left\|P^{-1 / 2}\left(B+M^{T}\right)\left(x^{i}-z^{i}\right)\right\|^{-2}\left(x^{i}-z^{i}\right)^{T} B\left(x^{i}-z^{i}\right) . \tag{2.10}
\end{equation*}
$$

Notice if we choose $B=I$, then Algorithm 2.2 reduces to Algorithm 2.1. In general, we should choose $B$ to be close to $M$ (so that $z^{i}$ is close to $S$ for fast convergence) and yet to have enough structure (e.g., lower/upper triangular or tridiagonal or block diagonal) so that $z^{i}$ is easily computable. We have the following result whose proof is similar to that of Theorem 2.1 and thus is omitted.

Theorem 2.2 Assume that $F(x)=M x+q$ for some $n \times n$ positive semidefinite matrix $M$ and some $q \in \Re^{n}$, and that the solution set $S$ of $V I(X, F)$ is nonempty. Then any sequence $\left\{x^{i}\right\}$ generated by Algorithm 2.2 converges to an element of $S$ and, if (1.3) holds for some $\mu$ and $\delta$, the convergence is $R$-linear.

We note that Algorithm 2.2 is closely related to the following iterative method proposed in [11]

$$
\begin{equation*}
x^{i+1}=\arg \min _{x \in X}\left\{\psi_{i}(x):=\left(x-x^{i}\right)^{T}(M x+q)+\frac{\nu}{2}\left\|x-x^{i}\right\|^{2}\right\} \tag{2.11}
\end{equation*}
$$

where $\nu$ is a positive scalar. For the specific choice of $B=M+M^{T}+\nu I$, we have from (2.9) that

$$
\begin{aligned}
z^{i} & =\left[z^{i}-\left(B\left(z^{i}-x^{i}\right)+M x^{i}+q\right)\right]^{+} \\
& =\left[z^{i}-\left(\left(M+M^{T}+\nu I\right)\left(z^{i}-x^{i}\right)+M x^{i}+q\right)\right]^{+} \\
& =\left[z^{i}-\left(\left(M+M^{T}\right) z^{i}-M^{T} x^{i}+q+\nu\left(z^{i}-x^{i}\right)\right)\right]^{+} \\
& =\left[z^{i}-\nabla \psi_{i}\left(z^{i}\right)\right]^{+},
\end{aligned}
$$

so that

$$
z^{i}=\arg \min _{x \in X} \psi_{i}(x)
$$

Thus (2.9) generalizes (2.11). We note that in [11] no convergence result is given for (2.11). Theorem 2.2 shows that if the step (2.8) is added, the resulting method (2.8)-(2.10) converges to a solution of $\operatorname{VI}(X, F)$ and, if (1.3) holds (as in the case where $X$ is also polyhedral), the convergence is $R$-linear.

Additional modifications of the preceding methods are possible. For example, we can pass each iterate through a nearest-point projection (with respect to the norm $\|\cdot\|_{P}$ ) on to $X$. For Algorithm 2.1, this modification would entail replacing (2.1) with

$$
x^{i+1}=\left[x^{i}-\gamma_{i} P^{-1}\left(I+M^{T}\right) r\left(x^{i}\right)\right]_{P}^{+}
$$

where $[y]_{P}^{+}$denotes the point in $X$ whose distance to $y$ (measured in the norm $\|\cdot\|_{P}$ ) is minimal. To see that this does not affect the convergence (and, in fact, accelerates convergence) of the methods, we use the following fact about nearest-point projection:

$$
\begin{equation*}
\left\|[y]_{P}^{+}-x^{*}\right\|_{P}^{2} \leq\left\|y-x^{*}\right\|_{P}^{2}-\left\|y-[y]_{P}^{+}\right\|_{P}^{2} \tag{2.12}
\end{equation*}
$$

for all $y \in \Re^{n}$ and all $x^{*} \in X$ (see, e.g., [29, Appendix]).
We next present a modification, rather than an extension, of Algorithm 2.1, in which we expand out $\left(I+M^{T}\right) r\left(x^{i}\right)=x^{i}-\left[x^{i}-\left(M x^{i}+q\right)\right]^{+}+M^{T} r\left(x^{i}\right)$ and replace the " $\left[x^{i}-\left(M x^{i}+q\right)\right]^{+}$" term with $x^{i}-\left(M x^{i}+q\right)$. In contrast to Algorithm 2.1, an extra projection on to $X$ is needed.

Algorithm 2.3 Choose any $n \times n$ symmetric positive definite matrix $P$ and any $x^{0} \in X$. Also choose a $\theta \in(0,2)$. For $i=0,1, \ldots$, compute $x^{i+1}$ from $x^{i}$ according to:

$$
\begin{equation*}
x^{i+1}=\left[x^{i}-\gamma_{i} P^{-1}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)\right]_{P}^{+}, \tag{2.13}
\end{equation*}
$$

where $\gamma_{i}$ is given by

$$
\begin{equation*}
\gamma_{i}=\theta\left\|P^{-1 / 2}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{2} \tag{2.14}
\end{equation*}
$$

The convergence properties of Algorithm 2.3 are stated in the following theorem, whose proof is similar to that of Theorem 2.1.

Theorem 2.3 Assume that $F(x)=M x+q$ for some $n \times n$ positive semidefinite matrix $M$ and some $q \in \Re^{n}$, and that the solution set $S$ of $V I(X, F)$ is nonempty. Then any sequence $\left\{x^{i}\right\}$ generated by Algorithm 2.3 converges to an element of $S$.

Proof. Let $x^{*}$ be any element of $S$. For each $i \in\{0,1, \ldots\}$, we have from (2.13) and (2.12) (with $y=x^{i}-\gamma_{i} P^{-1}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)$ ) that

$$
\begin{align*}
\left\|x^{i+1}-x^{*}\right\|_{P}^{2} & \leq\left\|x^{i}-x^{*}-\gamma_{i} P^{-1}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)\right\|_{P}^{2} \\
& =\left\|x^{i}-x^{*}\right\|_{P}^{2}-2 \gamma_{i}\left(x^{i}-x^{*}\right)^{T}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right) \\
& +\gamma_{i}^{2}\left\|P^{-1 / 2}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)\right\|^{2} . \tag{2.15}
\end{align*}
$$

We bound below the next to last term in (2.15). Let $z^{i}=\left[x^{i}-M x^{i}-q\right]^{+}\left(\right.$so $\left.r\left(x^{i}\right)=x^{i}-z^{i}\right)$. By properties of the projection operator, we have

$$
0 \leq\left(y-z^{i}\right)^{T}\left(M x^{i}+q+z^{i}-x^{i}\right) \quad \forall y \in X .
$$

Similarly, since $x^{*}$ is a solution of $\mathrm{VI}(X, F)$, we have

$$
0 \leq\left(y-x^{*}\right)^{T}\left(M x^{*}+q\right) \quad \forall y \in X .
$$

Taking $y=x^{i}$ in the first inequality and taking $y=z^{i}$ in the second inequality and then adding the two resulting inequalities yields

$$
\begin{aligned}
0 & \leq\left(x^{i}-z^{i}\right)^{T}\left(M x^{i}+q+z^{i}-x^{i}\right)+\left(z^{i}-x^{*}\right)^{T}\left(M x^{*}+q\right) \\
& =\left(x^{i}-x^{*}\right)^{T}\left(M x^{i}+q+M^{T}\left(x^{i}-z^{i}\right)\right)+\left(x^{i}-x^{*}\right)^{T} M\left(x^{*}-x^{i}\right)-\left\|x^{i}-z^{i}\right\|^{2} \\
& \leq\left(x^{i}-x^{*}\right)^{T}\left(M x^{i}+q+M^{T}\left(x^{i}-z^{i}\right)\right)-\left\|x^{i}-z^{i}\right\|^{2} \\
& =\left(x^{i}-x^{*}\right)^{T}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)-\left\|r\left(x^{i}\right)\right\|^{2}
\end{aligned}
$$

where the second inequality follows from the positive semidefinite property of $M$. Using this to bound the next to last term in (2.3) yields

$$
\begin{aligned}
\left\|x^{i+1}-x^{*}\right\|_{P}^{2} & \leq\left\|x^{i}-x^{*}\right\|_{P}^{2}-2 \gamma_{i}\left\|r\left(x^{i}\right)\right\|^{2}+\gamma_{i}^{2}\left\|P^{-1 / 2}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)\right\|^{2} \\
& =\left\|x^{i}-x^{*}\right\|_{P}^{2}-\theta(2-\theta)\left\|P^{-1 / 2}\left(M x^{i}+q+M^{T} r\left(x^{i}\right)\right)\right\|^{-2}\left\|r\left(x^{i}\right)\right\|^{4},
\end{aligned}
$$

where the equality follows from (2.14). The remainder of the proof is similar to that of Theorem 2.1, but using the above relation instead of (2.5).

Notice that Algorithm 2.3 requires two projections per iteration, the same as the extragradient method. However, unlike the extragradient method, Algorithm 2.3 does not appear to have linear convergence, even if (1.3) holds for some $\mu$ and $\delta$.

## 3 Algorithms for $F$ Non-Affine

In this section we consider the general case of $\mathrm{VI}(X, F)$ where $F$ is monotone and continuous. We present and analyze two versions of our basic method (1.2) with $T_{\alpha} \equiv I-\alpha F$ and with $\alpha$ chosen so $T_{\alpha}$ is strongly monotone. The first version, which uses a fixed $\alpha$, is simpler but requires $F$ furthermore to be Lipschitz continuous. The second version, which chooses $\alpha$ dynamically, is more intricate but is more practical and solves the general problem.

We describe the first method formally below. For this method to be applicable, we require $F$ furthermore to be Lipschitz continuous.

Algorithm 3.1 Choose any $n \times n$ symmetric positive definite matrix $P$ and any $x^{0} \in \Re^{n}$. Also choose any $\theta \in(0,2)$ and any $\alpha \in(0,1 / \lambda)$, where $\lambda$ is a constant satisfying

$$
\begin{equation*}
(x-z)^{T}(F(x)-F(z)) \leq \lambda\|x-z\|^{2} \quad \forall x, z \in \Re^{n} . \tag{3.1}
\end{equation*}
$$

(We can, for example, take $\lambda$ to be the Lipschitz constant of F.) For $i=0,1, \ldots$, compute $x^{i+1}$ from $x^{i}$ according to:

$$
\begin{equation*}
x^{i+1}=x^{i}-\gamma_{i} P^{-1}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right), \tag{3.2}
\end{equation*}
$$

where $z^{i}$ and $\gamma_{i}$ are given by, respectively,

$$
\begin{align*}
z^{i} & =\left[x^{i}-\alpha F\left(x^{i}\right)\right]^{+}  \tag{3.3}\\
\gamma_{i} & =\theta(1-\alpha \lambda)\left\|P^{-1 / 2}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right)\right\|^{-2}\left\|x^{i}-z^{i}\right\|^{2} \tag{3.4}
\end{align*}
$$

Algorithm 3.1 requires less computation per iteration than the extragradient method (in particular, it avoids performing an extra projection step). Also, unlike the extragradient method, Algorithm 3.1 allows scaling of direction by $P^{-1}$ without having to accordingly scale the norm with respect to which projection is taken. In the case where $F$ is affine, i.e., $F(x)=M x+q$ for some $n \times n$ positive semidefinite matrix $M$ and some $q \in \Re^{n}$, the formula (3.2) reduces to

$$
x^{i+1}=x^{i}-\gamma_{i} P^{-1}(I-\alpha M)\left(x^{i}-z^{i}\right),
$$

which is reminiscent of (2.1). If in addition $M$ is skew symmetric (i.e., $M^{T}=-M$ ) so that (3.1) holds with $\lambda=0$, we can choose $\alpha$ arbitrarily large and can reasonably choose $P$ to be $P=(I-\alpha M)\left(I-\alpha M^{T}\right)$. In fact, for the choice of $\alpha=1$ (and using $M^{T}=-M$ ), the formula (3.2) reduces precisely to (2.1).

We show in the following theorem that Algorithm 3.1 has convergence properties similar to that of Algorithm 2.1. The proof of this theorem is patterned after that of Theorem 2.1.

Theorem 3.1 Assume that $F$ is monotone and Lipschitz continuous and that the solution set $S$ of $V I(X, F)$ is nonempty. Then any sequence $\left\{x^{i}\right\}$ generated by Algorithm 3.1 converges to an element of $S$ and, if (1.3) holds for some $\mu$ and $\delta$, the convergence is $R$-linear.

Proof. Let $x^{*}$ be any element of $S$. For each $i \in\{0,1, \ldots\}$, we have from (3.2) that

$$
\begin{align*}
\left\|x^{i+1}-x^{*}\right\|_{P}^{2} & =\left\|x^{i}-x^{*}-\gamma_{i} P^{-1}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right)\right\|_{P}^{2} \\
& =\left\|x^{i}-x^{*}\right\|_{P}^{2}-2 \gamma_{i}\left(x^{i}-x^{*}\right)^{T}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right) \\
& +\gamma_{i}^{2}\left\|P^{-1 / 2}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right)\right\|^{2} . \tag{3.5}
\end{align*}
$$

We bound below the next to last term in (3.5). By (3.3) and properties of the projection operator, we have

$$
0 \leq\left(y-z^{i}\right)^{T}\left(\alpha F\left(x^{i}\right)+z^{i}-x^{i}\right) \quad \forall y \in X
$$

Similarly, since $x^{*}$ is a solution of $\operatorname{VI}(X, F)$, we have

$$
0 \leq\left(y-x^{*}\right)^{T} F\left(x^{*}\right) \quad \forall y \in X
$$

Taking $y=x^{*}$ in the first inequality and taking $y=z^{i}$ in the second inequality and then adding the two resulting inequalities yields

$$
\begin{aligned}
0 & \leq\left(x^{*}-z^{i}\right)^{T}\left(\alpha F\left(x^{i}\right)+z^{i}-x^{i}\right)+\alpha\left(z^{i}-x^{*}\right)^{T} F\left(x^{*}\right) \\
& =\alpha\left(x^{*}-z^{i}\right)^{T}\left(F\left(z^{i}\right)-F\left(x^{*}\right)\right)+\left(x^{*}-x^{i}\right)^{T}\left(\alpha F\left(x^{i}\right)-\alpha F\left(z^{i}\right)+z^{i}-x^{i}\right) \\
& +\alpha\left(x^{i}-z^{i}\right)^{T}\left(F\left(x^{i}\right)-F\left(z^{i}\right)\right)-\left\|x^{i}-z^{i}\right\|^{2} \\
& \leq\left(x^{*}-x^{i}\right)^{T}\left(\alpha F\left(x^{i}\right)-\alpha F\left(z^{i}\right)+z^{i}-x^{i}\right)+\alpha\left(x^{i}-z^{i}\right)^{T}\left(F\left(x^{i}\right)-F\left(z^{i}\right)\right)-\left\|x^{i}-z^{i}\right\|^{2} \\
& \leq\left(x^{*}-x^{i}\right)^{T}\left(\alpha F\left(x^{i}\right)-\alpha F\left(z^{i}\right)+z^{i}-x^{i}\right)-(1-\alpha \lambda)\left\|x^{i}-z^{i}\right\|^{2},
\end{aligned}
$$

where the second inequality follows from the monotone property of $F$ and the last inequality follows from (3.1). Using this to bound the next to last term in (3.5) yields

$$
\begin{align*}
\left\|x^{i+1}-x^{*}\right\|_{P}^{2} & \leq\left\|x^{i}-x^{*}\right\|_{P}^{2}-2 \gamma_{i}(1-\alpha \lambda)\left\|x^{i}-z^{i}\right\|^{2}+\gamma_{i}^{2}\left\|P^{-1 / 2}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right)\right\|^{2} \\
& =\left\|x^{i}-x^{*}\right\|_{P}^{2}-\theta(2-\theta)(1-\alpha \lambda)^{2}\left\|P^{-1 / 2}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right)\right\|^{-2} \\
& \cdot\left\|x^{i}-z^{i}\right\|^{4}, \tag{3.6}
\end{align*}
$$

where the equality follows from (3.4).
The remainder of the proof is similar to that of Theorem 2.1, but using (3.6) instead of (2.5). For the $R$-linear convergence result, we also use the observations (see (3.3) and (3.4))
that

$$
\begin{aligned}
\left\|x^{i+1}-x^{i}\right\|_{P} & =\theta(1-\alpha \lambda)\left\|P^{-1 / 2}\left(x^{i}-z^{i}-\alpha F\left(x^{i}\right)+\alpha F\left(z^{i}\right)\right)\right\|^{-1}\left\|x^{i}-z^{i}\right\|^{2} \\
& \geq \theta(1-\alpha \lambda)\left\|P^{-1 / 2}\right\|^{-1}(1+\alpha L)^{-1}\left\|x^{i}-z^{i}\right\| \\
& \geq \theta(1-\alpha \lambda)\left\|P^{-1 / 2}\right\|^{-1}(1+\alpha L)^{-1} \min \{1, \alpha\}\left\|r\left(x^{i}\right)\right\|
\end{aligned}
$$

for all $i$, where $L$ denotes the Lipschitz constant of $F$ and the last inequality follows from [13, Lemma 1]. Thus, the rightmost term in (3.6) is bounded above by a positive constant times $-\left\|r\left(x^{i}\right)\right\|^{2}$ and, whenever this term converges $R$-linearly to zero as $i \rightarrow \infty$, so does $\left\|x^{i+1}-x^{i}\right\|_{P}^{2}$; hence $\left\{x^{i}\right\}$ converges $R$-linearly.

Algorithm 3.1 is a conceptual method since in practice $F$ need not be Lipschitz continuous or the constant $\lambda$ may be difficult to estimate or a stepsize of less than $1 / \lambda$ may be too conservative. Below we present a practical version of Algorithm 3.1 that chooses $\alpha$ dynamically according to a novel Armijo-Goldstein-type rule. This practical version has all the convergence properties of Algorithm 3.1 and requires $F$ to be only monotone and continuous for convergence (see Theorem 3.2).

Algorithm 3.2 Choose any $n \times n$ symmetric positive definite matrix $P$ and any $x^{0} \in$ $\Re^{n}$ and $\alpha_{-1} \in(0, \infty)$. Also choose any $\theta \in(0,2), \rho \in(0,1)$, and $\beta \in(0,1)$. For $i=0,1, \ldots$, compute $\left(x^{i+1}, \alpha_{i}\right)$ from ( $x^{i}, \alpha_{i-1}$ ) according to: Choose $\alpha_{i}$ to be the largest $\alpha \in\left\{\alpha_{i-1}, \alpha_{i-1} \beta, \alpha_{i-1} \beta^{2}, \ldots\right\}$ satisfying

$$
\begin{equation*}
\alpha\left(x^{i}-z^{i}(\alpha)\right)^{T}\left(F\left(x^{i}\right)-F\left(z^{i}(\alpha)\right)\right) \leq(1-\rho)\left\|x^{i}-z^{i}(\alpha)\right\|^{2}, \tag{3.7}
\end{equation*}
$$

and let

$$
\begin{equation*}
x^{i+1}=x^{i}-\gamma_{i} P^{-1}\left(x^{i}-z^{i}\left(\alpha_{i}\right)-\alpha_{i} F\left(x^{i}\right)+\alpha_{i} F\left(z^{i}\left(\alpha_{i}\right)\right)\right), \tag{3.8}
\end{equation*}
$$

where $z^{i}(\alpha)$ and $\gamma_{i}$ are given by, respectively,

$$
\begin{align*}
z^{i}(\alpha) & =\left[x^{i}-\alpha F\left(x^{i}\right)\right]^{+} \quad \forall \alpha \in(0, \infty)  \tag{3.9}\\
\gamma_{i} & =\theta \rho\left\|P^{-1 / 2}\left(x^{i}-z^{i}\left(\alpha_{i}\right)-\alpha_{i} F\left(x^{i}\right)+\alpha_{i} F\left(z^{i}\left(\alpha_{i}\right)\right)\right)\right\|^{-2}\left\|x^{i}-z^{i}\left(\alpha_{i}\right)\right\|^{2} \tag{3.10}
\end{align*}
$$

The motivation for taking trial values of $\alpha$ starting at $\alpha_{i-1}$ comes from our empirical experience that, for $i>0, \alpha=\alpha_{i-1}$ either satisfies or comes close to satisfying (3.7), so
in general only a few trial values of $\alpha$ are needed to find $\alpha_{i}$. The condition (3.7) may be viewed as a local approximation to the condition $\alpha<1 / \lambda$ used in Algorithm 3.1. (If we let $\lambda_{i}=\left(x^{i}-z^{i}(\alpha)\right)^{T}\left(F\left(x^{i}\right)-F\left(z^{i}(\alpha)\right)\right) /\left\|x^{i}-z^{i}(\alpha)\right\|^{2}$, then (3.7) reduces to $\alpha \leq(1-\rho) / \lambda_{i}$.) We had also considered choosing $\alpha_{i}$ to be the largest $\alpha \in\left\{\sigma, \sigma \beta, \sigma \beta^{2}, \ldots\right\}$ satisfying (3.7), where $\sigma \in(0, \infty)$. It can be checked that the convergence results below still hold for this alternative stepsize rule, but this rule is not as practical since it typically needs many more trial values of $\alpha$ to find $\alpha_{i}$.

Below we present the convergence results for Algorithm 3.2. The proof is patterned after that for Theorem 3.1 and, for simplicity, we supply only the key steps.

Theorem 3.2 Assume that $F$ is monotone and continuous and that the solution set $S$ of $V I(X, F)$ is nonempty. Then any sequence $\left\{x^{i}\right\}$ generated by Algorithm 3.2 converges to an element of $S$ and, if (1.3) holds for some $\mu$ and $\delta$ and $F$ is Lipschitz continuous on $S+\epsilon B$ for some $\epsilon>0$ (where $B=\{x \mid\|x\| \leq 1\}$ ), the convergence is $R$-linear.

Proof. First, we claim that, for each $i,(3.7)$ holds for all $\alpha$ sufficiently small, so $\alpha_{i}$ is well defined. To see this, note that $z^{i}(\alpha) \rightarrow\left[x^{i}\right]^{+}$as $\alpha \rightarrow 0$, so if $x^{i} \notin X$, then the righthand side of (3.7) would tend to a positive limit while the lefthand side of (3.7) would tend to zero as $\alpha \rightarrow 0$, implying the claim. If $x^{i} \in X$ (so $x^{i}=\left[x^{i}\right]^{+}$), then since $F$ is continuous and $z^{i}(\alpha) \rightarrow\left[x^{i}\right]^{+}=x^{i}$ as $\alpha \rightarrow 0$, we have

$$
\left\|F\left(x^{i}\right)\right\|\left\|F\left(x^{i}\right)-F\left(z^{i}(\alpha)\right)\right\| \leq(1-\rho)\left\|r\left(x^{i}\right)\right\|^{2}
$$

for all $\alpha \in(0,1]$ sufficiently small. For any such $\alpha$, we have

$$
\begin{aligned}
\alpha\left(x^{i}-z^{i}(\alpha)\right)^{T}\left(F\left(x^{i}\right)-F\left(z^{i}(\alpha)\right)\right) & =\alpha\left(\left[x^{i}\right]^{+}-\left[x^{i}-\alpha F\left(x^{i}\right)\right]^{+}\right)^{T}\left(F\left(x^{i}\right)-F\left(z^{i}(\alpha)\right)\right) \\
& \leq \alpha^{2}\left\|F\left(x^{i}\right)\right\|\left\|F\left(x^{i}\right)-F\left(z^{i}(\alpha)\right)\right\| \\
& \leq \alpha^{2}(1-\rho)\left\|r\left(x^{i}\right)\right\|^{2} \\
& \leq(1-\rho)\left\|x^{i}-z^{i}(\alpha)\right\|^{2},
\end{aligned}
$$

where the first inequality uses the Cauchy-Schwartz inequality and the nonexpansive property of $[\cdot]^{+}$; the last inequality uses $\alpha \in(0,1]$ and [13, Lemma 1]. Thus, the claim holds.

To show that $\left\{x^{i}\right\}$ converges to an element of $S$, let $x^{*}$ be any element of $S$. For each $i \in\{0,1, \ldots\}$, we have by an argument analogous to the proof of Theorem 3.1, but with
(3.1)-(3.4) replaced by (3.7)-(3.10) (and taking $\alpha=\alpha_{i}$ in (3.7)), that (cf. (3.6))

$$
\begin{align*}
\left\|x^{i+1}-x^{*}\right\|_{P}^{2} \leq & \left\|x^{i}-x^{*}\right\|_{P}^{2}-\theta(2-\theta) \rho^{2}\left\|P^{-1 / 2}\left(x^{i}-z^{i}\left(\alpha_{i}\right)-\alpha_{i} F\left(x^{i}\right)+\alpha_{i} F\left(z^{i}\left(\alpha_{i}\right)\right)\right)\right\|^{-2} \\
& \cdot\left\|x^{i}-z^{i}\left(\alpha_{i}\right)\right\|^{4} . \tag{3.11}
\end{align*}
$$

Thus $\left\{x^{i}\right\}$ is bounded and $\left\{\left\|x^{i}-z^{i}\left(\alpha_{i}\right)\right\|\right\} \rightarrow 0$. Also, $\left\{\alpha_{i}\right\}$ is nonincreasing, so it has a limit $\alpha_{\infty}$. We claim that $\left\{x^{i}\right\}$ has at least one cluster point in $S$. In the case where $\alpha_{\infty}>0$, this follows from $\left\{\left\|x^{i}-z^{i}\left(\alpha_{i}\right)\right\|\right\} \rightarrow 0$ and the the continuity of $F$ and the projection operator, which imply that every cluster point $x^{\infty}$ of $\left\{x^{i}\right\}$ satisfies

$$
x^{\infty}=\left[x^{\infty}-\alpha_{\infty} F\left(x^{\infty}\right)\right]^{+},
$$

and hence is in $S$. In the case where $\alpha_{\infty}=0$, we argue by contradiction by supposing that every cluster point of $\left\{x^{i}\right\}$ is not in $S$. Since $\alpha_{\infty}=0$, there must exist a subsequence $K$ of $\{0,1, \ldots$,$\} satisfying \alpha_{i}<\alpha_{i-1}$ for all $i \in K$, and, by passing to a subsequence if necessary, we can assume that $\left\{x^{i}\right\}_{i \in K}$ converges to some $x^{\infty} \notin S$. Since $x^{\infty} \notin S$, it follows from the continuity of $F$ and our earlier argument showing that (3.7) holds for all $\alpha$ sufficiently small that, for all $i \in K$ sufficiently large (so that $x^{i}$ is near $x^{\infty}$ and $\alpha_{i-1}$ is sufficiently small), $\alpha=\alpha_{i-1}$ satisfies (3.7). This implies we would choose $\alpha_{i}=\alpha_{i-1}$ for all $i \in K$ sufficient large, contradicting our hypothesis on $K$. Thus, $\left\{x^{i}\right\}$ has at least one cluster point, say $x^{\infty}$, that is in $S$. Letting $x^{*}=x^{\infty}$ in (3.11), we obtain that the sequence $\left\{\left\|x^{i}-x^{\infty}\right\|\right\}$ is nonincreasing. Since this sequence has a subsequence converging to zero, the entire sequence must converge to zero.

In the case where (1.3) holds for some $\mu$ and $\delta$ and $F$ is Lipschitz continuous (with constant $L$ ) on $S+\epsilon B$ for some $\epsilon>0$, we note that since $\left\{x^{i}\right\}$ converges to an element of $S$, we have $x^{i}$ and $z^{i}(\alpha)$ inside $S+\epsilon B$ for all $\alpha \in\left(0, \alpha_{-1}\right]$ and all $i$ exceeding some $\bar{i}$. For all such $i,(3.7)$ holds for all $\alpha \in(0,(1-\rho) / L)$, so our choice of $\alpha_{i}$ implies $\alpha_{i} \geq \min \left\{\alpha_{i}, \beta(1-\rho) / L\right\}$. Thus, $\left\{\alpha_{i}\right\}$ is bounded away from zero. The $R$-linear convergence of $\left\{x^{i}\right\}$ then follows from an argument analogous to the the proof of Theorem 3.1.

## 4 Computational Experience

To better understand the behavior of the new methods in practice, we implemented Algorithm 2.1 in Fortran to solve sparse LPs and dense monotone LCPs, and implemented

Algorithms 2.1 and 3.2 in Matlab to solve linearly constrained variational inequality problems (using the quadratic-program solver qp.m from the Matlab optimization toolbox to perform the projection). For benchmark, we compared the performance of these implementations with analogous implementations of the extragradient method as described in [29]. (We have included LPs and dense monotone LCPs in our tests not because they are problems for which the new methods are designed to solve, but because these problems are well known special cases of $\mathrm{VI}(X, F)$ and tests on them give us a better overall understanding of the new methods.) Though our results are preliminary, they suggest that the new methods are practical alternatives to the extragradient method, especially when $F$ is affine or when projection onto $X$ is expensive. We describe the test details below.

All Fortran codes were compiled by the DEC Fortran- 77 compiler Version 4.2 using the default optimization option and were run on a Decstation 5000 under the operating system Ultrix Version 4.2A. All Matlab codes were ran on the same Decstation 5000 under Matlab version 4.2a.

Our first set of tests was conducted on sparse LP of the form: $\min \left\{c^{T} y \mid A y=b, y \geq 0\right\}$, where $A$ is an $m \times l$ matrix, $b \in \Re^{m}$, and $c \in \Re^{l}$. We reformulated the $\operatorname{LP}$ as a $\operatorname{VI}(X, F)$ with

$$
X=\Re_{+}^{l} \times\{0\}^{m}, \quad F(x)=M x+q, \quad M=\left[\begin{array}{cc}
0 & -A^{T} \\
A & 0
\end{array}\right], \quad q=\left[\begin{array}{c}
c \\
-b
\end{array}\right] .
$$

Then we applied Algorithm 2.1 and the extragradient method to this $\mathrm{VI}(X, F)$. The first six test problems were randomly generated, with the entries of $c$ uniformly generated from $[1,100]$, with the number of nonzeros per column of $A$ fixed at $5 \%$ and the nonzeros uniformly generated from $[-5,5]$, and with $b=A \bar{x}$, where $\bar{x}=(10 / l, \ldots, 10 / l)$. The seventh to ninth test problems were taken from the Netlib library (see [14]). The performance of Algorithm 2.1 is sensitive to the choice of $P$ and $\theta$ and, in our implementation of Algorithm 2.1, we chose $P$ to be the diagonal part of $\left(I+M^{T}\right)(I+M)$ (which made $P^{-1}$ easy to compute and still yielded fast convergence) and chose $\theta=.7$ (which yielded much faster convergence than with $\theta=1$ ). The parameters in the extragradient method were similarly tuned to optimize the method's performance. The test results are summarized in Table 1 below. In general, Algorithm 2.1 required fewer iterations and less time than the extragradient method, with the improvement most pronounced when $l \leq 2 m$. However, both methods did very poorly on the Netlib problems, which suggests that these methods are not well suited for solving
small to medium-sized LP. For large-sized LP, these methods may yet be practical since they have low storage requirement and can exploit sparsity structure in the problem.

Our second set of tests was conducted on dense monotone LCP, corresponding to VI ( $X, F)$ with

$$
X=\Re_{+}^{n}, \quad F(x)=M x+q
$$

for some $n \times n$ positive semidefinite matrix $M$ and some $q \in \Re^{n}$. The first three (respectively, fourth to sixth) test problems were randomly generated with

$$
M=\omega E E^{T}+E-E^{T}
$$

where $\omega=0$ (respectively, $\omega=1$ ) and every entry of the $n \times n$ matrix $E$ was uniformly generated from $[-5,5]$, and with $q=-M \bar{x}+\bar{y}$, where each entry of $\bar{x}$ has equal probability of being 0 or being uniformly generated from [5,10] and each entry of $\bar{y}$ is 0 if the corresponding entry of $\bar{x}$ is 0 and otherwise has equal probability of being 0 or being uniformly generated from $[5,10]$ (so $\bar{x}$ is a solution). The seventh to ninth test problems were deterministically generated with

$$
M=E E^{T}
$$

where the $(i, j)$ th entry of the $n \times n$ matrix $E$ is $5(i-j) / n$ for all $i$ and $j$, and with $q=-M \bar{x}+\bar{y}$, where the first $n / 2$ entries of $\bar{x}$ are 0 and the rest are 7.5 and the first $n / 4$ entries of $\bar{y}$ are 5 and the rest are 0 (so $\bar{x}$ is a solution). The remaining test problems were borrowed from [16, Sec. 5]. In particular, the tenth (respectively, eleventh) test problem was randomly generated with

$$
M=A A^{T}+B+D
$$

where every entry of the $n \times n$ matrix $A$ and of the $n \times n$ skew-symmetric matrix $B$ is uniformly generated from $(-5,5)$ and every diagonal entry of the $n \times n$ diagonal $B$ is uniformly generated from $(0,0.3)$ (so $M$ is positive definite), and with every entry of $q$ uniformly generated from $(-500,500)$ (respectively, $(-500,0))$. The twelveth test problem is one for which Lemke's method is known to run in exponential time, with the $(i, j)$ th entry of $M$ equal to 2 (respectively, 1 and 0 ) if $j>i$ (respectively, $j=i$ and $j<i$ ) for all $i$ and $j$ (so $M$ is positive semidefinite), and with every entry of $q$ equal to -1 . In our implementation of Algorithm 2.1, we chose $P$ to be $\left(I+M^{T}\right)(I+M)$ and chose $\theta=1$ (so $\gamma_{i}=1$ for all $i$ ). The performance of Algorithm 2.1 also benefited substantially from a
priori scaling of $M$ and $q$ and, in our test, we scaled $M$ and $q$ by multiplying both with $10 \cdot(\text { maximum magnitude of entries of } M \text { and } q)^{-1}$. (We did not need to scale $M$ and $q$ for the extragradient method since the scaling is done automatically via its stepsize parameter $\alpha$.) The test results are summarized in Table 2 below. In general, Algorithm 2.1 required fewer iterations and less time than the extragradient method, though both had difficulty on skew symmetric problems (the first three test problems). On the other hand, we caution that the performance of Algorithm 2.1 strongly depends on the scaling of $M$ and $q$ and finding a suitable choice of scaling can be difficult in general.

Our third set of tests was conducted on $\operatorname{VI}(X, F)$ where $X$ is not an orthant or a box. The first test problem, used first by Mathiesen [33], and later in [38, 49], has

$$
F\left(x_{1}, x_{2}, x_{3}\right)=\left[\begin{array}{c|l}
.9\left(5 x_{2}+3 x_{3}\right) / x_{1} \\
.1\left(5 x_{2}+3 x_{3}\right) / x_{2}-5 \\
-3
\end{array}\right], \quad X=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \Re_{+}^{3} \left\lvert\, \begin{array}{l}
x_{1}+x_{2}+x_{3}=1 \\
x_{1}-x_{2}-x_{3} \leq 0
\end{array}\right.\right\} .
$$

We had trouble finding more test problems from the literature, so we created five additional test problems of our own, in which $X=\left\{x \in \Re_{+}^{n} \mid x_{1}+\cdots+x_{n}=n\right\}$ and $F$ and $n$ are specified as follows: For the first three problems, $F$ is the function from, respectively, the Kojima-Shindo NCP (with $n=4$ ) and the Nash-Cournot NCP (with $n=5$ and $n=10$ ) [38, pp. 321-322]; for the fourth problem, $F$ is affine and is generated as in the problem HPHard of Table 2, but with $n=20$; for the fifth problem, we took the $F$ from the fourth problem and added to its $i$ th component the linear/quadratic term $\max \left\{0, x_{i}\right\}^{2}$ for $i=1, \ldots,\lfloor n / 2\rfloor$. In our implementation of Algorithm 3.2, we chose $P=I, \alpha_{-1}=1, \theta=1.5, \rho=.1$ and $\beta=$.3. On the Mathiesen problem, we used the same $x^{0}$ as in [49]; on the other problems, we used $x^{0}=(1, \ldots, 1)$. (The $F$ from the Mathiesen problem and from the Nash-Cournot NCP are defined on the positive orthant only.) The test results are summarized in Table 3. In general, Algorithm 3.2 requires more iterations and function evaluations, but fewer projections, than the extragradient method. (The performance of Algorithm 3.2 is also less sensitive to the starting point than the extragradient method. Surprisingly, both methods solved problems, such as the Kojima-Shindo problem, for which $F$ is not monotone.) Thus, on problems where projection onto $X$ is expensive, Algorithm 3.2 may be more practical than the extragradient method, as is reflected in its lower CPU times on all problems except Nash5. But if $F$ is affine, Algorithm 2.1 may be more practical than either method (compare their CPU times on HPHard). In general, the performance of Algorithm 3.2 is insensitive to
$x^{0}$ or $\rho$ or $\alpha_{-1}$, as long these parameters are reasonably chosen. We had also tried alternative choices for $P$ and more conservative choices for $\theta$ and $\beta$ (e.g., $\theta=1$ and $\beta=.7$ ), but the results were typically worse.

## 5 Concluding Remarks

We have presented new iterative methods for solving monotone variational inequality problems and have established their convergence and rate of convergence under mild assumptions on the problem. Preliminary computational experience with the new methods suggest the new methods are practical alternatives to the extragradient method.

We mention in passing that Algorithms 2.1 and 3.1 may be generated by the following general approach: We set $y$ in the inequality

$$
0 \leq(y-z)^{T}(\alpha F(x)+z-x) \quad \forall y \in X
$$

where $z=[x-\alpha F(x)]^{+}$, to $x^{*}$; and we set $y$ in the inequality

$$
0 \leq \alpha\left(y-x^{*}\right) F\left(x^{*}\right) \quad \forall y \in X
$$

where $x^{*} \in S$, to $z$. Then we add the two inequalities and, by using the monotone property of $F$ and, if necessary, the affine property of $F$, we reduce the resulting inequality to the form:

$$
0 \leq\left(x-x^{*}\right)^{T} T(x)+(\text { an expression involving } \alpha, F, x \text { and } z \text { only })
$$

for some mapping $T$ (depending on $F$ and $\alpha$ ) from $\Re^{n}$ to $\Re^{n}$. Provided that the rightmost term is negative, the method then updates $x$ according to the formula

$$
x^{\mathrm{new}}:=x-\gamma T(x)
$$

Algorithm 2.3, as well as the extragradient method, may be similarly generated except we set $y$ in the first inequality to $x$ instead. Then, we need $x$ to be in $X$ which is why an extra projection on to $X$ is needed. (We can also set $y$ in the second inequality to $x$, but this does not appear to yield anything useful.)
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|  |  | Algorithm 2.1 $^{1}$ |  |  |  | Extragradient $^{2}$ |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Problem |  | $\left(\epsilon=10^{-2}\right)$ |  | $\left(\epsilon=10^{-3}\right)$ |  | $\left(\epsilon=10^{-2}\right)$ |  | $\left(\epsilon=10^{-3}\right)$ |  |  |
| Name |  | iter. $^{3}$ | CPU $^{4}$ | iter. $^{3}$ | CPU $^{4}$ | iter. $^{3}$ | CPU $^{4}$ | iter. $^{3}$ | CPU $^{4}$ |  |
| RanLP1 | 100 | 200 | 738 | 2.6 | 2776 | 12.3 | 1009 | 5.0 | 5056 | 31.5 |
| RanLP2 | 100 | 300 | 599 | 4.0 | 2811 | 15.1 | 867 | 6.3 | 8380 | 65.2 |
| RanLP3 | 100 | 400 | 697 | 5.1 | 3326 | 25.0 | 762 | 8.0 | 3058 | 31.8 |
| RanLP4 | 200 | 400 | 790 | 22.6 | 3174 | 81.9 | 759 | 28.4 | 3005 | 107.6 |
| RanLP5 | 200 | 600 | 691 | 14.7 | 2301 | 85.0 | 748 | 23.4 | 2980 | 82.8 |
| RanLP6 | 200 | 800 | 875 | 25.3 | 3215 | 97.3 | 861 | 38.0 | 4496 | 177.2 |
| Adlittle | 56 | 138 | 56219 | 123.9 | 73804 | 163.9 | -5 | - | - | - |
| Scorpion | 388 | 466 | 1609 | 13.01 | 6058 | 56.8 | 3372 | 36.7 | 14277 | 159.3 |
| Bandm | 305 | 472 | 1202607 | 12837.7 | - | - | - | - | - | - |

Table 1: Results for Algorithm 2.1 and extragradient method on LP.
${ }^{1}$ Algorithm 2.1 with $P$ being the diagonal part of $\left(I+M^{T}\right)(I+M)$ and $\theta=.7$.
${ }^{2}$ The extragradient method as described in [29], with $\beta=.7$ and initial $\alpha=1$.
${ }^{3}$ For all methods, $x^{0}=0$ and the termination criterion is $\|r(x)\| \leq \epsilon$.
${ }^{4}$ Time (in seconds) obtained using the intrinsic function SECNDS and with the codes compiled by the DEC Fortran-77 compiler and ran on a Decstation 5000; does not include time to read problem data.
${ }^{5}\|r(x)\| \approx 2 \cdot 10^{-2}$ after 50955000 iterations.

|  | Algorithm 2.1 |  |  |  | Extragradient $^{2}$ |  |  |  |  |
| :--- | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Problem | $\left(\epsilon=10^{-2}\right)$ |  |  | $\left(\epsilon=10^{-3}\right)$ |  | $\left(\epsilon=10^{-2}\right)$ |  | $\left(\epsilon=10^{-3}\right)$ |  |
| Name | $n$ | iter. $^{3}$ | CPU $^{4}$ | iter. $^{3}$ | CPU $^{4}$ | iter. $^{3}$ | CPU $^{4}$ | iter. $^{3}$ | CPU $^{4}$ |
| RanLCP1 | 100 | 5721 | 113.0 | 11600 | 233.7 | 36611 | 739.5 | 71491 | 1462.3 |
| RanLCP2 | 200 | 59744 | 5474.5 | 144157 | 15028.2 | 48013 | 7456.4 | 198282 | 18831.7 |
| RanLCP3 | 300 | 37769 | 8415.2 | 171963 | 46096.1 | 316489 | 13201.0 | - | - |
| RanLCP4 | 100 | 2378 | 45.7 | 3149 | 60.4 | 7802 | 148.2 | 10369 | 195.0 |
| RanLCP5 | 200 | 1133 | 112.6 | 1412 | 138.1 | 3425 | 341.6 | 4276 | 444.3 |
| RanLCP6 | 300 | 748 | 200.4 | 944 | 246.2 | 2394 | 517.9 | 3033 | 713.4 |
| DetLCP1 | 100 | 32 | 2.1 | 36 | 2.2 | 136 | 2.9 | 157 | 2.9 |
| DetLCP2 | 200 | 37 | 16.5 | 42 | 16.7 | 156 | 18.1 | 178 | 19.6 |
| DetLCP3 | 300 | 40 | 50.9 | 45 | 52.8 | 167 | 36.4 | 189 | 43.6 |
| HPEasy | 100 | 79 | 2.9 | 109 | 3.5 | 423 | 8.0 | 531 | 9.7 |
| HPHard | 100 | 64 | 2.7 | 85 | 3.8 | 855 | 16.2 | 1115 | 20.9 |
| Lemke | 100 | 1057 | 21.3 | 1107 | 22.0 | 1508 | 27.5 | 2261 | 44.3 |

Table 2: Results for Algorithm 2.1 and extragradient method on LCP.
${ }^{1}$ Algorithm 2.1 with $P=\left(I+M^{T}\right)(I+M)$ and $\theta=1$.
${ }^{2}$ The extragradient method as described in [29], with $\beta=.7$ and initial $\alpha=1$.
${ }^{3}$ For all methods, $x^{0}=0$ and the termination criterion is $\|r(x)\| \leq \epsilon$.
${ }^{4}$ Time (in seconds) obtained using the intrinsic function SECNDS and with the codes compiled by the DEC Fortran-77 compiler and ran on a Decstation 5000; does not include time to read problem data.

|  |  | Algorithm 2.1 |  | Algorithm 3.2 |  | Extragradient $^{3}$ |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Name | $n$ | iter. $(n f / n p)^{4}$ | CPU $^{5}$ | iter. $(n f / n p)^{4}$ | CPU $^{5}$ | iter. $(n f / n p)^{4}$ | CPU $^{5}$ |
| Mathiesen | 3 | - | - | $25(56 / 31)$ | 3.9 | $260(524 / 524)$ | 66.1 |
|  |  | - | - | $18(40 / 22)$ | 2.7 | $13(30 / 30)$ | 3.2 |
| KojimaSh | 4 | - | - | $38(85 / 47)$ | 3.9 | $16(36 / 36)$ | 2.4 |
| Nash5 | 5 | - | - | $74(155 / 81)$ | 6.6 | $43(89 / 89)$ | 5.5 |
| Nash10 | 10 | - | - | $93(192 / 99)$ | 10.6 | $84(172 / 172)$ | 13.4 |
| HPHard | 20 | $38(38 / 38)$ | 31.5 | $286(579 / 293)$ | 264.3 | $248(499 / 499)$ | 395.2 |
| qHPHard | 20 | - | - | $274(555 / 281)$ | 251.6 | $239(481 / 481)$ | 380.4 |

Table 3: Results for Algorithms 2.1, 3.2 and extragradient method on linearly constrained variational inequality problems.
${ }^{1}$ Algorithm 2.1 with $P=\left(I+M^{T}\right)(I+M)$ and $\theta=1.5$.
${ }^{2}$ Algorithm 3.2 with $P=I, \alpha_{-1}=1, \theta=1.5, \rho=.1$ and $\beta=.3$.
${ }^{3}$ The extragradient method as described in [29], with $\beta=.7$ and initial $\alpha=1$.
${ }^{4}$ For all methods, the termination criterion is $\|r(x)\| \leq 10^{-4}$. ( $n f$ denotes the total number of times $F$ is evaluated and $n p$ denotes the total number of times a projection onto $X$ is performed.) On the Mathiesen problem, we ran each method twice with $x^{0}=(.1, .8, .1)$ and $x^{0}=(.4, .3, .3)$ respectively; on the other problems, we used $x^{0}=(1, \ldots, 1)$.
${ }^{5}$ Time (in seconds) obtained using the intrinsic Matlab function etime and with the codes ran on a Decstation 5000; does not include time to read problem data.
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