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#### Abstract

A solution of a modified traveling salesman problem for the case, in which a group of intelligent mobile objects is simultaneously involved, is discussed in the article. For this purpose, a review and a comparative analysis of Johnson's algorithms and the branch and bound method have been carried out. It was found that these algorithms are ineffective for solving the modified traveling salesman problem for a group of intelligent mobile objects, therefore, a quest method has been further developed as a solution to this problem. The results of experimental calculations are presented. The directions of further work on the unification of the developed method for constructing structures of fast step-by-step data processing are proposed.
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## I. Introduction

The tasks of organizing step-by-step processing, data collection, or servicing mobile objects are characterized by a constantly replenishing list of practical solutions, taking a traditionally important place in the study of combinatorial optimization problems [1]. In the broad sense, the given functional task is the task of current planning, during which moving objects are selected and trajectories as well as schedules of their movement between points of the system are determined. Under the conditions of each specific task, a description of the point system is provided, which defines a set of possible paths of movement to the target of all moving mobile objects. As a rule, the structural parameters of the point system remain unchanged until the end of the process of solving the problem [1].

Hence, in the field of information technology, there is a direction uniting the tasks of organizing step-by-step data processing [2]. Let us highlight the most prioritized of them. For example, in the process of data mining, data preprocessing is an important step. It includes a set of successive procedures: cleansing, normalization, feature separation, etc. [3]. When designing a computer network to perform the task of data preprocessing, there are two directions. The first, classical, is the creation of

[^0]polyfunctional data processing subsystems (knowledge extraction). Each of the subsystems performs a complete cycle of processing each of data chunks. This means that a data chunk, when it enters such a computer network, exclusively occupies a subsystem for the entire time of its processing. The second direction is the creation of monofunctional subsystems, which is typical for cloud architectures when implementing clusters from "software as a service" nodes. In other words, a certain data processing step can be performed by a certain number of subsystems. When a data chunk arrives at the boundary subsystem, it is processed and further transferred to the next specialized subsystem, etc. In addition, when using onion architecture, each layer can be responsible for its step of data processing.

Another task is based on the fact that there is no requirement for any sequence of performed operations on servicing mobile objects, however, intelligent mobile objects must pass all points [4]-[6]. Each of the points is characterized by its own set of tools for performing various actions of servicing objects. Such a scenario has been taken from a typical quest game where teams must visit all game points, complete the necessary tasks on them and get to the end point. The simultaneous presence of many teams leads to the need of developing a quasioptimal algorithm of step-by-step movement planning for each team, taking into account the travel time of points passing and bonuses.

There are also modifications of transport problems, which consider the following: a set of autonomous data storages that are filled with data chunks from information recording systems; and mobile data-collection agents that move between nodes to collect a certain type of data [7]. In this case, the route of the collection agents must be formed so that the time for collecting data from all nodes is minimal. Such a scenario is based on the inverse problem of minimizing the delivery of various products by automobiles to retail outlets within the city location, taking into account the fact that each outlet can simultaneously receive one type of goods from only one automobile for a certain fixed time. The problem of the land transport and methods for solving it are studied in the framework of the scientific direction-transport logistics, the mathematical apparatus of which is represented by graph theory and research on operations [8].

Given the above varieties of the problem of organizing either step-by-step processing of data or queue-based servicing of objects, this problem can be generally characterized as a modification of the traveling salesman problem, where there may be several such "traveling salesmen" (mobile objects). Moreover, these objects are characterized by downtime at the point (which is determined by the point and/or its queue). The aim is to minimize the travel time of all points for each of the intelligent mobile objects, provided that preliminary agreements between the objects are excluded. The modified versions of traveling salesman problem are common in practice of robotics (indoor transportation [9]) and delivery drones (outdoor transportations [10])

The goal of the article is to develop a modified quest method for solving the traveling salesman problem for the case when more than one intelligent mobile object is involved.

## II. Problem Statement

Suppose that according to the condition of the problem, a set of intelligent mobile objects $U$ needs to visit all points of a system. Each of the intelligent mobile objects stops at each point for a time set by the point. It is required to determine in which order each of the intelligent mobile objects will visit all points, so that the travel time of points for each of the intelligent mobile objects is minimal. In the classical case, for one such intelligent mobile object this task is similar to the traveling salesman problem provided that the object returns to the starting point [11]. In contrast to the classical traveling salesman problem, there is an open traveling salesman problem [11].

Additional conditions of the problem are: the distances between points (the time taken by an intelligent mobile object to move between points at the maximum arc bandwidth); starting points are assigned according to the arbitrary taken distribution function; the downtime of an intelligent mobile object at a point and the availability of information about the utilization of points by other objects at the current time moment (queue); all queues at the points are organized according to the "first in first out," principle [12].

Let us perform a mathematical description of the point system. Assume that there is a set of intelligent mobile objects $q_{n} \in Q$, a set of system points $u_{n} \in U$ and the weight of the arc between them $t_{u_{n} \rightarrow u_{n+m}}$ where $m=1,2, \cdots$, $M$. In order to service a certain set of objects, points need to perform a set of actions $f_{1}, f_{2}, \cdots f_{r}$ in time $t_{u_{n}}$. Thus, the operation of the point can be represented as:

$$
\begin{align*}
& a_{0} \frac{d^{n} y}{d t^{n}}+a_{1} \frac{d^{n-1} y}{d t^{n-1}}+\ldots+a_{n} y \\
& =b_{0} \frac{d^{m} x}{d t^{m}}+b_{1} \frac{d^{m-1} x}{d t^{m-1}}+\ldots+b_{m} x \tag{1}
\end{align*}
$$

where $x(t)$ is the setting effect of the object; $y(t)$ is the point status or an output variable; $a_{i}$ and $b_{i}$ are the types of work carried out at the point.

Points can be combined into clusters according to the actions they perform, and the intelligent mobile object must be serviced using all points in any sequence of passing them. Thus, the task can be clarified according to the following requirements: precedence conditions should not be fulfilled unless specified by other conditions; the sum of the downtimes of an intelligent mobile object at a point should not exceed the relevance of performing the traveling salesman problem as a whole; the sum of the travel times $T$ that take an intelligent mobile object to visit all the points should be minimized.

This problem can also be formulated as a linear programming problem. Let $z_{f, u}$ be an unknown variable taking the values 0 and $1 . f$ is the action performed at the $u$ th point if and only if $z_{f, u}=1$, and the opposite holds if $z_{f, u}=0$. Each action with an object must necessarily be performed on one of the points in the cluster of points of the same type for each of the intelligent mobile objects, therefore:

$$
\begin{equation*}
\sum_{u=1}^{M} k_{f, u}=1, i=1,2, \ldots, n . \tag{2}
\end{equation*}
$$

Sums of the form $\sum_{j=1}^{n} k_{f, u} t_{f}$ are numerically equal to the sum of the time periods of performing all work at the $u$ th point. These sums are subject to restrictions:

$$
\begin{equation*}
\sum_{u=1}^{n} k_{f, u} t_{f} \leq T, u=1,2, \ldots, M \tag{3}
\end{equation*}
$$

If, under the conditions of the problem, a restriction is introduced on the preceding servicing of an intelligent mobile object $f \prec l$, then

$$
\begin{gather*}
\sum_{u=1}^{m} k_{f, u} \geq \sum_{u=1}^{m} k_{l, u}, m=1,2, \ldots, M .  \tag{4}\\
F(t)=\sum_{u=1}^{m} k_{f, u} t_{u} \rightarrow \min \tag{5}
\end{gather*}
$$

The restrictions introduced above (2) to (4) allow to obtain the formulation of the modified traveling salesman problem for a group of intelligent mobile objects in terms of linear integer programming:

$$
\left\{\begin{array}{l}
T \geq \sum_{u=1}^{n} k_{f, u} t_{u}, u=1,2, \ldots, M ;  \tag{6}\\
\sum_{u=1}^{M} k_{f, u}=1, f=1,2, \ldots, n ; \\
\sum_{u=1}^{m} k_{f, u} \geq \sum_{j=1}^{m} k_{l, u}, m=1,2, \ldots, M, f \prec l ; \\
k_{f, u} \geq 0 ; \\
T \geq 0 ; \\
E\left(k_{f, u}\right)=k_{f, u} .
\end{array}\right.
$$

where the restrictions on the bandwidth of arc between points can be additionally introduced.

## III. Overview of Known Solutions

In [13], Johnson's algorithm was presented for sparse graphs in the asymptotic limit, where it was shown that it performs better than the multiple matrix squaring algorithm and the Floyd-Warshall algorithm. Johnson's algorithm uses a method of weight changing. Its essence is as follows. If the weights of all the edges in a given graph are non-negative, then it is possible to find the shortest paths between all pairs of vertices, running the Dijkstra algorithm for each vertex one time. If a nondecreasing priority queue is implemented in the form of a Fibonacci pyramid, then the operation time of such an algorithm will be equal to $O\left(V^{2} \lg V+V E\right)$ where $V, E$ are the vertices of the graph. The drawback of this approach is its practical implementation. In software execution, when scaling the system of service points, the complexity of the algorithm grows, and the amount of redundant data in a real system leads to an overload of the points, recognized as optimal, by redundant data of requests and status checks.

In [14], for a particular case of the problem posed above, there is a solution implementing the branch and bound method strategy, which is used to solve the closed general traveling salesman problem. A feature of the proposed method is the selection of such a solution that contains the smallest number of edges. In [14], an example of a transport network is considered in the form of a connected incomplete graph with arbitrarily given non-negative weights of edges. An assumption is made about the presence of a Hamiltonian cycle. That is, the cost of passing the points by an object is not less than the cost of solving the general traveling salesman problem. The disadvantage of solving this problem is that in the case of adding a new object, it becomes impossible to optimally determine a new pair of points, since the system may not have data on its load or queue at the current time. From the point of view of practical implementation, the disadvantage is also the fact that the algorithm often stops without reaching optimality: either given its design or by necessity. In this case, we can obtain a complete solution for bypassing all points where the smallest boundary for all functioning points is the lower boundary of the optimal given cost. However, the obtained relative error does not exceed the ratio of the cost-boundary difference to the lower boundary itself.

In [5], an algorithm for determining the optimal point for the next processing step in a multipath problem was considered. Its essence lies in the fact that the objects enter a system consisting of several clusters of points, in which, in turn, multifunctional points operate. Each of the points can service the object once, which eliminates the principle of exclusive use of one node for all steps of processing a data chunk. The algorithm for determining the optimal point for the next step of processing takes into account: the time of moving objects between points, in fact, servicing and waiting in the queue of the point. The drawback of the proposed solution is the issue of scaling the point system in order to identify the limit threshold values for the optimum of given solution implementation.

In various special cases, such approximate algorithms as the Ford-Fulkerson method, Edmonds-Karp method, etc. can be used for this problem [15], [16]. In all these methods, the drawback is the inefficiency for calculating all the shortest paths in sparse graphs, when the number of pairs of edges between pairs of vertices is in most cases equal to one, or because of the specifics of the "greedy algorithm" that underlies the nearest neighbor algorithm in the traveling salesman problem.

## IV. Application of the Quest Method for Solving the Modified Traviling Salesman Problem

Each intelligent mobile object has a matrix of values of the transition time between all pairs of points in the point system and the downtime in each of the points that determine the priority of the point selection for the next movement step at each moment of time. The point with the highest priority will be selected by the intelligent mobile object for the next movement step (Table I):

Table I: Status of Points (General View)

| Status | Points |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $u_{n}$ | $u_{n+1}$ | $\ldots$ | $u_{n+m}$ |
| $q$ | $s_{n}$ | $S_{n+1}$ | $\ldots$ | $s_{n+m}$ |

Based on the quest method [17], [18], an algorithm has been developed that is presented below as a sequence of steps.

Step 1. Equality is checked by the formula:

$$
\begin{equation*}
H_{u_{n}}=t_{u_{n} \rightarrow u_{n+m}}-\left(f_{r} \times g\right)-\zeta \tag{7}
\end{equation*}
$$

where $t_{u_{n} \rightarrow u_{n+m}}$ denotes the weight of the arc (transition time of an intelligent mobile object between points); $f_{r}$ is the weight of the point (downtime of an intelligent mobile object at a point); $g=\sum_{n=1}^{m} q_{n}$ denotes the number of intelligent mobile objects in the point queue; $\zeta$ is the residual value of the point weight (the part of the time that is necessary to finish servicing an intelligent mobile object at the time when the point is assigned to be optimal for the object of another point).

Step 2. Checking the conditions for selecting the next point for intelligent mobile object movement.

Step 2.1. If $H \geq 0$, then $s_{n}=t_{u_{n} \rightarrow u_{n+m}}+f_{r}$.
Step 2.2. If $H<0$, then $s_{n}=\left(f_{r} \times g\right)-t_{u_{n} \rightarrow u_{n+m}}+f_{r}$.
Step 3. Next, a search for the minimum set of values is performed: the transition time between the starting point and all other points in the point system and the downtime at each point.

It is important to note that when performing Step 2.2, the intelligent mobile object enters the service queue at the point. Each of the points, at which the intelligent mobile object has been serviced, is excluded from the list of available points. The algorithm is repeated again for all points until all intelligent mobile objects pass all points.

Let us consider a theoretical example of the proposed solution. Suppose there is a fixed number of intelligent mobile objects and points. Starting distribution of objects
by points is proposed to be carried out according to the principle of division with the remainder:

$$
\begin{equation*}
u_{0}=1+n \bmod U \tag{8}
\end{equation*}
$$

where $u_{0}$ is the starting point that is defined for the object; $n$ is the number of the intelligent mobile object; $U$ is the number of points.

Suppose for each intelligent mobile object there is a step-by-step time matrix in which reference times of passing all points at the current moment of time are entered, and the columns of the matrix of passed points get the assigned value ( -1 ), which blocks returning to this point. Filling the matrix with values starts when an intelligent mobile object declares finishing of passing the starting point. The minimum value among the columns of time points in the row of the second step is the optimal point that is assigned to the intelligent mobile object for further completing of the task. In this case, the point receives the $(+1)$ value of the queue, which affects the search for the optimal point for all other objects. After passing the last point, the system should direct the intelligent mobile object to the end point. Let us consider an example of such a matrix (Table II).

The starting point $u_{0}$ for the object $q_{1}$ has been defined as $u_{2}$ (8). For all further steps, this point is excluded so that the object will not pass it again. After passing the starting point, the system calculates the time values for all other points of the second step. In our case, they are: point 1 has value 4 ; point 2 is excluded; point 3 has value 7; etc. Next, the intelligent mobile object selects the minimum value from the matrix (Table II) and determines the corresponding point as an optimal one (in our case, this is point No. 4 - value 2). If there are several minimum values, the system will select the point, the number (identifier) of which is less (as, for example, in the third step, points 1 and 3 have the same value 12 . The optimal point will be point 1 , since its number is less than 3). After determining the optimal point and assigning it to the intelligent mobile object, the value $g$ at the point itself increases by one $q$. The selected (passed) point at all further steps becomes inaccessible for selection by the same intelligent mobile object (record ( -1 )).

At the last step, when there are no more available points for passing, the system determines the next point the end point $u_{\text {finish }}$.

Calculation of time for each point at each step (except for determination of $u_{\text {finish }}$ ), taking into account (7), is carried out according to the scheme below:

$$
\left\{\begin{array}{c}
t_{u_{n} \rightarrow u_{n+m}} \geq f_{r}(g+1), n p u g=0,1,2, \ldots \Rightarrow  \tag{9}\\
\Rightarrow H_{u_{n}}=t_{u_{n} \rightarrow u_{n+m}}+f_{r} ; \\
t_{u_{n} \rightarrow u_{n+m}}<f_{r}(g+1), n p u g=0 \Rightarrow \\
\Rightarrow H_{u_{n}}=t_{u_{n} \rightarrow u_{n+m}}+f_{r} ; \\
t_{u_{n} \rightarrow u_{n+m}}<f_{r}(g+1), n p u g=1,2, \ldots \Rightarrow \\
\Rightarrow H_{u_{n}}=f_{r}(g+1) .
\end{array}\right.
$$

| CABLE II: OBJECT ROUTE MATRIX |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Points |  |  |  |  |
|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{\text {finish }}$ |
| 1 | -1 | 0 | -1 | -1 | -1 |
| 2 | 4 | -1 | 7 | 2 | -1 |
| 3 | 12 | -1 | 12 | -1 | -1 |
| 4 | -1 | -1 | 6 | -1 | -1 |
| 5 | -1 | -1 | -1 | -1 | 0 |

The proposed solution has also been successfully applied to the following subtasks.

Subtask 1. Is it possible for an intelligent mobile object to go to a point despite the determined next point, if the weight of the arc to it is minimal? Solution: before the transition of an intelligent mobile object to a point, it is checked whether it is determined to be optimal for this intelligent mobile object. If this condition is not met, the point cannot service such an object.

Subtask 2. Intelligent mobile objects temporarily stopped passing points (for example, due to external influence). What effect will this have on the system? There are two possible solutions. The first solution: until an intelligent mobile object reaches a point determined for it, it will occupy the queue of this point. However, those intelligent mobile objects, for which this point will be actually defined as an optimal one, can be serviced by the point provided there is be no other intelligent mobile objects in the queue when they transfer to this point. As previously agreed, the queue is formed according to the "first in first out," principle [13]. The second solution: it may be necessary to provide for the creation of time limits, and the end point will be assigned as the next point for all intelligent mobile objects when they reach those limits.

## V. Verfication of Solution Efficiency

Let us consider an example. Three points $u_{2}, u_{3}, u_{4}$ are set, which are available for movement of the intelligent mobile object from the starting point $u_{1}$. It is necessary to choose from these three points an optimal point for the next step of the movement of the intelligent mobile object (Fig. 1).

Here: the travel time between points: $t_{u_{1} \rightarrow u_{2}}=3 \mathrm{~s}$; $t_{u_{1} \rightarrow u_{3}}=2 \mathrm{~s} ; t_{u_{1} \rightarrow u_{4}}=4 \mathrm{~s}$; the reference time of passing the point $u_{2}: f_{r}=1 \mathrm{~s} ; u_{3}: f_{r}=6 \mathrm{~s} ; u_{4}: f_{r}=2 \mathrm{~s}$; the number of objects in the queue of the point: $u_{2}: g=3 ; u_{3}: g=1$; $u_{4}: g=1$.


Fig. 1. The considered scenario.

Step 1. Let us make calculations for the point $u_{2}$. We verify the equalities from (9). Since the queue for servicing of the point $u_{2}$ is not zero, we exclude the second equality from (8) from the verification:

$$
\begin{aligned}
& \left\{\begin{array}{l}
3 \geq 1(3+1), \text { condition is not fulfilled } \\
3<1(3+1), H_{u_{2}}=1(3+1), \text { condition is fulfilled }
\end{array}\right. \\
& H_{u_{2}}=4 \mathrm{~s} .
\end{aligned}
$$

Step 2. Let us perform the calculations for the point $u_{3}$. We verify the equalities from (9). Since the queue for servicing of the point $u_{3}$ is not zero, we exclude the second equality from (8) from the verification:

$$
\begin{aligned}
& \left\{\begin{array}{l}
2 \geq 6(1+1), \text { condition is not fulfilled } \\
2<6(1+1), H_{u_{3}}=6(1+1), \text { condition is fulfilled }
\end{array}\right. \\
& H_{u_{3}}=12 \mathrm{~s} .
\end{aligned}
$$

Step 3. Let us perform calculations for the point $u_{4}$. We verify the equalities from (9). Since the queue for servicing the point $u_{4}$ is not zero, we exclude the second equality from (9) from the verification:

$$
\begin{aligned}
& \left\{\begin{array}{l}
4 \geq 2(1+1), H_{u_{4}}=4+2, \text { condition is fulfilled } \\
4<2(1+1), \text { condition is not fulfilled }
\end{array}\right. \\
& H_{u_{4}}=6 \mathrm{~s} .
\end{aligned}
$$

For the points $u_{2}, u_{3}, u_{4}$ the following time values were obtained: 4,12 and 6 s . The optimal point for the movement of an intelligent mobile object is the point $u_{2}$.

## VI. Model Experiment

A model experiment has been performed in the MATLAB environment. There have been set: 5 points characterized by the service time of intelligent mobile objects; transition time between points; 4 intelligent mobile objects; starting point numbers corresponding to intelligent mobile objects (Fig. 2).

In general, the system is described as follows:

$$
\begin{aligned}
& \left\langle u_{1}\left\langle f=2 ; t_{u_{1} \rightarrow u_{2}}=1 ; t_{u_{1} \rightarrow u_{3}}=8 ; t_{u_{1} \rightarrow u_{4}}=2 ; t_{u_{1} \rightarrow u_{5}}=1\right\rangle\right. \\
& u_{2}\left\langle f=3 ; t_{u_{2} \rightarrow u_{1}}=1 ; t_{u_{2} \rightarrow u_{3}}=3 ; t_{u_{2} \rightarrow u_{4}}=6 ; t_{u_{2} \rightarrow u_{5}}=7\right\rangle \\
& \left\{u_{3}\left\langle f=1 ; t_{u_{3} \rightarrow u_{1}}=8 ; t_{u_{3} \rightarrow u_{2}}=3 ; t_{u_{3} \rightarrow u_{4}}=2 ; t_{u_{3} \rightarrow u_{5}}=1\right\rangle\right. \\
& u_{4}\left\langle f=4 ; t_{u_{4} \rightarrow u_{1}}=2 ; t_{u_{4} \rightarrow u_{2}}=6 ; t_{u_{4} \rightarrow u_{3}}=2 ; t_{u_{4} \rightarrow u_{5}}=3\right\rangle \\
& u_{5}\left\langle f=1 ; t_{u_{5} \rightarrow u_{1}}=1 ; t_{u_{5} \rightarrow u_{2}}=7 ; t_{u_{5} \rightarrow u_{3}}=1 ; t_{u_{5} \rightarrow u_{4}}=3\right\rangle \text {. }
\end{aligned}
$$



Fig. 2. The initial conditions.

TAble III: Route of ObJECT $q_{1}$

| Step | Point |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ |  |
| 1 | -1 | -1 | -1 | -1 | -1 |  |
| 2 | -1 | 4 | 9 | 6 | 2 |  |
| 3 | -1 | 10 | 3 | 7 | -1 |  |
| 4 | -1 | 6 | -1 | 6 | -1 |  |
| 5 | -1 | -1 | -1 | 11 | -1 |  |
| 6 | -1 | -1 | -1 | -1 | -1 |  |

Table IV: Route of Object $q_{2}$

| Step | Point |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ |  |
| 1 | -1 | -1 | -1 | -1 | -1 |  |
| 2 | 3 | -1 | 4 | 11 | 9 |  |
| 3 | -1 | -1 | 9 | 6 | 2 |  |
| 4 | -1 | -1 | 3 | 7 | -1 |  |
| 5 | -1 | -1 | -1 | 6 | -1 |  |
| 6 | -1 | -1 | -1 | -1 | -1 |  |

Table V: Route of Object $q_{3}$

| Step | Point |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ |
| 1 | -1 | -1 | -1 | -1 | -1 |
| 2 | 10 | 5 | -1 | 7 | 2 |
| 3 | 5 | 10 | -1 | 7 | -1 |
| 4 | -1 | 4 | -1 | 6 | -1 |
| 5 | -1 | -1 | -1 | 10 | -1 |
| 6 | -1 | -1 | -1 | -1 | -1 |

Table VI: Route of Object $q_{4}$

| Step | Point |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $u_{1}$ | $u_{2}$ | $u_{3}$ | $u_{4}$ | $u_{5}$ |  |
| 1 | -1 | -1 | -1 | -1 | -1 |  |
| 2 | 6 | 9 | 3 | -1 | 4 |  |
| 3 | 10 | 7 | -1 | -1 | 3 |  |
| 4 | 3 | 10 | -1 | -1 | -1 |  |
| 5 | -1 | 4 | -1 | -1 | -1 |  |
| 6 | -1 | -1 | -1 | -1 | -1 |  |



Fig. 3. Visualization of intelligent mobile objects movement route.
As a result of the method performance, time matrices for intelligent mobile objects (Table III to Table VI) were obtained, and movement paths for objects were constructed (Fig. 3).

Table VII shows the state of the points when servicing intelligent mobile objects, forming queues for servicing. The table shows that the total service time of all points took 27 s .

Table VII: Status of Points

| System <br> operation <br> time, (s) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $u_{1}$ |  | $u_{2}$ |  | $u_{3}$ |  | $u_{4}$ |  | $u_{5}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $t$ | $q$ | $t$ | $q$ | $t$ | $q$ | $t$ | $q$ | $t$ | $q$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 2 | 1 | 3 | 2 | 1 | 3 | 4 | 4 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1 | 1 | 2 | 2 | 0 |  | 3 | 4 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 3 | 0 |  | 1 | 2 | 0 |  | 2 | 4 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 4 | 0 |  | 0 |  | 0 |  | 1 | 4 | 1 | 3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 | 2 | 2 | 0 |  | 0 |  | 0 |  | 1 | 1 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 6 | 1 | 2 | 0 |  | 0 |  | 0 |  | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7 | 2 | 3 | 0 |  | 1 | 4 | 0 |  | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 | 1 | 3 | 0 |  | 1 | 1 | 0 |  | 1 | 2 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 9 | 0 |  | 0 |  | 1 | 2 | 0 |  | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 10 | 0 |  | 3 | 3 | 0 |  | 0 |  | 1 | 4 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 11 | 0 |  | 2 | 3 | - |  | 0 |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 12 | 0 |  | 1 | 3 | - |  | 0 |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 13 | 2 | 4 | 3 | 1 | - |  | 4 | 2 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 14 | 1 | 4 | 2 | 1 | - |  | 3 | 2 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 15 | 0 |  | 1 | 1 | - |  | 2 | 2 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 16 | - |  | 0 |  | - |  | 1 | 2 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 17 | - |  | 3 | 4 | - |  | 0 |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 18 | - |  | 2 | 4 | - |  | 0 |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 19 | - |  | 1 | 4 | - |  | 4 | 3 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 20 | - |  | 0 |  | - |  | 3 | 3 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 21 | - |  | - |  | - |  | 2 | 3 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 22 | - |  | - |  | - |  | 1 | 3 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 23 | - |  | - |  | - |  | 4 | 1 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 24 | - |  | - |  | - |  | 3 | 1 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 25 | - |  | - |  | - |  | 2 | 1 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 26 | - |  | - |  | - |  | 1 | 1 | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 27 | - |  | - |  | - |  | 0 |  | - |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |



Fig. 4. The results of experiments
Experiments were carried out. As alternative methods for solving the traveling salesman problem, software realizations of Johnson's algorithm [7], [19] and the branch and bound method [20], [21] were used. The results are shown in Fig. 4.

## VII. Conclusion

As a result of the review and analysis carried out, a modified traveling salesman problem is formulated for the case when a group of intelligent mobile objects is simultaneously involved. The goal of minimizing the travel time each intelligent mobile object takes to pass the route through all points was achieved.

The novelty of the work lies in the fact that the quest method has been further developed, which, in contrast to the classical solutions of the traveling salesman problem, allows to achieve the target functional at a minimum time due to local optimization of the directions of intelligent mobile objects' movement through points.

As further research, it is proposed to consider a modification of the point system with a dynamically
variable number of points. Some issues that deserve attention are related to the optimization of control of data transfer processes [22], reducing redundancy and improving the reliability of information delivery between point systems, asymmetric weights of arcs between points. In addition, it is necessary to conduct real experiments, for example, in tasks improving the energy efficiency of large data centers [23]. [10], [24]
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