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Abstract : 
 
This paper presents dual copolarized (VV and HH) Ka-band radar measurements of joint modulation of 
normalized radar crass section (NRCS) and Doppler velocity (DV) performed from a sea research 
platform. NRCS and DV modulations are well correlated. NRCS modulations exhibit a spiky structure. 
HH modulations are stronger than VV ones leading to modulations of the polarization ratio. This 
suggests that an important portion of NRCS modulations is produced by nonpolarized radar returns 
from modulated wave breaking facets. DV modulations reveal that at incidence angles <50 degrees, 
NRCS spikes are attributable to rather slow moving facets, which may he interpreted as short wave 
breaking disturbances embedded in the water at crests of modulating waves. Using the DV as a proxy 
for wave gauge, a modulation transfer function (MTF) is estimated for both polarizations. The 
hydrodynamics component of the total MTF, hydro-MTF, combines NRCS modulations supported by 
Bragg waves and wave breaking. The contribution of each type of facets to the hydro-MTF is weighted 
by its partial contribution to the NRCS, and thus, hydro-MTF becomes dependent on radar polarization. 
Using hydro-MTF for HH and VV, Bragg wave and wave breaking modulations are separated. Wave 
breaking modulations are significant, with MTF amplitude varying from 5 to about 30 depending on wind 
speed. Ka-band Bragg waves are strongly modulated at low winds, but their modulation almost 
vanishes at moderate winds. Finally, we propose an empirical MTF parameterization based on 
polynomial fitting as a function of observation geometry and wind. 
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I. INTRODUCTION

O
CEAN radar backscattering is modulated by surface

waves due to wave-induced modulations of surface

slopes (tilt modulation) and roughness (hydrodynamics modu-

lation). Phase modulations of radar backscattering, i.e. Doppler

frequency shifts, are governed by local line-of-sight velocity,

and thus are also modulated by surface wave orbital velocities.

Unresolved, likely modulated, waves with wavelengths shorter

than the radar footprint are inherently averaged and contribute
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to the time mean normalized radar cross-section (NRCS) and

Doppler velocity (DV). Correlated components of DV and

NRCS explain the observed C-band Doppler centroid anoma-

lies present even in the absence of currents [1], [2]. Higher

frequency radar technique, including Ku-band measurements

[3] as well as Ka-band DopplerScat [4] and SKIM [5] build

on the combined measurements of NRCS and DV, are aimed

to provide new global satellite oceanographic products such

as surface currents.

Ocean Ka-band measurements of joint modulation of NRCS

and DV are still rare. Early Ka-band measurements have been

collected during NORDSEE platform experiments [6], [7]. Im-

pact of waves on radar backscattering modulation is normally

described in terms of a complex Modulation Transfer Function

(MTF) [8], which experimental estimates are available from

tower-based and air/space-borne sensors [6], [7], [9]–[13].

Theoretical explanation of observed MTF is generally based

on the relaxation approximation for Bragg waves [14]. But,

this approximation results in an unrealistically fast decrease

of MTF magnitude with radar frequency. Effect of wind stress

modulation by long waves has been proposed to explain the

observed magnitude of MTF [12], [15]. However, too strong

wind stress modulations are required in order to explain the

observations. As shown by [16] and [17], the effect of wave

breaking is necessary to explain the time mean and modulation

properties of both NRCS and DV.

In this paper, we further report results of multi-year

platform-based Ka-band radar measurements. Following the

analysis of time mean NRCS [18], the present effort focuses

on modulation properties of NRCS and DV. To estimate these

properties, we rely on the potential ability of a Doppler radar

to act as a wave gauge [8]. To improve this approach, we

introduce a correction function associated with radar DV re-

sponse to LW orbital velocity. Derived dual co-polarized (VV

and HH) MTF estimates are fitted by empirical polynomials.

Similarly to “Bragg-non-Bragg” decomposition of NRCS [19],

the empirical dual co-polarized MTF is decomposed in order

to separate the hydrodynamics MTF for Bragg roughness and

non-Bragg scatterers (wave breaking).

II. EXPERIMENT, DATA, AND METHODS

The measurements were performed from the Black Sea

research platform during 2009–2015 using a 37.5 GHz

continuous-wave dual co-polarized Doppler Ka-band radar that

operated in the hybrid polarization mode with a slant (45◦ )

transmit polarization plane and two receiving channels for

vertical and horizontal polarizations. Most of the data and
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Fig. 1. Black Sea research platform (44◦23′35′′N , 33◦59′04′′E). Wrecks to the left are remains of another platform destroyed by storms. This south-west
azimuth sector is not used for measurements.

instrumentations used in this study are similar to those de-

scribed in [18]. This configuration implies a cross-polarization

contamination of received signals, which, however, is weak for

our conditions and is disregarded (see Appendix in [18] for

more details).

The radar was installed at different platform locations

(heights) depending on desired radar-to-wave azimuth, φ, and

incidence angle, θ (Fig. 1). To keep a reliable balance between

radar footprint size, signal-to-noise ratio, and antenna far field

applicability distance (> 6 m), the acquisitions were made

from either the upper (12 m height) or the lower (6 m height)

platform decks for θ ≤ 45◦ or θ > 45◦, respectively. The

correction for radar antenna pattern is discussed in Appendix

A.

Supplementary meteorological measurements were made

using the Davis Vantage Pro station with air sensors mounted

at 21 m height. Neutral 10 m wind speed, U , was calculated

using the COARE3.0 algorithm [20]. Surface wave elevations

were recorded by six wire wave gauge antenna (5 strings in

corners of a pentagon and one in its center, each pair separated

by about 25 cm) installed from 11 m horizontal stern. The

distance between wave gauge and radar footprint varied from

a few meters to tens of meters, which did not allow for phase

comparison between radar and wave elevation signals.

Directional surface wave spectra were estimated over 30

min intervals by the maximum likelihood method (DIWASP

package [21]), from which the wave peak frequency, fp, and its

direction, φp, were estimated. Complex situations with short

offshore fetches, strong swell, and multiple swell peaks were

eliminated from the analysis. Only records with co-aligned

wind and waves were included while records with wind and

wave directions deviating by > 30◦ were not included. For the

included records, radar-to-wind and radar-to-wave azimuths

were assumed equal (radar-to-wave azimuth was used by

default). Throughout the text, the following azimuth notations

are used: φ = 0◦ – upwind, φ = 90◦ – crosswind , φ = 180◦

– downwind.

Doppler measurements performed from a static platform

allow to detect both the instantaneous (centroid of the instan-

taneous Doppler spectrum) and the NRCS-weighted (centroid

of the time-mean Doppler spectrum) Doppler shifts, and thus

distinguish between the mean scatterer velocity and the wave-

induced contribution.

The raw radar data processing followed [22]. In-phase, I(t),
quadrature, Q(t), signal components were digitized at 40 kHz

rate for VV and HH polarizations, from which instantaneous

Doppler spectra were computed over consecutive τ = 0.2 s

intervals,

S(ν, t) =

∣

∣

∣

∣

∣

∫ t+τ/2

t−τ/2

(I + iQ)e−i2πνtdt

∣

∣

∣

∣

∣

2

, (1)

where (. . .) stands for ensemble averaging with 2 degrees of

freedom, ν is the Doppler frequency. Instantaneous NRCS,

σ(t) =
∫

S(ν, t)dν, Doppler frequency shift, fD(t) =
∫

νS(ν, t)dν/σ(t), and Doppler bandwidth (DW), wD(t) =
∫

(ν−fD(t))
2S(ν, t)dν/σ(t), were estimated as corresponding

momenta of the instantaneous Doppler spectrum, S(t, ν).
Instantaneous Doppler frequency shift, fD(t), translates into

instantaneous line-of-sight (LOS) Doppler velocity, v(t) =
πk−1

r fD(t), where kr is the radar wavenumber.

The original radar records were sub-divided into 5 min

samples. The total number of analyzed samples is about

500. Data distribution versus incidence angle, θ, radar-to-wave

azimuth, φ, and wind speed, U , is shown in Fig. 2. The absence

of data at low winds (U < 3 − 4 m/s) is due to low signal-

to-noise ratio under these conditions. The majority of the data

are collected at moderate winds, U = 8− 12 m/s. Downwind

radar orientations are rare because of platform shadowing.

III. RADAR SIGNAL FEATURES

A. Time Series

Time series of running VV and HH Doppler spectra (com-

puted over consecutive 0.2 s intervals, Fig. 3) show a marked
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Fig. 2. Dataset statistics: number of data samples versus (a) incidence angle, θ, and wind speed, U , and (b) incidence angle, θ, and radar-to-wind/wave
azimuth, φ.

modulation certainly associated with long surface waves with

a period of about 4 s. The spatial scale resolved by a radar is

determined by its ground footprint size. The latter depends on

the incidence angle and in our case may vary by a few meters

(see Appendix A for more details). We refer to these resolved

waves as Long Waves (LW), hereinafter.

Fig. 3 reveals the occurrence of radar signal spikes also

linked to local maxima of the Doppler frequency shift. From

visual observations, these spikes are usually associated with

breaker passages within the radar footprint. Note also that

NRCS spikes are not accompanied by noticeable DV spikes, at

least at θ ≈ 53◦ and U = 10 m/s. This suggests that measured

NRCS spikes do not necessarily correspond to “fast moving”

scatterers, but rather slow moving very rough surface elements

with the translation speed somewhat higher than the LW orbital

velocity. Fig. 3 also shows that Doppler spectrum bandwidth

(DW) correlates well with the DV. This indicates that the

spread of radar scatterer velocities increases in areas where

the DV has local maxima (wave crests for upwind observation

geometry in Fig. 3). In other words, the scatterers in rough

areas associated with breaking waves do not move as “frozen”

targets, but have rather wide speed distribution.

As was first suggested in [8], the Doppler signal can be used

for direct estimation of LW orbital velocities, and thus, after

integration, LW surface displacements and tilts. Assuming that

DV fluctuations are solely produced by LW orbital velocities,

the relationship between Fourier harmonics of wave elevation,

ξ̂, and DV, v̂, can be written as [8], [23]:

v̂(ω) = ωG(θ, φ)ξ̂(ω), (2)

G(θ, φ) = cosφ sin θ + i cos θ, (3)

where ω is the LW frequency, θ is the incidence angle, φ is

the radar-to-wave azimuth, G is the geometric transformation

coefficient projecting the wave orbital velocity onto the radar

LOS direction, and hat above any quantity denotes its Fourier

transform. In this study, we ignore the shallow water effects.

During the experiments, LW wave numbers were in the range

k > 0.1 rad/m, that for water depth D = 25 m gives kD >
2.5.

NRCS modulations by LWs are described in terms of the

radar Modulation Transfer Function (MTF):

M =
σ̂

σkξ̂
, (4)

where k is the LW wave number linked to ω by the deep

water dispersion relationship, ω2 = gk, g is the gravity

acceleration, σ is the mean (averaged over LW phase) NRCS,

σ̂ is the Fourier transform of NRCS modulations by the

LW with amplitude, ξ. By definition, the MTF describes

a linear relationship between wave slopes (kξ̂) and relative

NRCS variations (σ̂/σ), which must be small. Although in our

case the latter requirement is not always the case, we accept

the linear MTF concept for comparability with the previous

studies, (e.g. [6], [8], [23], and others).

Using (2) and (3), the MTF (4) can be calculated from

Doppler radar measurements as:

M =
gGSσv

σωSvv
, (5)

where Sσv is the cross-spectrum between NRCS and DV time

series, and Svv is the auto-spectrum of DV time series.

Besides dependencies on LW tilt and roughness modula-

tions, platform-based NRCS also depends on wave-induced

changes in range and footprint area. For the beam-limited

footprint, the range dependence is proportional to R−2 (see

e.g. eq.(45) in [23]), while the footprint area varies as cos(kξ).
The range and footprint area modulations were removed from

the received power using instantaneous range and LW tilt

modulations derived from the measured DV, eqs. (2,3).

Sample time series of NRCS, polarization ratio, PR =
σvv/σhh, and DV are shown in Fig. 4 together with LW

elevation, ξ, and slope, ζ, computed from VV DV using eqs.

(2, 3). Both, VV and HH NRCS are well correlated with LW

elevations and slopes derived from DV measurements. At low

incidence angles, θ = 15◦ and 35◦, the NRCS is enhanced



4 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

Fig. 3. An example of instantaneous (a) VV and (b) HH Doppler spectra (θ ≈ 53◦, upwind, U = 10 m/s) as a function of time. Doppler velocity (green,
middle line) and Doppler spectrum width (gray, top and bottom lines) are shown. Color shades correspond to spectrum density.

on forward LW slopes suggesting the dominant role of the tilt

modulation mechanism. At larger θ, the relative importance

of the tilt modulation decreases and the maximum of NRCS

modulation shifts towards LW crests and approximately fol-

lows wave elevations. This reflects a major contribution of the

hydrodynamics modulation to the total MTF.

The measured PR is systematically lower than the PR

predicted by a standard two-scale Bragg model (TSM, see

Appendix B for its evaluation details). A remarkable feature in

Fig. 4 is an apparent correlation between strong NRCS peaks

and PR drops. For some of large NRCS peaks, the PR drops

down to 0 dB indicating that NRCS peaks are non-polarized,

σvv = σhh. Enhanced NRCS peaks presumably represent non-

polarized radar returns from steep and rough surface patterns

related to breaking waves (see, e.g., Figs. 4b at t = 62 s,

4c at t = 82 s, 4d at t = 87 s). Excepting cases of HH

backscattering at high incidence angles (θ = 70◦), the DV

exhibits quite smooth behavior with modulations comparable

with LW orbital velocities (see also Fig. 7 below). A notable

feature is that strong NRCS peaks are not accompanied by

remarkable DV “spikes”. This suggests that, at our observation

geometry, wave breaking enhancement on crests of LWs does

not lead to DV anomalies apparently deviating from LW

orbital velocities.

B. Distributions, Skewness and Doppler Spectra

Scatter plots “NRCS versus DV” and “PR versus DV”

corresponding to the time series in Fig. 4 are presented in

the left and middle columns of Fig. 5. The most apparent

feature is the positive correlation between DV and NRCS

variations reflecting NRCS enhancement on forward slopes

close to wave crests where DV has maximum positive values

for the upwind observation geometry. At θ > 50◦, PR and

DV variations are negatively correlated (Fig. 5g,j) suggesting

that NP backscattering from modulated breaking waves does

contribute at these incidence angles.

The centered probability density functions (PDF, Fig. 5,

right column) provide a deeper insight into specific features

of joint modulations of NRCS and DV. First, the distribution

of DV is quite symmetrical relative to its mean value, while

the distribution of either VV or HH NRCS as well as PR (all

plotted in logarithmic scale) is strongly skewed (if converted

to linear scale). This shows that enhancements of NRCS in

areas of positive DV (wave crests for upwind observations)

are much stronger than its suppressions in areas of negative

DV. The skewness of NRCS, PR, and DV PDFs becomes

more pronounced at large θ (Fig. 5i,l). Interestingly, that

distribution of DV and log(NRCS) is inversely skewed for this

particular observation geometry. Doppler velocity PDF has a

positive “tail” corresponding to fast breakers moving towards

an upwind looking radar. The negative “tail” of log(NRCS)

PDF is explained by signal drops (pauses) over turbulent

patches following wave breaking events.

Doppler spectra (Fig. 5, right column) exhibit features

similar to those present in DV PDFs. In particular, the tail

corresponding to positive DVs becomes more pronounced at

large θ. This is better seen in HH Doppler spectrum at θ = 70◦

(Fig. 5l), which has a rather broad peak area extending into

positive DVs of about 2.5 m/s. This is in line with previous

observations (e.g. [24]–[26]) that have been attributed to “fast

scatterers” associated with breaking waves. The similarity

between DV PDFs and Doppler spectra allows using the

skewness of DV PDF as a measure of Doppler spectrum

asymmetry and corresponding fast scatterer impact.

The skewness characteristics for different observation ge-

ometries are shown in Fig. 6. The log(NRCS) skewness is near

zero at θ ≈ 20◦ and grows rapidly with increasing θ from

≈ −0.5 near the nadir to ≈ 0.5 at θ = 70◦. Interestingly,

this growth is not regular. There is a local maximum at

θ = 30− 35◦ which is more pronounced for VV polarization.

This maximum can be associated with a local maximum in

the gradient of the tilt MTF, ∂2σ/∂θ2, that leads to non-

linear NRCS modulation. At θ > 55◦, the skewness grows

again due to the contribution of strong positive spikes from

wave breaking that is more prominent at HH than at VV

polarization. The skewness of DV increases in magnitude with

the incidence angle. Its sign is azimuth dependent reflecting

the relative direction of fast moving breakers.
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IV. RELATION OF DV OSCILLATIONS TO LW ORBITAL

MOTIONS AND WAVE BREAKING MODULATIONS

A. DV-Derived Elevation Spectra

When DV is used as a proxy for wave gauge, it is usually

assumed that DV oscillations are produced solely by the orbital

motions [23] while other mechanisms of DV modulations (e.g.

by wave breaking) are disregarded. To account for these latter

mechanisms, a DV response function defined as the ratio

between the measured DV spectrum and its expected value

from the linear wave theory is introduced:

µ =
Svv

|G|2ω2Sξξ
, (6)

where Svv is the DV spectrum corrected for the effect of

footprint filtering (see eq. (20) in Appendix A).

Using this definition, the DV variation (2) is modified as:

v̂ = µ1/2Gωξ̂. (7)

The spectral shape of the response function, µ, is evaluated

from wave gauge measurements (Fig. 7). The latter is neither

contemporaneous in time nor collocated in space with the

radar time series. Therefore, only auto spectra of DV and LW

parameters can be jointly analyzed.

Typical wave gauge frequency elevation spectra and eleva-

tion spectra derived from DV measurements,

Sξξ = |G|−2ω−2Svv, (8)

demonstrate rather good agreement especially in the vicinity

of their spectral peaks. As already discussed, such agreement

is not expected given the significant impact of wave breaking

modulations on radar signal modulations (Figs. 4, 5). But, no

remarkable difference between DV spectrum level and that

derived from wave gauge data can be revealed in the spectrum

peak area at low to moderate θ (Fig. 7a,b,c). A noticeable

excess appears only at large incidence angles, θ = 70◦, and

HH polarization (Fig. 7d).

The DV response function is close to 1 between the wave

peak frequency, fp, and the radar pattern cut-off frequency,

fcut. At f > fcut, its magnitude rapidly increases while DV-

NRCS coherence almost vanishes (see Appendix A for details

on fcut estimation). Below fp, the DV response function is

also increases indicating non-negligible low frequency DV

fluctuations probably caused either by wave groups, wind

speed variations, or other modulation mechanisms which ex-

amination is out of the scope of this paper.

Assuming that µ is frequency independent, it is averaged

over fp < f < fcut. For each data sample, the resulting

averaged DV response magnitude is used to correct the or-

bital velocity auto-spectrum (Svv in eq. (9)). The mean DV

response magnitude (Fig. 8) also illuminates the role of DV

spikes associated with fast scatterers. One can note that µ
increases in the crosswind direction. Probably, this increase

results from uncertainties in wave azimuth estimation. In the

crosswind azimuth sector, even small errors in |G|2-factor in

the denominator of eq. (6) leads to rather large errors in µ,

especially at large θ. On the other hand, the magnitude of µ
also increases at large θ ≈ 70◦ (stronger for HH polarization

than for VV polarization). This agrees with the concept of fast

scatterers (wave breaking) that dominate HH return at large

incidence angles.

B. Are the Breakers Fast or Slow Scatterers?

As already noticed, the remarkable deviation of observed

PRs from Bragg-model values and the negative correlation be-

tween DV and PR (see Fig.5, left column) suggest that NRCS

peaks appearing on LW crests are associated with NP radar

returns from breaking waves. In addition, a reasonably good

correspondence between DV-derived and wave gauge elevation

spectra suggests that breaking waves are (on average) “slow”

facets because the measured DV is not “distinguishable” from

the LW orbital velocity (except for HH at θ = 70◦). Thus,

at first glance, our observations conflict with a number of
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previous studies suggesting that wave breaking are fast moving

facets. A few examples follow.

At low grazing angles, Seeman et al. [27] have observed

strong X-band DV spikes (up to 7 m/s) corresponding to the

phase speed of shoaling breaking wave (see their Fig. 4). In

wave tank experiments with different microwave bands (from

the S- to the W-band), Lamont-Smith et al. [28] have found

that DV of breakers produced by wave focusing corresponds

well to their phase velocity (see their Fig. 4).

But in the open sea conditions, the DV of radar spikes

is normally lower than the spectrum peak phase speed. In

particular, the DV of Ku-band spikes observed by Jessup et

al. [29] at θ = 45◦ constituted only ≈ 25% of the spectral

peak phase speed. Similarly low DV values were reported in

[24], [26] in the X-band and in [30] in the S-band at low

grazing angles. Real breaking waves are distributed over a

wide range of scales extending from the spectrum peak of wind

generated waves to gravity waves with wavelengths of the

order of 1 m. The shorter the breaking waves are the larger the

surface probability breaker density produced by these waves is

[31]. LWs strongly modulate breaking of shorter waves [32],

therefore the crests of LWs (i.e. spectrum peak waves) are

covered by short-scale breakers whose DV is lower than the

phase speed of modulating LWs. This fact may explain the

difference between DVs measured in the laboratory and open

ocean conditions [33].

Nevertheless, if the DV of a short-scale breaker is equivalent

to its phase velocity, a remarkable contribution of modulated

breaking waves to LW-induced DV oscillations could be

expected. In our measurements, such contribution is noticeable

at large incidence angles and HH polarization, but it is not

noticeable at smaller incidence angles (compare Fig. 7d with

other panels in Fig. 7). This observation suggests that DV of

radar backscattering from “individual” breakers, besides LOS

factor, depends on the incidence angle.

The following paradigm could justify this incidence angle

dependence. A breaker originates from the explosive crest

instability leading to the rapid overturning of the surface

(beginning of breaker generation). Then, during its life span,

an active breaker advances with the phase velocity of its

carrying breaking wave, and leaves behind an expanding area

of surface disturbances (enhanced surface roughness). Most

likely, these disturbances are “embedded” into the water, and

thus their DVs correspond to the “water velocity”. In contrast,

the DV of radar backscattering from the forward slope of an

active breaker corresponds to its advance velocity, and thus is

close to the phase velocity of carrying breaking wave. Thus,

at large incidence angles and in the upwind direction, a radar

detects breakers as fast facets. At moderate incidence angles,

most of the radar backscattering is produced by the enhanced

roughness on the top of breakers (due to larger than forward

face area), which are thus detected as slow facets.

Such paradigm may explain the observed Doppler features

in a wide range of incidence angles. At any incidence an-

gle, the incoherent NRCS of “individual” breakers is much

higher than the ambient NRCS produced by resonant Bragg

scattering. As a result of such NP contribution, the NRCS

peaks and the PR drops on LW crests where wave breaking

intensifies (in line with Fig. 4 and Fig.5, scatter plots). At

large incidence angles and in the upwind direction, forward



YUROVSKY et al.: MODULATION OF KA-BAND DOPPLER SIGNAL 9

0 45 90 135 180
0

1

2

3

4

5
(a)

0 45 90 135 180
0

1

2

3

4

5
(b)

10

20

30

40

50

60

70

Fig. 8. DV response function, µ, averaged over wave frequency range fp < f < fcut as a function of azimuth for (a) VV and (b) HH polarization. Colors
correspond to incidence angle, symbol size is proportional to wind speed.

faces of active breakers are exposed. Hence, NRCS peaks are

formed by the fast scatters that leads to strong asymmetry

of Doppler spectra and the deviation between DV-derived and

wave gauge elevation spectra (Fig. 5l and Fig. 7d). In contrast,

at moderate incidence angles, NRCS spikes correspond to the

slow facets (embedded in the water), which lead neither to

the significant asymmetry of Doppler spectra (Fig. 5f and Fig.

5i) nor the apparent deviation between DV-derived and wave

gauge spectra (see Fig. 7b and Fig. 7c). Note also that this

paradigm and the data do not support the Hansen et al. [34]

assumption that DV of an “individual” breaker corresponds to

the phase velocity of carrying wave at any incidence angle.

V. RADAR MTF

Wave-induced DV variations are used to assess the radar

MTF (5). To take into account possible deviations of DV from

LW orbital velocities, the DV response function, µ, defined by

(6) is included in the radar MTF estimate (5) as:

M = µ1/2 gGSσv

σωSvv
. (9)

Examples of estimated MTF’s are shown in Fig. 7. Swell

cases (e.g. cases like Fig. 7d), as well as cases with low

coherence (< 0.2) were excluded from our analysis. Spectral

dependency of MTF in the frequency range of resolved wind

waves from fp ≈ 0.2 Hz to fcut = 0.3 − 0.8 Hz (that

depends on the look geometry, see Appendix A for details)

is not accounted for. Instead, the mean MTF averaged over

fp < f < fcut is used for each data sample. The mean MTF

is fitted by empirical polynomials of incidence angle, azimuth,

and wind speed (see Appendix C for details).

MTF magnitude (Fig. 9a-f) has a local maximum around

θ = 20◦ and a local minimum around θ = 50◦. A plausible

explanation is related to the tilt MTF which has a maximum

around θ = 20◦ (where radar scattering switches from the

specular to the resonant mechanism), see e.g. Fig. 11 below.

Due to modulation of surface density of breakers by LW, the

MTF magnitude increases at θ > 50◦ (with a stronger impact

on HH), which may explain the local MTF minimum around

50◦ . This is not the case for light winds and VV polarization

(Fig. 9a) for which Bragg backscattering dominates over

breaking backscattering.

As expected from the previous studies [6], [16], VV MTF

magnitude is generally smaller than HH MTF magnitude that

is likely attributed to stronger tilt modulation at HH polariza-

tion. At 20◦ < θ < 50◦, the MTF phase is approximately in-

dependent of incidence angle with NRCS modulation maxima

locating on the front/rear LW slope for the upwind/downwind

radar azimuth, respectively.

Crosswind MTF phase switches sharply from positive to

negative angles at θ = 60◦. Noting that tilt MTF zeros

in the crosswind direction and disregarding possible errors

in radar-to-wind/wave azimuth, such behavior indicates that

backscattering peak moves from rear wave slopes at θ < 60◦

to front wave slopes at θ > 60◦.

To the best of our knowledge, there are two publications

on analysis of Ka-band MTF; they are both based on mea-

surements taken from the NORDSEE platform located in 30

m deep water, similar to the Black Sea platform. Feindt et

al. [6] reported Ka-band measurements from 30.5 m height

at θ = 60◦, mostly upwind azimuths, and presented radar

MTF values averaged over two frequency ranges (0.11 <
f < 0.14 Hz corresponding to swell and 0.23 < f < 0.26
Hz corresponding to wind sea). Keller et al. [7] data were

collected at θ = 45◦ at different radar heights and radar-

wind azimuths (in the upwind to crosswind sector). Reported

MTF represents the mean values averaged over wind wave

frequencies (0.25 < f < 0.3125 Hz).

Wind dependence of our MTF magnitude (Fig. 10a,b) is in

good agreement with Keller et al. [7] for VV polarization

except at U < 4 m/s. For HH polarization, our MTF is

higher at U < 9 m/s. Feindt et al. [6] data averaged over the

wind wave frequency range (similar to our resolved frequency

range) are almost two times lower for both polarizations.



10 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

2

4

6

8

10

12

14

16

(a) (b ) (c)

Up

Cross

Down

2

4

6

8

10

12

14

16

(d ) (e) ( f)

Up

Cross

Down

-180

-135

-90

-45

0

45

90

135

180

(g ) (h ) ( i)

Up

Cross

Down

0 10 20 30 40 50 60 70
-180

-135

-90

-45

0

45

90

135

180

( j)

0 10 20 30 40 50 60 70

(k)

0 10 20 30 40 50 60 70

( l)

Up

Cross

Down
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Fig. 10. Upwind MTF fit versus wind speed in comparison with data of (a,c) Feindt et al. [6] (at θ = 60◦) and (b,d) Keller et al. [7] (at θ = 45◦). Confidence
intervals are the same as in Fig. 9.

Feindt et al. [6] data averaged over the swell frequency range

agree better with our estimations obtained however for higher

frequencies.

MTF phase (Fig. 10c,d) from our observations agrees well

with Keller et al. [7] measurements, but is shifted towards

wave crests in comparison with Feindt et al. [6]. One of the

key points of Feindt et al. [6] is the negative VV MTF phase at

low frequencies (swell, shown by empty circles in Fig. 10c).

This observation differs from either Keller et al. [7] or our

data. Note also that Keller et al. [7] observed negative MTF

phases at φ = 67.5◦ (see a middle row in their Fig. 4). This

agrees with our azimuthal dependence of MTF phase discussed

in Fig. 9.

Although some discrepancies at light winds, possibly re-

sulted from different radar signal-to-noise ratios, our MTF fit

generally agrees with Keller et al. [7]. Next, the role of tilt and

hydrodynamics MTF components is analyzed in more details.

A. Tilt and Hydrodynamics MTF

The total MTF can be partitioned into the tilt and hydrody-

namics (hydro) components:

Mpp = Mpp
T +Mpp

H . (10)

The tilt-MTF, Mpp
T , describes NRCS modulation caused

by the LW-induced change of the local incidence angle. To

the first order, it can be estimated from the incidence angle

dependence of NRCS:

Mpp
T =

1

σpp

∂σpp

∂θ
cosφ. (11)

The tilt-MTF calculated from observed σpp (we used

geophysical model function KaDPMod suggested in [18])

is shown in Fig. 11. Its noticeable feature is an inverse

behavior at large incidence angles, Mhh
T > Mvv

T , that differs

from the “expected” Bragg theory behavior. However, this

is not surprising because NP backscattering from breaking

waves significantly contributes to the NRCS, especially at HH,

resulting in a flattening of σhh(θ) at large incidence angles

(see e.g. [16], their Section 2.2 and their Fig. 2 for more

discussion). As discussed in [18], this effect is accounted for

by the KaDPMod.

The hydro-MTF, Mpp
H , which describes NRCS modulation

due to LW-induced modulation of short-scale scatterers, is then

obtained by subtracting the MT from the total MTF:

Mpp
H = Mpp −Mpp

T . (12)

Observed total, tilt-, and hydro-MTF (both, direct measure-

ments and fits) versus incidence angles and wind speed are

shown in Fig. 11. The most striking feature of hydro-MTF

is its dependence on polarization that certainly contradicts the
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Fig. 11. (a,b) Magnitude and (c,d) phase of total (solid lines – fit, dots – data), tilt (dashed lines – theory), and hydrodynamics (dash-dotted lines – fit, circles
– data) MTF for VV (blue) and HH (red) polarization versus (a,c) incidence angle, and (b,d) wind speed.

pure Bragg scattering paradigm. The magnitude of hydro-MTF

is systematically higher at HH polarization (Fig. 11). This is in

line with the PR (Fig. 5) which is systematically lower than

TSM PR. Lower PR indicates an important role of the NP

associated with radar returns from breaking waves (at mod-

erate incidence angles) and specular reflections from “large-

scale” slopes of regular waves (at low incidence angles). The

relative impact of the NP is defined by its partial contribution

to the total NRCS, ppp = σnp/σ
pp. Since phh > pvv (see,

e.g. [18] for more details), the modulation of scattering facets

providing NP backscattering has different relative impacts on

the hydrodynamics modulation at VV and HH, and thus results

in the polarization dependence of the hydro-MTF. Modulation

of short-scale wave breaking by LW is rather strong with MTF

magnitudes as large as ≈ 20 [32], [35]. Such strong wave

breaking modulation explains the observed difference between

HH and VV hydro-MTF and its increase at large θ (Fig. 11a).

Another interesting feature of the observed hydro-MTF is

its behavior at low incidence angles, θ < 20◦, Fig. 11a,c. First,

there is almost no difference between VV and HH hydro-MTF

at these θ. This is in line with the dominant NP contribution

to the total NRCS at near-nadir θ. Second, the amplitude

of hydro-MTF almost zeros and its phase jumps from 0◦ to

180◦ at around θ = 13◦. This sharp behavior is consistent

with so-called “contrast inversion” concept adopted in the sun

glitter theory [36], [37]. According to this concept, the hydro-

MTF is defined by variations of the mean square slope (MSS):

MH = (tan2 θ/ζ2 − 1)Mζ . (13)

where ζ2 is the large-scale surface wave MSS (in terms of

the composite scattering model), and Mζ = 9/4 is the MSS

MTF (see eqs. (12) and (14) in [36]). With ζ2 = 0.053, this

equation describes the observed vanishing of Mpp
H at θ = 13◦.

Observed decrease of Mpp
H amplitude with increasing wind

speed (Fig. 11b) is in line with the relaxation theory and asso-

ciated decrease of the relaxation time (inversely proportional

to wind speed squared). But, Mpp
H phase shift from LW crests

(at moderate winds) towards backward LW slopes (at higher

winds) conflicts the relaxation theory. A possible reason for

such discrepancy may be related to wind aerodynamic effects

leading to short wave enhancement on the rear (windward) LW

slope where the airflow is accelerated. Such shift may also be

related to the location and spread of enhanced scattering area

during breaking events that lags behind wave crests and thus

shifts onto rear slopes of LWs.

B. Partitioning of Hydro-MTF

Following [19], the NRCS is decomposed as a sum of two

components, σpp = σpp
br +σnp, supported by Bragg scattering,
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σpp
br , and NP scattering, σnp. The latter component is related

to specular reflection from breaking events at moderate and

large θ and from slopes of regular (non-breaking) waves at low

to nadir θ. Synchronous co-polarized measurements enable to

separate the two components and investigate them separately

[19]. Similarly, the hydro-MTF can also be decomposed into

NRCS modulations supported by Bragg and non-Bragg scat-

tering mechanisms:

Mpp
H = (1− ppp)Mpp

br + pppMnp, (14)

where ppp = σnp/σ
pp is the relative NP contribution to the

total NRCS, which can be assessed from co-polarized NRCS

measurements and theoretical PR for Bragg scattering [18].

Hydro-MTF for Bragg scattering in (14) consists of two terms

associated with the pure Bragg wave spectrum MTF and an

additional contribution from modulation of the MSS of large-

scale surface waves (in terms of the two-scale Bragg model,

see eq. (19) in [16] for more details),

Mpp
br = M0br +

gppζ2

1 + gppζ2
Mζ , (15)

where gpp is the geometrical coefficient (see Appendix B for

details). As explained in [16], the effect of MSS modulation

on Bragg MTF is weak and can be ignored. Thus, hereinafter,

Mpp
br in (15) is solely associated with the pure Bragg MTF,

M0br, which is independent of polarization.

Similarly to the NRCS decomposition [19], the hydro-

MTF at VV and HH polarizations, Mvv
H and Mhh

H , allows

to separate the pure Bragg spectral MTF, M0br, and MTF for

NP scattering, Mnp:

M0br =
Mvv

H phh −Mhh
H pvv

phh − pvv
, (16)

Mnp =
Mhh

H (1− pvv)−Mvv
H (1− phh)

phh − pvv
. (17)

Estimates of Bragg and NP components of hydro-MTF

are accompanied in Fig. 12 by independent measurements of

whitecap MTF [32], [38] performed from the same site, but

using different optical sensors and techniques. The estimates

of MTF components are not shown for θ < 30◦ where specular

reflections dominate and partial contributions for VV and

HH are close. As an alternative, the hydro-MTF based on

specular reflection model (13) is shown in Figs. 12a,c for low

incidence angles, θ < 30◦, which extends the incidence angle

dependence of NP MTF over the entire range of observed

θ. This model underestimates MTF magnitude at near nadir

angles in comparison with observed values if theoretical MSS

MTF is used, Ms = 9/4, [36].

Figs. 12a,c suggest that wave breaking MTF and specular

reflection MTF (linked to the MSS) are quite consistent

and exhibit “smooth” transition between NP modulation by

breaking waves (moderate incidence, θ > 30◦) and NP

modulation by specular reflection from non-breaking waves

(at low incidence angles, θ < 30◦). At θ > 13◦, the phase

of both NP MTFs is close to zero suggesting that either wave

breaking or a number of specular points (related to the MSS) is

enhanced on the crests of modulating LW. At small incidence

angles, θ < 13◦, enhanced MSS results in decreased specular

reflectivity, and thus the MTF phase “suddenly” jumps by

180◦ towards smoother wave troughs.

The magnitude of wave breaking MTF and magnitude of

spectral MTF at the Bragg wavenumber both decrease with

wind speed, Fig. 12b. This is explained by the corresponding

decrease of the wave relaxation time that becomes much

smaller than the period of modulating LW. Wave breaking

modulations (inferred from Ka-band radar data) are consis-

tent with whitecap modulations quasi-synchronously measured

within the radar footprint [38], though some discrepancies

are noticeable at the highest observed wind. Experimental

estimates of whitecap coverage from joint optical and wave

gauge measurements [32] demonstrate even larger MTF am-

plitudes. The phase of radar wave breaking MTF indicates an

enhancement of breakers over the LW crests. Some tendency

indicating a shift towards the rear slope of LW at high winds

is also apparent. This tendency is consistent with the observed

phase of whitecap MTF (Fig. 12d).

The following qualitative interpretation may be given to

explain the observed shift of Mnp phase towards rear slopes

of the LW. First, it is assumed that wave breaking contributes

to the NRCS and is strongly modulated by the LW. Wave

breaking crest instability develops over LW crests following

short-wave and LW-current interaction. This local area of

enhanced instability propagates with LW phase velocity. Yet,

once an unstable crest breaks, it generates disturbances and

foam embedded in the water in the LW crest area and thus

starts moving with the LW orbital velocity. As the LW crest

keeps moving forward with its phase speed, these disturbances

inevitably shift down the LW rear slope towards its following

trough. The resulting enhanced roughness patch responsible

for radar backscattering becomes distributed between the LW

crest (initial starting point of the instabilities) and the follow-

ing trough, as observed in Fig. 12d. Note, this interpretation

is consistent with unexpectedly low DV corresponding to

breaking events (Figs. 4, 5).

Finally, Ka-band Bragg waves (wavelengths from 5 mm

to 10 mm) are strongly modulated by LW at low winds

(Fig. 11b). Such short ripples are primarily generated as the

parasitic, bound capillaries due to the micro-scale breaking of

short gravity wave crests, and thus have the phase velocity

equal to the phase velocity of the breaking gravity wave [39],

[40]. Energy pumping to parasitic capillaries is proportional

to the dissipation of short gravity waves (see [16], [40], [41]

for more details and references). Modulation of short gravity

waves by LW results in modulation of micro-scale breaking

and corresponding modulation of parasitic capillaries. Due

to the cascade mechanism of capillary wave modulation, the

MTF of parasitic capillaries corresponds to the MTF of micro-

scale wave breaking. That is what seems to be revealed in Fig.

11b at low winds where the Bragg wave MTF is comparable

in magnitude to the NP MTF. At moderate to high winds the

“direct generation” of capillary waves by the wind becomes

the dominant energy source. Because the relaxation time of

capillary waves is much smaller than the period of modulating

LW, their modulations tend to disappear at high winds (Fig.

11b). Note, that small amplitude of MTF can lead to unstable
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Fig. 12. The same as Fig. 11 for hydro-MTF (dash-dotted lines), Bragg spectral MTF (dashed blue lines), and NP MTF (solid red lines). Green lines are
theoretical hydro-MTF (13). Empirical estimates of whitecap MTF from [32] (closed circles) and [38] (open circles).

estimates of its phase. Therefore, MTF phase corresponding to

MTF amplitude less than ≈ 2 can be disregarded. Interestingly,

the phase of Bragg MTF is negative at U > 10 m/s (maximum

of roughness is on the rear, windward wave slope). This

negative phase agrees with Feindt et al. [6] who have attributed

it to the effect of air flow modulation over the LW. But, as

mentioned above, the Bragg MTF phase at U > 10 m/s is

subject to errors due to the weak Bragg MTF magnitude.

VI. CONCLUSION

This paper continues the analysis of dual co-polarized (VV

and HH) Ka-band radar backscatter measurements from the

sea surface taken from the Black Sea Research platform. While

the previous analysis has targeted the time mean properties of

Ka-band NRCS [18], the present paper focuses on modulation

properties of the NRCS and Doppler Velocity (DV) on space-

time scales corresponding to “long” surface waves (LW) in a

frequency range from 0.2 Hz to 0.8 Hz.

LW-induced variations of the Doppler radar signal, NRCS,

and DV, derived from quasi-instantaneous Doppler spectra

(averaged over 0.2 sec time intervals), reveal the following

remarkable features. First, NRCS and DV modulations are

well correlated. Unlike the DV (that is visually quite smooth),

the NRCS signal exhibits spiky structure, i.e. large transient

enhancements of the NRCS with peaks much larger than

the overall background. As expected, HH NRCS modulations

are stronger than VV ones that lead to modulations of the

polarization ratio, PR=VV/HH. This suggests that important

source of NRCS modulation is the modulation of scattering

facets providing non-polarized (NP) radar return. These facets

likely correspond to wave breaking events at moderate and

large θ or to specular surface slopes at low to nadir θ.

The statistical distribution of LW-induced variations of the

NRCS and DV are different. The probability density function

(PDF) of the NRCS (in linear units) is strongly skewed in a

wide range of incidence angles that confirms the presence of

spike-like events associated with wave breaking. In contrast,

the skewness of DV PDF is much smaller at moderate and

low incidence angles. This suggests that DV of NRCS spikes

is “low”, i.e. it is not locked to the phase velocity of breaking

waves. As a consequence, LW elevation spectra derived from

DV measurements are very close to LW elevation spectra

measured by the wave gauge. Unlike, at large incidence

angles (θ = 70◦) and HH polarization, the DV PDF is

strongly skewed and DV-derived LW elevation spectra deviate

significantly from wave gauge elevation spectra. This indicates

that breakers are detected by a radar as “fast scatterers” at large

incidence angles.

In order to reconcile DV measurements at moderate and

large incidence angles, the following paradigm is suggested.
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First, it is assumed that a breaker advances with the phase

velocity and leaves behind an expanding area of enhanced

surface roughness “embedded in the water”. Forward faces

of active breakers are exposed at large incidence angles and

in the upwind direction. At these observation conditions,

NRCS peaks are formed by the fast scatters that leads to

strong asymmetry of Doppler spectra and deviation between

DV-derived and wave gauge elevation spectra. In contrast,

at moderate incidence angles, NRCS spikes correspond to

the slow facets (embedded into the water) on the tops of

breakers, which leads neither to significant asymmetry of

Doppler spectra nor apparent deviation between DV-derived

and wave gauge spectra.

After splitting the MTF into tilt- and hydro-components, the

hydro-MTF is found to be polarization dependent with higher

HH amplitudes. This certainly contradicts the standard Bragg

scattering theory and points to the non-negligible contribution

of NP scattering from wave breaking. Depending on wind

speed, the NP modulations are significant with MTF amplitude

varying from 5 to about 30. At low to moderate winds,

breakers locate on the crests of modulating LW. Above 10

m/s, the maximum of breaker modulation shifts towards the

rear LW slopes.

At low incidence angles (θ < 30◦), NP scattering is

dominated by specular reflections from slopes of regular (non-

breaking) waves. The observed hydro-MTF at such θ exhibits

features anticipated from the quasi-specular reflection theory.

In particular, its amplitude zeros in the vicinity of the incidence

angle corresponding to mean square slope of the large-scale

surface waves. This is accompanied by an abrupt change of the

MTF phase by 180◦ . Combination of observed wave breaking

MTF (θ > 30◦) and theoretical specular point MTF (θ < 30◦)

provides a proxy for a consistent description of the NP hydro-

MTF in the full range of observed incidence angles.

The spectral MTF of the resonant Bragg scattering is

essential only at low winds where its magnitude is comparable

to the magnitude of the wave breaking MTF. Because Ka-

band Bragg waves are parasitic capillaries at low winds,

their modulations are related to modulations of micro-scale

breaking of short gravity waves. At winds above 8 m/s, the

direct generation by wind becomes increasingly important

for Ka-band Bragg millimeter scale waves, and thus their

modulation is significantly suppressed by wind forcing and

weakly contributes to the hydro-MTF.

These observations provide deeper insights into the physics

of surface wave modulations and millimeter wavelength radar

backscattering from the ocean surface. This is needed for

development of new space-borne Ka-band instruments and

better retrieval of the sea surface characteristics via a synergy

of microwave and optical remote sensing techniques (e.g. [42],

[43]). Proposed parameterization of the Ka-band radar MTF

can further be used to assess the wave-induced contribution

to the mean DV. This is essential for better separation of

Doppler shift components due to ocean currents and wave-

induced motions.

APPENDIX A

CORRECTION FOR THE RADAR PATTERN

Spatial filtering by radar pattern (RP) footprint is repre-

sented as the wave number filter response function [44]:

γ(k) =
|FFT2(γ(x))|

2

< γ(x) >
, (18)

where k is the wave number vector, < . . . > denotes spatial

averaging, γ(x) is the two-way RP projected on the sea surface

plane and accounting for the R−4 distance fading and the

incidence angle dependence of NRCS:

γ(x) =
Γ(x)R(x)−4σ(x)

R(x0)−4σ(x0)
, (19)

where x is the local point on the sea surface, x0 is the

intersection point of the radar axis and sea surface, R is the

distance from the radar to the local point on the sea surface,

σ is the NRCS at the local point (evaluated from NRCS

model [18]), Γ is the two-way RP known from calibration

(see Appendix in [18] for details) and projected on the sea

surface. Examples of RP projection, γ(x), and its wave number

response function, γ(k), are given in Fig. 13.

Wave number response function, γ(k), is then projected

onto frequency-azimuth space using the deep water disper-

sion relationship, (2πf)2 = gk, yielding frequency-azimuth

response function, γ(f, φ), that is used for the correction of

radar spectra at given θ, φ, U :

S′

pq(f) = Spq(f)γ(f)
−1, (20)

where p, q are either DV, v, or NRCS, σ.

The above correction is important only for the radar-derived

elevation spectra, Sξξ, eq. (8), and the DV response function,

µ, eq. (6). For the traditional MTF, M , eq. (4), the corrections

included in the nominator and denominator cancel each other.

Specific antenna design results in different VV and HH

response functions (Fig. 13,c,d). In particular, HH channel

passes higher/lower frequencies than VV channel in the radar-

look/cross-look direction, respectively. The cutoff frequency of

RP frequency response function (Fig. 14a) decreases from 0.5

Hz at near-nadir θ to 0.25 Hz at θ = 70◦. This study analysis

is limited to frequencies lower than the cutoff frequency, fcut
corresponding to 0.25 of the maximum RP response magni-

tude. At f < fcut, the correction (20) effectively accounts for

the effect of RP spatial filtering.

Finite RP angular width along with strong incidence angle

dependence of the sea surface NRCS, result in shifting of

the footprint centroid, xeff =
∫

xγ(x)dx)/
∫

γ(x)dx, and

corresponding decrease of the effective incidence angle, θeff =
arctan(|xeff |/H), where H is the radar height. Deviation of the

nominal incidence angle (corresponding to geometrical radar

axis) from the effective one, θ − θeff , is always positive and

peaks at θ ≈ 20◦, where σ(θ) has the largest gradient (Fig.

14b). At high incidence angles, the deviation increases because

of rapid distance fading, R−4. This deviation is stronger for

VV polarization because the angular width of VV RP is larger

than that of HH RP in the range direction. Typical deviation

from the nominal θ is below 3.5◦ and 2◦ for VV and HH
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Fig. 14. (a) Radar pattern response versus wave frequency, (b) incidence angle correction, θ − θeff , versus nominal incidence angle θ, (c) −3 dB ground
radar footprint size (cross-look width and in-look length) versus incidence angle (the jump at θ = 45◦ corresponds to the change in radar height from 12 m
to 6 m).

polarization, respectively, at U = 10 m/s. The above correction

is applied to all analyzed data.

Ground size of RP footprint in the range (length) and the

cross-look (width) directions translates into the corresponding

RP frequency response (Fig. 14c). The jump in RP footprint

size is caused by change in radar height at θ = 45◦.

APPENDIX B

TWO-SCALE MODEL EVALUATION

The Bragg theory prediction of the polarization ratio (PR)

is based on the classical Two-Scale Model (TSM, [45], [46])

that involves a separation of wave scales onto short resonant

Bragg waves with wave number, kbr = 2kr sin θ, and longer

modulating waves, k < kbr/4. TSM PR estimate follows [41]

and is based on the following set of equations:

PRbr =
|Gvv|

2(1 + gvvζ
2
i )

|Ghh|2(1 + ghhζ2i )
, (21)

gvv =
1

2|Gvv|2
∂2|Gvv|

2

∂θ2
, (22)

ghh =
1

2|Ghh|2
∂2|Ghh|

2

∂θ2
+

2

sin2 θ

|Gvv|

|Ghh|

ζ2c
ζ2i

, (23)

Gvv =

[

ǫ+ (ǫ− 1) sin2 θ
]

(ǫ− 1) cos2 θ
[

ǫ cos θ + (ǫ− sin2 θ)1/2
]2

, (24)

Ghh =
(ǫ− 1) cos2 θ

[

cos θ + (ǫ− sin2 θ)1/2
]2
, (25)

where ǫ = 17 − i28 is the complex dielectric constant of

sea water in the Ka-band for 20◦ temperature and 18 g/kg

salinity [47], ζ2i and ζ2c is the MSS of modulating waves in

the incidence plane and in the plane normal to the incidence

plane, respectively.

APPENDIX C

FITTING OF THE MTF

MTF fitting function is based on empirical polynomials of

incidence angle, θ, azimuth, φ, and wind speed, U . The fitting
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Fig. 15. (a,b) Scatter plots for fitted versus measured MTF, (c,d) observed (bars) and gauss-fitted (lines) residual distributions. Left column (a,c) – VV
polarization, right column (b,d) – HH polarization. Blue color is real part of MTF, red color is imaginary part of MTF.

improves if magnitude and phase are fitted independently. To

account for the wide range of MTF magnitude, it is fitted

in logarithmic units (dB). Magnitude, log(|M |), and phase,

M/|M |, are fitted as:

[

log(|M |)
M/|M |

]

=

n
∑

i=0

2
∑

j=0

1
∑

k=0

[

Bijk

Cijk

]

θi cos(jφ)(logU)k, (26)

where n = 3 is the polynomial degree selected empirically.

Resulting fit represents MTF magnitude in dB units (Fig. 9).

For further analysis, it is converted back to linear units (Fig.

11).

The distribution of fitting residuals (Fig.15) is quasi-

Gaussian as suggested by χ2-tests (Table I). But, RMSE of

HH fit is larger than that of VV fit. This may be a consequence

of unresolved variability present in HH signal. In particular,

wave breaking leads to more spiky HH backscattering, which

is less suitable for the linear MTF analysis. RMSE for MTF

magnitude and phase as well as for real and imaginary MTF

components (Table I) are used to plot confidence intervals in

Fig. 9. Coefficients Bijk and Cijk from eq. (26) are given in

Table II.
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