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Abstract

The structure, dynamical and electronic properties of liquid water uti-

lizing different hybrid density functionals were tested within the plane

wave framework of first principles molecular dynamics simulations. The

computational approach, which employs modified functionals with short-

ranged Hartree-Fock exchange, was first tested in calculations of the struc-

tural and bonding properties of the water dimer and cyclic water trimer.

Liquid water simulations were performed at the state point of 350 K at the

experimental density. Simulations included three different hybrid func-

tionals, a meta functional, four gradient corrected functionals, the local

density and Hartree-Fock approximation. It is found that hybrid function-

als are superior in reproducing the experimental structure and dynamical
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properties as measured by the radial distribution function and self diffu-

sion constant when compared to the pure density functionals. The local

density and Hartree-Fock approximations show strongly over- and under-

structured liquids, respectively. Hydrogen bond analysis shows that the

hybrid functionals give slightly smaller averaged numbers of hydrogen

bonds and similar hydrogen bond populations as pure density function-

als. The average molecular dipole moments in the liquid from the three

hybrid functionals are lower than from the corresponding pure density

functionals.

1 Introduction

Water, although being the most abundant liquid on the planet is certainly the
least understood.[1, 2] This is likely attributed to its anomalously high dipole
moment and polarizability, in addition to its self-dissociation capability which
makes this liquid a challenge from the point of view of theory. One popular
approach to simulating water is utilizing an interaction potential derived from
the Kohn-Sham formulation [3] of density functional theory (KS-DFT). The
accuracy of the KS-DFT heavily relies on the definition of the exchange and
correlation (XC) functional. The success of the generalized gradient approx-
imation (GGA) (e.g. the combination of Becke’s exchange [4] with the Lee,
Yang, and Parr correlation [5] functional (BLYP) and the Perdew, Burke, and
Ernzerhof (PBE) functional. [6]) to the XC functional dramatically accelerated
KS-DFT studies of liquid water. More recently, through the use of tera-scale
computing and state-of-the-art electronic structure algorithms there have been
many detailed studies of liquid water [7, 8, 9, 10, 11, 12, 13, 14] significantly
extending both the size and length of the simulations compared to earlier stud-
ies [15, 16] showing that our basic understanding of liquid water as obtained
from KS-DFT in conjunction with GGA XC functionals is far from complete.
Moreover, results from simulations utilizing free boundary conditions and ef-
ficient sampling techniques [7, 17, 18, 19] have indicated that there may be a
significant dependence of structural and dynamic properties on the choice of
thermodynamic state, namely 1 g/cm3 at 298 K and 1 atm pressure. In par-
ticular in simulations where the state point is allowed to vary, results indicate
that BLYP water may be less dense than the true liquid water. Nevertheless,
the height of the first peak in the oxygen-oxygen radial distribution function
(RDF) and the mean-square displacement (MSD) have been the most common
analysis tools in the molecular dynamics calculations of water. A common con-
clusion has been that there is a degree of over-structuring of the first peak in the
oxygen-oxygen RDF as compared to reconstructed RDFs based on experimental
neutron diffraction data.[7, 8, 9, 10, 11, 12, 13, 14] In addition a low MSD, as
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compared to experiment, is found in all KS-DFT simulations of liquid water.
However, it should be pointed out that the cause and degree of over-structuring
and slower diffusion are not universally agreed upon. Having said this, there
seems to be a consensus that the first-peak of the oxygen-oxygen RDF ranges
from 3.0-3.5 subject to various simulation protocols such as choice of GGA
functional, system size, and duration of simulation. Given that the accepted
first peak of the oxygen-oxygen RDF is around 2.7 at 298 Kelvin and 1 atm,
there have been speculations that the cause of this could be due to quantum
effects. [9, 10] However, a recent path-integral KS-DFT calculation reported in
the literature points to this not being the case.[20] In light of recent simulation
data and, more importantly, new experiments pointing to a re-interpretation of
our conventional wisdom on the structure of the first solvation shell of liquid
water, the need for more accurate and careful simulation studies is exceedingly
important. [21, 22, 23]

Thus, the present study attempts to contribute to a systematic evaluation of
exchange and correlation functionals on the structural and dynamic properties
of liquid water. The importance of the exchange functional for an accurate de-
scription of water has been evident already from the first simulations [15, 16] and
has been confirmed in recent studies. [24, 11, 14] It is therefore natural that the
performance of exchange functionals, including hybrid functionals, is of special
interest. Using the tera-scale computing resources that are currently available
at U.S. National Laboratories, condensed phase simulations of water utilizing
hybrid functionals are now feasible. Because of the indications that BLYP wa-
ter has a lower critical temperature and liquid densities than the corresponding
experimental values,[7, 17, 18, 19] we choose a state-point at an elevated tem-
perature of 350 K at the experimental density in order to compensate for the
possible onset of glassy behavior [11, 14, 13]. Thus, we present a study of three
hybrid functionals in comparison to common GGAs, the local density and the
Hartree–Fock approximation. The computational setup is tested on calculations
of the water dimer and the cyclic water trimer. The performance of the function-
als is evaluated for liquid water simulations at 350 K and at the experimental
density using partial radial distribution functions, mean square displacements,
molecular dipole moments, and hydrogen bonding analysis.

2 Computational details

The calculation of Hartree-Fock exchange within a plane wave framework has
been achieved before. [25] Apart from a divergence for the zero wavevector case,
the basic strategy for the implementation is straightforward [25, 26] and utilizes
a series of Fourier transforms for all pairs of occupied orbitals. The Hartree-Fock
exchange energy can be calculated in reciprocal space

EHFX = −
1

4Ω

∑

ij

fifj

∑

G

Φ(G)|Cij(G)|2 , (1)

where Φ(G) is the Green’s function appropriate for the chosen boundary condi-
tions, fi, fj are occupation numbers, and Cij(G) are the expansion coefficients
of the overlap density for orbitals i and j in reciprocal space. The divergence
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does not appear for Φ(G) in the case of isolated systems (see Ref. [27] for an
overview of methods) but needs special care for periodic boundary conditions.
A solution was presented by Gygi and Baldereschi [25] and the same method
was also used in the recent implementation of exact exchange in a projector
augmented wave formalism. [28] An alternative approach is to use a uniform
background charge to compensate for the divergence. This route was taken by
Chawla and Voth [26] and Bernasconi et al. [29] in connection with a time-
dependent DFT calculation. In the current work we use a screened Coulomb
operator of the form erfc(α r)/r that also avoids the divergence. This approach
is in the spirit of recent functional developments [30] that only include short
ranged Hartree-Fock exchange into hybrid functionals, thereby allowing signifi-
cant savings in computer time for localized basis set calculations. However, in
a plane wave environment no immediate savings in computer time are possible
with this approach. Based on the work of Heyd et al. [30] we assume that the
screened exchange can also be used in standard hybrid functionals without too
much loss of accuracy. The definition of functionals used in this study is given
in Tab. 1. Although these definitions depart from the original settings, we will
still use the common acronyms for the functionals.

Computational efficiency is a major concern in exact exchange calculations
using plane waves. Calculation of the wavefunction forces by applying the exact
exchange operator to all orbitals requires N2 (N : number of orbitals) Fourier
transforms of single orbitals as well as orbital pair densities. We avoid one
of these transforms by keeping the orbitals in their real space representation
in memory. A further important reduction in computer time can be achieved
by an approximate representation of the orbital pair densities. As for the full
electronic density, the pair densities are exactly represented by a plane wave
expansion with a fourfold increased kinetic energy cutoff compared to the orbital
expansion. Reducing the cutoff for the pair densities to two times the orbital
cutoff did not affect results for the water clusters and was used throughout all
calculations in this study. Without loss of accuracy we were able to increase
parallel efficiency of the calculations by reducing the representation of data to 32
bit in the communication step of the three-dimensional fast Fourier transforms.

It is common practice to apply pseudopotentials in plane wave calculations
that have been generated with the same density functional from atomic reference
systems. In this study we use normconserving pseudopotentials according to the
scheme devised by Troullier and Martins [31] that allow for a comparably low
wave function cutoff. However, like many other standard recipes this scheme can
not be used together with nonlocal operators. We have therefore used a mixed
approach where we employ pseudopotentials from standard density functionals.
For the meta-functional TPSS we used the PBE derived potential and for the
hybrid functionals PBE0, B3LYP and X3LYP the pseudopotentials from a PBE,
BLYP and XLYP reference are employed. Hartree-Fock calculations are done
using pseudopotentials generated from density functional calculations with the
Becke exchange functional. The parameters for the pseudopotential generation
are the following: Hydrogen atoms are represented by a local pseudopotential
with a cutoff of 0.5 a0 (a0: Bohr radius). The oxygen pseudopotential is of
the Kleinman-Bylander form [32] with a nonlocal potential for the s angular
momentum and the p angular momentum potential as local part. The cutoff
radii are 1.12 a0 for both s and p angular momentum channels.

All calculations have been performed with a kinetic energy cutoff of 70 Ry-
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dberg. The screening parameter α in the exact exchange operator was 0.1 a−1

0
.

The simulation cell for the liquid state calculations consisted of 32 molecules
at a density of 0.975 g/cm3. This corresponds to the experimental density at
350 K. After a pre-equilibration using a classical force field a constant tempera-
ture simulation using the BLYP functional was carried out for 10 ps. The final
configuration of this simulation was used as a starting point for all trajectories
using different functionals. After an equilibration time of 10 ps (5 ps for calcu-
lations including exact exchange) averages were taken of the next 10 (5) ps of
simulations. The Car–Parrinello method [33] with an electron mass of 600 a.u.
was used together with Nosé-Hoover [34, 35, 36] chain thermostats of length 4
at 350 K and 0.015 a.u. for the ionic and electronic degrees of freedom. The
characteristic frequencies of the thermostats were 2400 cm−1 and 10000 cm−1,
respectively. The time step for the velocity Verlet integrator was 5 a.u. and
calculations were performed using the deuterium mass for hydrogen.

A special version of the CPMD code [37] has been used for all calculations.
Simulations with hybrid functionals were performed using a two way paralleliza-
tion scheme. Besides the distribution of plane waves, orbital pairs in the exact
exchange calculations were distributed over processor groups. The average CPU
time per Car–Parrinello molecular dynamics step was 2.8 seconds on a computer
with 576 Itanium2 (1.4 GHz) processors and a QsNet Elan4i communication
system. On the same computer system using 36 CPUs the calculation using a
hybrid functional takes 31.2 seconds and a pure density functional 0.8 seconds
for a Car–Parrinello molecular dynamics step.

3 Small water clusters

We have performed a series of test calculations on the structure and binding
energy of the water dimer and cyclic trimer. These calculations allow us to
verify the accuracy of our simulation setup and in addition provide information
on the performance of different functionals on these small systems showing pro-
totypes of intermolecular interactions that are of importance in the liquid. In
order to assess our simulation setup we compare results with Gaussian basis set
calculations using Gaussian03. [38] The plane wave setup we used has a list of
approximations: pseudopotentials, finite plane wave cutoff and reduced cutoff
for pair densities, and screened exact exchange. On the other hand the Gaussian
basis set used, 6-311++G(3df,2p), in our calculations is not complete and we
can expect errors in structural quantities of about 1 pm (for the oxygen-oxygen
distance, see Reference [39]) and 0.1 kcal/mol for the counterpoise corrected [40]
interaction energy. The counterpoise correction is between 0.2 and 0.4 kcal/mol
for the water dimer and 0.5-1.3 kcal/mol for the cyclic trimer (see Tabs. 2 and
3).

For the oxygen-oxygen distance in the water dimer we find consistently larger
values for the plane waves calculations. The increase in distance is between 0.5
pm for Hartree-Fock and 4.8 pm for the PBE functional. Part of this difference
is due to the not fully converged plane wave cutoff of 70 Rydbergs. Increasing
the cutoff results in a shortening of the oxygen-oxygen distance by about 2 pm
for the PBE and BLYP functionals. The differences in the trimer oxygen-oxygen
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distances are smaller (up to 2 pm for B3LYP and Hartree-Fock) and both shorter
and longer distances are found. The hydrogen bond in the dimer is more linear
in the plane wave calculations. Again, we find that a higher plane wave cutoff
reduces the difference slightly. Binding energies for the water dimer from the
plane wave calculations are within 0.2 kcal/mol from the Gaussian basis set
results. Exceptions are the PBE and PBE0 functionals where the difference
is 0.36 and 0.28 kcal/mol, respectively. All the cyclic trimer binding energies
are within 0.5 kcal/mol, with the exception of the PBE functional where the
difference is 1.22 kcal/mol. However, whereas the binding energy of the dimer
was underestimated, the trimer binding energy is overestimated with the plane
wave PBE calculation. In summary we can conclude that our setup provides
for most functionals an overall accuracy comparable to an extended Gaussian
basis set calculation. Slightly larger errors are found for PBE-type functionals
(PBE, rPBE, TPSS, PBE0).

We can get further information about the overall performance of the individ-
ual density functionals from the small water cluster calculations in Tabs. 2 and
3 by comparing to high level ab initio reference calculations [41, 42]. The local
density approximation (LDA) drastically overbinds both, the dimer and trimer,
by almost a factor of two. Oxygen-oxygen distances are too short by 19 pm in
both cases. At the opposite end of the range we find the Hartree–Fock (HF)
results. The water dimer is underbound by 1.4 kcal/mol and the rOO too long
by 12 pm. Results for the trimer are even worse with a binding energy of only
10.93 kcal/mol compared to a reference value of 15.90 kcal/mol and an oxygen-
oxygen distance that is too long by 17 pm. The revised PBE functional (rPBE)
gives slightly better results than HF for the trimer and equally bad results
for the dimer. All other functionals show a considerably better performance.
Within this group, the BLYP functional underbinds both, the dimer and trimer
the most. The hybrid functionals outperform the pure density functionals and
are closest to the high-level quantum chemical calculations.

4 Liquid water

The simulation box of length 9.939 Å containing 32 water molecules corre-
sponds to the experimental density of water at atmospheric pressure and 350
K temperature. This model was chosen due to computational time constraints.
It also coincides with the number of molecules used in earlier simulations of
liquid water. [15, 16] More recent simulations were able to treat larger sam-
ples. [8, 9, 11, 13] Although small differences were found, no important size
effect in structural and dynamical properties was reported. For computational
reasons the plane wave cutoff has been chosen to be 70 Ry in accordance with
earlier simulations, lying at the lower end of the acceptable convergence range.
In order to minimize problems with slow time scales [14, 13] we chose a simu-
lation temperature of 350 K. The TIP4P force field [43] was used to generate
reference partial radial distribution functions. This model is believed to give
results close to experimental values. [44]

In Fig. 1 the oxygen-oxygen radial distribution function (RDF) of the TIP4P
reference is shown together with the results from the simulations using the
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hybrid functionals B3LYP, X3LYP, and PBE0. Results are in good agreement
for position and height of the first peak. The maximum for the X3LYP and
PBE0 simulations is at slightly smaller distances (2-4 pm) and the peak height
for B3LYP and PBE0 is smaller by about 0.2 units. All hybrid functionals show
a more pronounced minimum after the first peak and signature of a second
shell than the TIP4P reference. These results can be put into perspective by
comparison to the simulation using the Hartree-Fock method presented in Fig. 2.
The Hartree-Fock method fails to reproduce the position and height of the first
peak and shows no signature of a second solvation shell. Similar results to our
findings for the B3LYP functional and the Hartree-Fock method were recently
reported by Xenides et al. [45] using a QM/MM approach and small basis sets.

In Tab. 4 the characteristics of the oxygen-oxygen RDF are compared for the
full series of functionals used in this study. For the position and height of the
first peak we also give an estimate for the statistical accuracy. These estimates
correspond to the maximum deviations of the values collected from a series of
samples evaluated from a sliding window of half of the total sampling period.
The results obtained for the common DFT functionals BLYP and PBE and the
meta-functional TPSS are in accordance with previous publications. [8, 14, 13]
Together with the XLYP functional they have in common that the oxygen-
oxygen RDF is slightly overstructured. The hybrid functionals show a good
agreement for position, height, and width of the first peak compared to the
TIP4P reference whereas the first minimum is at slightly smaller distances and
has a lower value. However, also with respect to these structural parameters all
hybrid functionals are closer to the reference than the pure density functionals.
We have to point out that all gradient corrected functionals perform much bet-
ter than Hartree-Fock method and the extremely overbinding LDA. The rPBE
functional is a special case. The change of a single parameter in the exchange
functional leads to a drastic change in hydrogen bonding. As can be seen already
in the structural and energetic results for the dimer and trimer, much weaker
hydrogen bonds are predicted, leading to a slightly understructured RDF. This
behavior was already noted in earlier simulations. [24, 11]

The oxygen-hydrogen and hydrogen-hydrogen RDFs (see Figs. 3 and 4)
for hybrid functionals tested are in agreement with the reference function. The
first inter-molecular oxygen-hydrogen peak for X3LYP and PBE0 is at a slightly
smaller distance and the minimum at about 2.5 Å is for all hybrid functionals
more pronounced. Very similar results can be seen in the hydrogen-hydrogen
inter-molecular peak in Fig. 4. The first peak is higher by 0.2 to 0.3 units and
at a smaller distance.

The experimental value of the self-diffusion coefficient D for heavy water at
45 degrees Celsius is 0.2979 Å2/ps.[46] Extrapolating the experimental values to
77 degrees Celsius, the temperature used in this study, we get a value close to 0.5
Å2/ps. The length of simulations in this study does not allow to determine the
self-diffusion coefficient accurately. However, we can see in the values collected
in Tab. 5 the same trends as in the RDFs. The pure gradient corrected density
functionals show a very low diffusivity of 0.03 to 0.05 Å2/ps. The value for the
local density functional is even lower, at 0.013 Å2/ps. For the hybrid functionals
we find considerably higher values (0.17–0.30 Å2/ps), although still below the
estimated experimental value. Hartree-Fock theory shows the highest diffusivity
(0.48 Å2/ps), and for the revised PBE functional the value is relatively high (0.18
Å2/ps) as well. Thus the hybrid functionals, B3LYP, X3LYP, and PBE0 are
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the only functionals studied here that are able to provide both, good structural
values (RDFs) and dynamical behaviour (self-diffusion coefficient D). To what
extend the calculated self-diffusion coefficients for the hybrid functionals agree
with experimental values is difficult to assess. Besides the problems of short
simulation times, non-complete basis sets and finite size effects, there is also the
uncertainty of quantum effects. [20]

Another interesting structural quantity with direct impact on the self-diffusion
is the average number of hydrogen bonds a molecule is involved in. This quan-
tity cannot be directly measured but has been inferred to by experiments. [47]
In Tab. 6 the percentages of molecules with a given number of hydrogen bonds
are listed. A geometrical definition of a hydrogen bond was used: All molecular
pairs with an oxygen-oxygen distance of less than 3.5 Å and an O-H-O angle
of more than 135 degrees are counted as hydrogen bonds. The Hartree-Fock
method shows an almost equal percentage of molecules with three and four
hydrogen bonds, and also molecules with only one and two bonds are rather
frequently encountered. At the opposite end we find the LDA with 75% four-
bonded molecules. Gradient corrected pure density functionals (with the excep-
tion of rPBE) show a clear dominance of the four-fold case (66-71%) and only
few two-fold cases (6%). The hybrid functionals have a more equal distribution
between the three- and four-fold bonded cases, namely a 1:2 ratio compared to a
1:3 ratio. The percentage of molecules with lower (one and two) or higher (five)
numbers of bonds is for all functionals very similar. The average number of hy-
drogen bonds (Tab. 6) is between 3.68 (BLYP) and 3.78 (PBE) for the standard
density functionals and 3.48 (PBE0), 3.58 (X3LYP), and 3.67 (B3LYP) for the
hybrid functionals. These values can be compared with an experimental [47]
estimate of 3.58 at 300 K. It is also interesting to investigate the type of hydro-
gen bonds, donors or acceptors, that are involved in the case of the three-fold
bonded molecules. We find that for the hybrid functionals the ratio between
double-donor-single-acceptor (2D1A) to single-donor-double-acceptor (1D2A) is
2D1A:1D2A = 58:42 for B3LYP and PBE0 and 64:36 for X3LYP. For BLYP
and XLYP the ratios are 72:28 and 67:33. For the PBE functional we find a
67:33 ratio.

The calculation of molecular dipole moments is an interesting analysis tool
in first principles molecular dynamics simulations of molecular liquids.[48] In
all our simulations maximally localized Wannier functions [49, 50, 51] were cal-
culated along the trajectories. From the centers of the Wannier functions we
calculated the molecular dipole distribution for the different functionals. The
average dipole and the full width at half maximum height (FWHM) of these
distributions is listed in Tab. 7. Except for the HF method, which shows a
lower average dipole (2.58 Debye) and a smaller distribution (0.45 Debye) and
the local density approximation, which has a larger average dipole (3.82 Debye)
and a larger distribution (1.12 Debye), the results are similar for all density
functionals. Especially the distribution of the dipoles, as represented by the
FWHM value, varies only between 0.65 and 0.78 Debye. The average value of
the molecular dipoles for the pure density functionals is slightly higher (between
3.10 and 3.27 Debye) than for the hybrid functionals (2.91, 2.99, 3.07 Debye).
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5 Summary and conclusions

We have studied the structural and dynamic properties of liquid water using
plane wave basis sets in first principles molecular dynamics simulations. We
have included hybrid density functionals in the study and compared their per-
formance together with other standard exchange and correlation functionals.
We have first demonstrated in small water molecules that our implementation
is accurate and consistent with all-electron calculations giving a precedence in
order to proceed with the liquid state of water.

We find improved results with the three tested hybrid functionals compared
to those from local and semi-local, gradient-based functionals or Hartree-Fock
calculations. We quantified the structural accuracy with the height and width
of the oxygen-oxygen pair correlation function, and the dynamic properties with
the self-diffusion coefficient. Both of them agree better with experimental values,
albeit the MSD are still somewhat slower than the currently accepted experi-
mental results. Thus, the overall accuracy of the hybrid functionals known from
static calculations [52, 53] seems to transfer to the dynamical properties. The
average number of hydrogen bonds per molecule using the hybrid functionals is
smaller than in the standard GGA functionals. Molecular dipole moments are
slightly smaller, reducing the gap to the values of empirical force fields. The
limited range and accuracy of our simulations don’t allow to assess the relative
performance of the hybrid functionals. However, the consistency of the results
of the three hybrid functionals is remarkable.

For structural properties such as the RDF, we have demonstrated that the
insufficient accuracy in the description of the electronic structure seems to play
a dominant role. Although we cannot rule out the importance of nuclear quan-
tum effects, there are indications that these effects are small. [20] The time
and length scale of the simulations can be systematically studied and improved
upon increasing computing power and algorithmic development of the current
implementation. Thus, this work is a further contribution on the way to the
reproduction and subsequent understanding of the mysteries of water via first
principles simulations.
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Table 1: Definition of exchange–correlation functionals used in this study.

B3LYP and X3LYP have a slightly different definition from other implemen-

tations. Exact exchange contributions are always replaced by a screened

Hartree-Fock exchange E[HFXS] formula (see text for more information).

Ex[Slater]=− 3

2

(

3

4π

)1/3 ∑

σ

∫

ρσ(r)4/3dr. ∆Ex refers to the corresponding gra-

dient corrected functional with Ex[Slater] subtracted. ∆Ec[LYP] denotes the

part of the LYP functional that depends on the density gradient.

Abbreviations Definition

LDA Exc[Pade]

BLYP Ex[B88] + Ec[LYP]

XLYP [53] Ex[Slater] + 0.722 ∆Ex[B88] + 0.347 ∆Ex[PW] + Ec[LYP]

PBE Ex[PBE] + Ec[PBE]

rPBE Ex[rPBE] + Ec[PBE]

TPSS Exc[TPSS]

B3LYP [54] 0.80 Ex[Slater] + 0.72 ∆Ex[B88] + 0.20 E[HFXS]

+ Ec[PZ] + 0.81 ∆Ec[LYP]

X3LYP [53] 0.782 Ex[Slater] + 0.542 ∆Ex[B88] + 0.218 E[HFXS]

+ 0.167 ∆Ex[PW] + Ec[PZ] + 0.871 ∆Ec[LYP]

PBE0 [55] 0.75 Ex[PBE] + 0.25 E[HFXS] + Ec[PBE]

HF E[HFXS]

Exc[Pade] Ref. [56]; Ex[B88] Ref. [4]; Ec[LYP] Ref. [5]; Ex[PW] Ref. [57];

Ex[PBE] Ec[PBE] Ref. [6]; Ex[rPBE] Ref. [58]; Ec[PZ] Ref. [59]; Exc[TPSS]

Ref. [60]
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Table 2: Structural parameters (distances in pm, angles in degrees) and binding

energy Eb in kcal/mol for the water dimer. Binding energies for Gaussian basis

set calculations are counterpoise [40] corrected. The correction energy is given

in parenthesis.

plane waves 6-311++G(3df,2p)

Functional rOO αOHO Eb rOO αOHO Eb

LDA 272.9 168.1 8.61 271.3 168.3 8.85(0.44)

BLYP 297.6 176.6 4.34 296.6 171.8 4.17(0.30)

XLYP 293.0 171.6 4.57 295.3a 173.5a 4.42a

PBE 293.7 177.2 4.56 288.9 172.0 4.92(0.33)

rPBE 303.7 176.8 3.25

TPSS 293.0 177.3 4.31 289.5c 175.1c

B3LYP 294.1 174.8 4.63 293.2 171.7 4.53(0.29)

X3LYP 293.3 171.9 4.96 290.8a 174.1a 4.97a

PBE0 293.6 177.2 4.77 291.6 171.7 5.05(0.36)

HF 303.7 175.1 3.65 303.2 174.7 3.71(0.22)

best ab initiob 291.2 174.5 5.02

a) aug-cc-pVTZ(-f) basis from Reference [61]; b) Reference [41]; c) from Refer-

ence [52], enhanced information
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Table 3: Structural parameters (distances in pm) and binding energies Eb in

kcal/mol for the cyclic water trimer. Binding energies for Gaussian basis set

calculations are counterpoise [40] corrected. The correction energy is given in

parenthesis.

plane waves 6-311++G(3df,2p)

Functional rOO Eb rOO Eb

LDA 259 29.80 258 29.66(1.31)

BLYP 284 13.67 284 13.20(0.88)

XLYP 284 14.12

PBE 276 16.69 277 15.47(0.94)

rPBE 289 11.65

TPSS 275 15.55

B3LYP 283 14.24 281 14.20(0.81)

X3LYP 280 15.39 15.52a

PBE0 277 16.61 278 16.06(1.04)

HF 295 10.93 293 11.07(0.58)

MP2b(extrapolated) 278 15.90

a) aug-cc-pVTZ(-f) basis from Reference [62]; b) Reference [42]

15



Table 4: Position, height, and full width at half maximum height (FWHM) of the

first peak of the partial oxygen-oxygen radial distribution function for different

density functionals. Values in parentheses are maximum deviations over the

sampling period, calculated from a sliding window of half width. Values are

given in pm.

Functional rmax gOO(rmax) FWHM rmin gOO(rmin)

LDA 259(2) 5.07(0.07) 21 312 0.23

BLYP 279(4) 3.00(0.20) 37 331 0.48

XLYP 277(2) 3.21(0.11) 34 332 0.40

PBE 270(5) 2.99(0.08) 37 329 0.47

rPBE 281(2) 2.29(0.09) 47 334 0.80

TPSS 271(2) 3.40(0.05) 32 329 0.33

B3LYP 279(2) 2.48(0.10) 45 340 0.81

X3LYP 276(6) 2.75(0.10) 40 336 0.62

PBE0 274(6) 2.58(0.08) 44 335 0.73

HF 297(6) 2.35(0.13) 78 – –

TIP4P 278 2.64 44 352 0.90
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Table 5: Self-diffusion coefficient D [Å2/ps] calculated for different density func-

tionals.

Functional D [Å2/ps]

LDA 0.013

BLYP 0.048

XLYP 0.028

PBE 0.047

rPBE 0.18

TPSS 0.032

B3LYP 0.30

X3LYP 0.17

PBE0 0.28

HF 0.47

Expt. [46] (45◦C) 0.2979
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Table 6: Distribution of number of hydrogen bonds for different density func-

tionals. The values given are percentages of molecules with the given number of

hydrogen bonds. Hydrogen bonds are defined by a geometrical criteria. Oxygen-

oxygen distance has to be smaller than 3.5 Å and the O-H-O angle larger than

135◦.

Number of hydrogen bonds Average

Functional 1 2 3 4 5

LDA 0 3 16 75 6 3.84

BLYP 0 6 19 66 7 3.68

XLYP 0 6 19 69 6 3.75

PBE 0 6 24 66 6 3.78

rPBE 1 11 33 51 6 3.56

TPSS 0 4 20 71 6 3.82

B3LYP 0 6 27 61 6 3.67

X3LYP 0 6 34 51 8 3.58

PBE0 0 11 26 57 4 3.48

HF 3 11 40 39 6 3.31

18



Table 7: Maximum value and full width at half maximal height (FWHM) of

the molecular dipole distribution for different density functionals. All values in

Debye units.

Functional Dipole FWHM

LDA 3.82 1.12

BLYP 3.10 0.65

XLYP 3.12 0.66

PBE 3.27 0.78

rPBE 2.91 0.72

TPSS 3.19 0.70

B3LYP 2.91 0.65

X3LYP 3.07 0.69

PBE0 2.99 0.67

HF 2.58 0.45
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Figure 1: Partial oxygen-oxygen radial distribution function calculated for the

TIP4P force field and three hybrid functionals.
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Figure 2: Partial oxygen-oxygen radial distribution function calculated for the

TIP4P force field and Hartree-Fock.
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Figure 3: Partial oxygen-hydrogen radial distribution function calculated for

the TIP4P force field and three hybrid functionals. The intra-molecular peak

for the TIP4P force field has been omitted.

0 1 2 3 4 5
0

1

2

TIP4P
B3LYP
X3LYP
PBE0

21



Figure 4: Partial hydrogen-hydrogen radial distribution function calculated for

the TIP4P force field and three hybrid functionals. The intra-molecular peak

for the TIP4P force field has been omitted.

1 2 3 4 5
0

1

2

3

4

TIP4P
B3LYP
X3LYP
PBE0

22


