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Abstract

The structures of biological macromolecules would not be known to their present extent without 
X-ray crystallography. Most simulations of globular proteins in solution begin by surrounding the 
crystal structure of the monomer in a bath of water molecules, but the standard simulation 
employing periodic boundary conditions is already close to a crystal lattice environment. With 
simple protocols, the same software and molecular models can perform simulations of the crystal 
lattice, including all asymmetric units and solvent to fill the box. Throughout the history of 
molecular dynamics, studies of crystal lattices have served to investigate the quality of the 
underlying force fields, correlate the simulated ensembles to experimental structure factors, and 
extrapolate the behavior in lattices to behavior in solution. Powerful new computers are enabling 
molecular simulations with greater realism and statistical convergence. Meanwhile, the advent of 
exciting new methods in crystallography, including femtosecond free-electron lasers and image 
reconstruction for time-resolved crystallography on slurries of small crystals, is expanding the 
range of structures accessible to X-ray diffraction. We review past fusions of simulations and 
crystallography, then look ahead to the ways that simulations of crystal structures will enhance 
structural biology in the future.
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1 Introduction

The study of biological macromolecules in a crystalline environment has many attractive 
features. Crystals are often of high purity, and individual molecules see homogenous 
environments. Most macromolecular crystals consist of 30 to 70% solvent, and the usual 
solvent is water and ions. These structures mimic the crowded conditions in cells. In spite of 
the constrained motion imposed by the crystal lattice and notable effects on the 
conformations of polar surface side chains, there are remarkable similarities in the 
conformations and dynamics of crystals and solvated macromolecules.1–3 Many enzymes 
even maintain activity in the crystalline state.4–6 Results from X-ray diffraction and neutron 
scattering experiments on crystal structures, along with nuclear magnetic resonance (NMR) 
studies and other forms of spectroscopy, provide unparalleled structural and dynamical 
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information. The best known collection of this wealth of data on macromolecules is the 
Protein Data Bank, containing more than 140,000 structures.7

Historically, the majority of X-ray crystallography measurements were carried out at low 
temperatures to reduce radiation damage. Today, the development of serial and time-
resolved crystallography, where many samples are illuminated in succession and 
femtosecond free-electron laser pulses can outrun radiation damage, has led to a rebirth of 
interest in room-temperature studies. With improvements in Laue crystallography8–11 and 
later X-ray free-electron lasers,12–14 crystallographic “snapshots” can now be collected with 
femtosecond to nanosecond time delays. Both of these advances bring experimental 
measurements within the time and temperature regimes where biomolecular simulations are 
mature.

The favorable aspects of crystals have long been evident to those carrying out molecular 
dynamics simulations of proteins and nucleic acids. Initial simulations of the small protein 
BPTI in vacuum15 were soon followed by studies of the same protein in a crystal-like 
environment.16 Crystal simulations of tens of picoseconds soon followed, making use of 
group-based cutoffs and attempts to infer water density where the X-ray data did not provide 
evidence for specific protein atoms.17 After another decade, at the turn of the millennium, 
simulations of a few nanoseconds had become feasible, and simulations of protein crystals 
could measure the quality of the underlying molecular models.18 Early molecular dynamics 
simulations of staphylococcal nuclease (SNase) in its crystalline state revealed some of the 
connections between protein dynamics and hydration levels. These simulations corroborated 
neutron diffraction experiments on the powdered protein.19,20 Modern simulations, millions 
of times the length of the pioneering studies, rest on the emergence of powerful computers 
and efficient, accurate methods to deal with long-ranged electrostatic interactions in periodic 
systems.21–24

The early experiments and corresponding calculations offer a glimpse of the potential in 
crystal simulations: an ability to monitor molecular motions in atomic detail set against 
experiments that interrogate molecular structure in atomic detail. This confluence of theory 
and experiment promises to resolve details in the experimental observations and harness the 
experiments to refine molecular models. Advances in the experimental techniques 
themselves are dependent on much of the same hardware innovation, including data storage 
methods25 and vector accelerated computing through graphics processing cards and field-
programmable gate arrays.26 The need for automation in refinement of experimental data 
will reinforce the demand for better molecular models and simulations.27,28 The dynamics 
simulations see in explicit terms can explain aspects of the experimental X-ray diffraction 
patterns that could otherwise only be inferred, or heterogeneity in natural crystals that would 
have been overlooked.29 The anticipated role of simulations in the coming years is to bring 
ensemble averages to the interpretive process of structure refinement, driving both fields 
forward.
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2 Practical Considerations in Crystal Simulations

Molecular simulations in periodic boundary conditions are ideal for simulations of 
molecular and biomolecular crystal lattices. The periodic electrostatics models commonly 
used in molecular simulations impose an inherent periodicity that has frequently been 
analyzed as a liability in simulations of isolated molecules in solution.30,31 In crystal 
simulations, these approaches are ideal and even necessary.32 Nonetheless, copies of 
corresponding asymmetric units in neighboring unit cells impose a degree of artificial 
correlation by mirroring one another’s motions. For this reason, many crystal simulations 
replicate the crystallographic unit cell within the simulation cell to provide an additional 
layer of independence among the various symmetry-related copies. The fluctuations of 
individual asymmetric units give rise to Debye-Waller factors, diffuse scattering, and 
alternate crystallographic states.

Individual asymmetric units of the crystal are equivalent to one another on average, and are 
arranged by symmetry operations in a particular space group to form the crystallographic 
unit cell. Multiple unit cells are related by three-dimensional translations. From the vantage 
point of any particular asymmetric unit, the crystal lattice looks the same: no matter its 
orientation in the unit cell as the crystallographic or simulation frame of reference defines it, 
all of the neighboring asymmetric units and the tiled pattern of unit cells look the same. In 
other words, one could align the crystallographic frame of reference to any asymmetric unit 
and see the same lattice of symmetry-related copies through the crystallographic rotation 
matrices and translations. Once a crystal simulation begins, the asymmetric units will 
diverge and the technical symmetry will become P1 like any other periodic simulation 
(including conventional “solution” MD simulations). However, the symmetry operations of 
the space group can still guide approximate superpositions of the asymmetric units, 
generating a larger ensemble of states. When applying symmetry operations to a divergent 
set of asymmetric units, the choice of reference can influence the result. The advisable 
convention is to choose the reference that minimizes overall deviations of the superimposed 
copies: treat the ensemble of asymmetric units as a cluster and take the central member as 
the reference.

The composition of the lattice carries important consequences for convergence in 
biomolecular simulations. Biomolecules tend to make up 30 to 70% of the material in their 
respective crystals, whereas the molecule of interest comprises only 5 to 20% of a typical 
protein in water simulation. The higher density of particles in a crystal simulation, coupled 
with increases in the number of complex terms (particularly dihedral potentials), adds a 
marginal cost to crystal simulations. In contrast, the ability to simulate multiple independent 
copies of the biomolecule at once, with small amounts of solvent per copy, improves the 
sampling rate for the crystalline environment by several fold over a simulation in the 
solution phase. The sampling problem is further mitigated by the moderate constraints that a 
crystal lattice places on molecular motion. Figure 1 shows how water is distributed over the 
surfaces of monomeric subunits to limit tight protein:protein contacts even in a crystal with 
low hydration (35% solvent by mass, in the case of a pectin lyase β-barrel). The convergence 
of phase space sampling in the lattice is a separate problem from sampling in the solution 

Cerutti and Case Page 3

Wiley Interdiscip Rev Comput Mol Sci. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



phase, but most crystal lattice simulations would be expected to approach equilibrium 
sampling faster than their counterparts in solution.

The perception of convergence and sampling milestones in crystal simulations has tracked 
the growth of computational power: in 1995, Clarage and co-workers deduced that the Bragg 
intensity calculated from a trajectory of myoglobin in the solution phase had converged on 
the time scale of 150ps, but that the diffuse scattering intensity had not.33 In 2005, Meinhold 
and Smith examined 10ns trajectories of a simulation of staphylococcal nuclease crystal, 
found convergence of the Bragg intensity for two thirds of the atoms on the time scale of 1 
ns, and predicted that the diffuse scattering would converge on the timescale of 1 μs,34 

which is in rough agreement with more recent estimates.35 Cerutti and colleagues simulated 
streptavidin crystals for 250ns,36 but still, arguably, did not achieve a converged backbone 
positional root mean squared deviation from the original X-ray structure, suggesting that the 
Bragg pattern would still not be converged even when replicating the crystallization 
conditions. The underlying problem in these sampling questions is that the force field 
guiding the simulations may not recognize the native configuration, and continue to move 
the system towards new energy minima even after some perceived equilibration phase is 
complete. This process can make some arbitrary sampling interval look relatively converged, 
even though a much larger amount of sampling would reveal different configurations and 
therefore different values of the Bragg intensity peaks. Better force fields that identify the 
native minima of large biomolecules will improve convergence in the Bragg intensity and 
then provide realistic estimates of the simulation time to obtain the diffuse scattering 
intensity of these crystals. The fact that individual unit cells in a multi-unit cell simulation 
do not have equivalent average structures is another indication of lack of convergence.37,38

3 Simulation Setup

Standard periodic molecular dynamics engines will run crystal simulations, but unless the 
crystal structure displays all atoms of the asymmetric unit and solvent molecules, the 
utilities for preparing standard simulations of biomolecules in boxes of water are not suited 
to building crystal lattices. Utilities to replicate the asymmetric unit and then copy the unit 
cell itself are easy to write. What is more difficult to construct is a reliable program for 
packing solvent into the voids between lattice components that will have the unit cell 
maintain its volume under standard pressure, and then to determine the precise amounts of 
each solvent molecule to add.

A standard practice in solvating biomolecules or other chemical systems in simulation boxes 
of specified dimensions is to tile a box of pre-equilibrated solvent, such as water or 
methanol, throughout the simulation. Next, new solvent molecules which clash with the 
original system are culled. If the initial configuration of the system is to be maintained, 
restraints can be placed on the system to keep it in place until solvent molecules relax 
around it. Regardless of the relaxation protocol, the process of removing solvent molecules 
that clash forms vacuum bubbles if the system relaxes at a constant volume. These vacuum 
bubbles are removed by further dynamics to equilibrate the system at constant temperature 
and pressure. It is not uncommon for a simulation of solvated biomolecule to lose 15% or 
more of it original volume during such a procedure. Crystal simulations, however, must 

Cerutti and Case Page 4

Wiley Interdiscip Rev Comput Mol Sci. Author manuscript; available in PMC 2020 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



maintain the volume prescribed by the original unit cell throughout equilibration and 
unrestrained production dynamics.

In order to keep crystal simulations at the correct volume without vacuum bubbles, it is 
necessary to add a precise amount of solvent to fill the interstitial voids between the 
observed asymmetric units of the lattice. The molecular models of both the lattice and the 
added solvent are important: as shown by Cerutti and colleagues for a scorpion venom toxin,
36 different force fields can require between 681 and 750 water molecules per unit cell, a 
range of 7% of the overall solvent content, to solvate a protein crystal holding 30% water 
content by mass. A uniform distribution of solvent should be added throughout the box in a 
single pass: if added and equilibrated in stages, the solvent can be drawn to one side of the 
lattice, sweeping ions or other mobile components of the observed asymmetric unit along 
with it and forcing the system far out of equilibrium when the right amount of solvent is 
finally reached. In order to add solvent in one pass, some trial and error is necessary. The 
amount of solvent that will fill out the unit cell after equilibration will have clashes either 
with the protein of interest or with other solvent particles when it is first introduced. A 
program for adding solvent should tolerate clashes among newly added solvent particles, 
anticipating relaxation via energy minimization, but avoid clashes between new solvent 
particles and the components of the lattice structure that are observed in the X-ray data. The 
crystal lattice may be kept in place with positional restraints on some or all of its heavy 
atoms during this process. Initially, the restraints maintain the structure of the asymmetric 
unit during energy minimization, but the restraints should also be tapered during the first few 
nanoseconds of dynamics to maintain the unit cell volume and aspect ratios. If the proper 
amount of solvent has been added, until it equilibrates under constant pressure the tendency 
will be to expand the simulation cell beyond the prescribed volume, but over time settling 
will reduce the simulation volume to some asymptotic value. Most systems with the correct 
amount of solvent can have restraints removed after ten nanoseconds of dynamics, then 
remain within 0.3% of the correct unit cell volume for the rest of the simulation.39,40

Another consideration is the content of the solvent itself, if not pure water. While many 
studies have simply filled the excess unit cell volume with water molecules,34,41 the 
crystallization conditions often imply that there are additional non-water solvent molecules 
in the system. In some cases these molecules can be observed in the asymmetric unit, but the 
total content of solvent is uncertain if there is any empty space where the electron density is 
too flat to identify particular atoms. The crystallization conditions present in the structure 
file or the related publication may be helpful to fill this portion of the unit cell, but care must 
be taken to distinguish concentrations of reagents in the crystallization buffer, as originally 
prepared, from concentrations of those reagents in the final crystal. If hanging drop diffusion 
was used, the concentrations will be more like those of a higher-molality reservoir, and if 
evaporation was used to grow the crystal the concentrations of crystallization reagents would 
likewise be much higher than in the original buffer.42 The propensity of solvent particles to 
reside near the surface of a protein or other macromolecule, their chemical potential in these 
regions, is not simple to determine. Grand canonical Monte-Carlo (GCMC) simulations 
offer a rigorous theoretical framework for addressing the problem of salt concentrations near 
biomolecules, but even with advances to the implementation43,44 the force fields put bounds 
on the accuracy of these simulations.
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When creating solvents with multiple components, mimicking crystallographic salt 
concentrations, or adding sufficient numbers of counterions to neutralize the unit cell, the 
compatibility of each molecular model becomes an important issue. Multiple studies have 
examined the best monovalent ion parameters45,46 to use with each water model, and others 
have noted the consonance of cosolvents such as glycerol with water.39 The common protein 
crystallization agent methyl-(2,4)-pentanediol (MPD) is miscible with water, but like 
glycerol, simulations of aqueous MPD mixtures can separate into phases on the timescale of 
nanoseconds. The balance of forces that keep these cosolvents hydrated, like the excess 
chemical potential of each species in the crystal lattice, is another important force field 
problem.

4 Improving Force Fields

X-ray diffraction images of molecular crystals provide a wealth of structural data for 
refining molecular models. It is possible to imagine situations where over-stabilization of 
some local interactions, such as protein side chain rotational profiles or salt bridges, could 
maintain a crystal structure against serious deficiencies elsewhere in the model. It is harder 
to imagine models with sparse repertoires of correct behavior stabilizing many unique 
crystal structures held together by weak non-bonded interactions. Biomolecular 
heteropolymers taking an abundance of unique folds and crystal packing arrangements could 
not be stabilized by a force field with many imbalanced features. The reasoning dates to 
some of the earliest attempts to fit intermolecular potential functions.47,48 Even for DNA, a 
biopolymer with less diversity in its structure than RNA or polypeptides, the lattice packing 
exerts a modest reciprocal influence on the crystallized forms49–52, pushing the canonical A- 
and B-forms into different sub-classifications. The ability to reproduce conformations in 
different crystal space groups therefore provides additional checks on the nuances of a 
molecular model.

The computation time needed to confirm that a given force field represents the structure and 
thermal fluctuations of numerous crystal structures is not trivial: periodic simulations of 
many systems with 5,000 or more atoms, each running tens to hundreds of ns. Compounding 
the problem, the parameter search space is huge: a description of the standard twenty amino 
acids comprises 250 partial charges, numerous van-der Waals parameters, dozens of bond 
lengths and equilibria, scores of angle parameters, and perhaps hundreds of dihedral 
parameters. A viable approach to refine force fields with crystal structure data is to start with 
an established model such as one of the Amber, CHARMM, or OPLS force fields53–59 with 
parameters developed from quantum mechanical calculations and proceed to test small 
changes in selected parameters. This has been attempted in the line of YASARA force fields.
41

Another strategy for validating force fields with X-ray structures is a combinatorial study of 
distinct lineages of biomolecular force fields and solvent models. This approach posits that 
each of the force fields exists in a different region of a parameter subspace that stabilizes 
natural protein configurations. The combinations of different three- and four-point water 
models with distinct protein models did vary in their ability to stabilize the X-ray structure 
of a scorpion venom protein wherein the solvent was only water with a low concentration of 
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ammonium acetate.36 The most successful combination in the study was the Amber ff99SB 
force field (which has since been succeeded by the ff14SB force field) with any of the three-
point water models tested. More recent protein force fields have been compared in 
simulations of the triclinic form of lysozyme.38 The most pervasive problem was not the 
integrity of the monomer itself, but the inability to maintain weak interactions between 
contacting side chains of the lattice and the proper aspect ratios of the unit cell. Figure 1, 
coupled with the varying amount of water required by multiple force fields seen in 
simulations of the scorpion venom toxin, outlines the problem: even as protein force fields 
have improved their treatment of intra-molecular interactions to stabilize secondary 
structures and maintain the correct folds, there is another problem with the way they 
stabilize the film of water molecules on their surfaces that will be critical in maintaining 
crystal lattices.

Even with molecular dynamics on modern Graphics Processing Units (GPUs), crystal 
simulations are an expensive way to navigate parameter space. Whereas the 2010 study36 

took weeks on multiple clusters of eight to 64 processors, repeating this in 2018 would take 
only four days, using one Volta V100 GPU and the most recent version of the Amber 
molecular dynamics code. Even so, the number of protein force fields that could be 
examined would be quite limited. What is needed is a means for reducing the parameter 
search space. One aspect of biomolecular models that will have great impact on the 
structural properties of crystal simulations is the balance of interactions between the 
biopolymers themselves and the interactions with water or other solvent models. A subset of 
parameters that govern these interactions could be tractable to testing with long timescale 
simulations of multiple biomolecular crystals. Another strategy that may be helpful is 
adherence to quantum potential energy surfaces. Biomolecular parameter sets are seldom 
unique solutions for mimicking quantum potential energy surfaces. An extension of current 
development techniques55,60,61 that determines multiple parameter sets could also map out a 
tractable search space for crystal simulations seeking parameters that best preserve structural 
details. However, it is beyond the scope of this review to discuss force field development 
strategies in depth.

Models of simpler molecules like water may get structural properties with greater accuracy 
than dynamical properties,62 often as a result of the latter demanding more computation to 
quantify. Models developed for biopolymers based on crystal structure data could fall into 
the same trap, lacking information about the transition state barriers between stable 
conformations and the kinetics of folding. However, if the biomolecular force fields draw 
their own details from quantum mechanical energy surfaces, the transition states of side 
chain rotations and kinetics of secondary structure formation might be reasonable 
extrapolations.

There may not be simple, non-polarizable models for biopolymers that maintain all native 
crystal packing arrangements in the context of water models tuned to reproduce bulk 
properties of the liquid. More advanced force fields such as Amber’s Amoeba63,64 or the 
CHARMM polarizable Drude oscillator model65,66 may be beneficial, as most of the water 
in a protein crystal lies within the first or second solvent layers of one or more proteins (see 
Figure 1). In lieu of a perfect model, molecular simulations can take place in the context of 
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restraints towards the X-ray or neutron scattering data. One study of ubiquitin67 using the 
Amber ff99SB-ILDN force field68 introduced ensemble-averaged restraints to hold the 
collection of asymmetric units in simulations towards the protein’s X-ray structure. The 
results show that restraints applying energy penalties of 0.2 kcal/mol per residue will keep 
the ensemble near the crystal structure. While a modest amount of structural rearrangement 
still occurs (reflecting inaccuracies in the force field that are only countered by slight 
departures from the target structure), the convergence time for these rearrangements is 
tractable, on the order of a hundred nanoseconds. Analysis of the equilibrium ensemble 
could suggest changes to atomic parameters that would reinforce the native lattice packing 
and therefore improve the underlying force field.

5 How much physical realism should we expect from crystal simulations?

The most straightforward comparisons between simulations and atomic models refined 
against experimental X-ray diffraction data involve comparisons of the average structure, 
and of the mean-square atomic deviations about that average structure. It is not yet possible 
to give general rules about what to expect, but here we look at one recent example of a well-
studied globular protein, triclinic lysozyme, comparing a recent simulation38 with a room-
temperature model refined against 0.95Å diffraction data.69

• Fig. 2 compares the backbone for triclinic hen egg-white lysozyme as determined 
from a 0.95 Åambient-temperature crystal structure (PDB id 4LZT) with the 
average structure determined from a 2 μs simulation of 12 unit cells of the 
crystal.38 The differences are quite small, with a Cα average difference of 0.35Å. 
Instead of computing an average structure from MD snapshots, one might better 
construct an average electron density, since this is what the diffraction 
experiment is probing. In this case, refining a structural model into this average 
electron density yields a nearly identical structure, (with a Cα difference of 
0.39Å), but bigger differences are seen in fluctuations. This level of agreement is 
better than seen in most macromolecular crystal simulations, although not as 
good as can be achieved for peptides.70

• Fig. 3 compares the isotropic Debye-Waller (or “B”) factors derived from 
experiment with two different ways of analyzing the MD simulation. The red 
curve plots Cα B-factors for each residue from the structure refined against the 
computed electron density. These values are in excellent agreement with those 
derived in the same way from experiment, except for the N-terminal 23 residues, 
where the simulation is rather more flexible than in experiment. Debye-Waller 
factors are nominally related to mean-square fluctuations,

B = 8π
2

/3 u
2

and for the most part this is borne out by the close agreement of purple and red 
curves. However, for the regions of highest flexibility (near residues 47, 85 and 
101), the refined B-factors significantly underestimate the actual fluctuations. 
This behavior has been noted before,29,71 and highlights the fact that B-factors 
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are fitting parameters in a model. The B-factors are computed in way to optimize 
the agreement of observed and calculated Bragg intensities, and may not always 
provide a good measure of local fluctuations.

• As mentioned above, a major challenge for simulations is to preserve the protein-
protein interactions that stabilize the crystal lattice. Fig. 4 plots the positions of 
the center of mass of the protein chain, for each of the 12 unit cells in the 
simulation. Colors represent individual unit cells, points show 100 snapshots for 
each, and the plot is arranged such that the origin is at the position in an 
undistorted lattice. Two main features are evident from this figure. First, the 
distribution of lattice positions varies from one unit cell to another, indicative of 
a lack of convergence in the simulation (which started from the fully symmetric 
experimental atomic model.) But the deviations are not large, on the order of 
0.Å. Second, within each unit cell, there are thermal motions, so that the 
instantaneous position of the protein center of mass fluctuates about an average 
position. This sort of thermal motion, perhaps arising from lattice vibrations, 
would persist even in a “perfect” simulation. Again, the mean amplitude of these 
fluctuations are small (about 0.15Å), but as we discuss below, may represent an 
important contribution to disorder that is reflected in diffuse X-ray scattering 
intensities.

6 Making connections to experiment

6.1 Crystallographic refinement

Since the early days of molecular dynamics simulations, the prospects of combining 
simulations with pseudo-energy restraints based on a comparison of observed and calculated 
Bragg intensities (or the corresponding structure factor amplitudes) have been explored in 
the interest of improving atomic potentials.72 In a more recent use of simulation 
methodology, the Boltzmann weight corresponding to force field energies (derived from a 
crystal simulation) can serve as a Bayesian “prior” distribution (encoding collective 
information about macromolecules in general), to be combined with experimental data from 
a particular crystal, in order to maximize a “posterior” likelihood of a refined model given 
the observed data.73

One promising prospect from using simulations to drive crystallographic refinement is the 
possibility of constructing “ensemble” models with more than a single atomic model. Such 
ensembles can describe motion and disorder beyond what is available from Debye-Waller 
atomic displacement parameters74–76 Molecular dynamics simulations can also support time 
averaging and well as ensemble averages; these have seen wide adoption in the analysis of 
NMR data,77–80 but fewer applications (so far) in crystallography.81–83

6.2 Time-resolved crystallography

Motivated by a desire to see evidence of reaction intermediates and to mitigate the effects of 
sample destruction by ionizing X-ray radiation, researchers have turned to detectors with 
shorter and faster X-ray pulses. In an example of a progenitor technique getting new 
attention with advances in the apparatus and computing capabilities, Laue diffraction with a 
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polychromatic X-ray source and static crystals afforded the first examples of time-resolved 
crystallography.9,84,85 Indeed, in the typical “pump-probe” experiment, the destruction of 
the sample owes more to the laser activation pump than the 100ps polychromatic X-ray 
“probe.” The time resolution of these studies is as low as 2μs, set by the speed of opening 
and closing the X-ray shutter. X-ray emitting free-electron lasers (XFELs), affording pulses 
with femtosecond duration, can resolve events as short as a few hundreds of ps. These 
studies aim to catch tiny crystals passing through a micrometer-sized detector, whether on a 
stage or diffusing free in liquid. The time limit in this latter case is set by the timing of the 
pump laser and X-ray probe pulses.86–88

Simulation and experimental technologies have met in the middle, and then passed one 
another: each can now perform studies on the timescale to which the other was limited 
fifteen years ago. However, another limitation has prevented molecular dynamics from 
modeling processes observed by time-resolved X-ray crystallography: the processes involve 
chemical reactions. For these problems, a quantum mechanical regime must be embedded 
within the molecular mechanics simulation, which sets back the simulation timescales by 
two to three orders of magnitude and removes the benefit of GPU accelerators as most of the 
codes do not handle hybrid QM and MM simulations at this time. Further complications 
arise since some of the fastest events take place on excited state potential energy surfaces. 
Even with all these current limitations, QM/MM simulations have been used to interpret 
time-resolved changes in bacteriorhodopsin89 and myoglobin,28 and more such studies are 
sure to appear.

Simulations attempting to mimic time-resolved crystal studies can be more difficult than 
they first appear. In such studies, it is necessary to average simulations over the distribution 
of starting configurations present in the crystal prior to the experiment. Also, individual unit 
cells in the crystal will inevitably get out of “sync” with their neighbors. This complicates 
both the interpretation of observed electron densities and potential comparisons between 
simulation and experiment. In spite of this, the potential for using MD simulations in the 
interpretation of time-resolved events is very promising.

6.3 Diffuse scattering of X-rays

In a perfect, static crystal, where the electron density is identical in every unit cell, X-ray 
scattering would be confined to intense and infinitely sharp “Bragg” peaks. Even for real 
crystals, where the Bragg peaks have finite width and there is additional scattering at other 
locations, data reduction is almost always limited to estimating the integrated intensities of 
the Bragg reflections and thereby obtaining atomic models of the structure. Advances in the 
field have brought scrutiny to the “diffuse” intensity in between the Bragg peaks. This 
diffuse intensity holds details about crystalline imperfections and correlated motions that 
cause divergence among unit cells.90–92 New pixel array detectors enable accurate 
measurements of diffuse scattering,93 sparking a renewed interest in mining this source of 
information.

The basic calculation of diffuse intensity from an MD simulation is straightforward. One 
collects snapshots from the simulation and computes the variance of calculated structure 
factors from the mean:
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I
di f f use

(q) = |F(q) − F(q) |
2

Practical simulations of macromolecular crystals assume periodicity. The contributions of 
defects (such as mosaic blocks) would therefore not be captured by simulations, unless the 
calculations modeled a very large block of multiple repeating unit cells containing one such 
defect. However, simulations always capture thermal motion, and it is of interest to see how 
well these contributions can account for observed scattering. A “supercell” approach, in 
which more than a single unit cell forms the repeating unit in the simulation,35 is again 
preferable as correlated fluctuations (“lattice modes”) between unit cells are likely to be 
important.92,94–98

There have been numerous attempts to model diffuse scattering for organic crystals that 
resemble biological macromolecules.99–103 The analysis of diffuse scattering through 
molecular dynamics simulations of proteins includes early studies on lysozyme104 as well as 
ongoing simulations of staph nuclease.35,105,106 For the latter, an old but comprehensive data 
set was collected using CCD detectors.107 The simulations have provided helpful 
information in designing and assessing models for correlations in protein motion,92 but the 
extent of direct agreement with experimental data has been limited by the paucity of detailed 
data and the limited size and time-scale of the simulations, but new technologies are 
expected to overcome both of these limitations. Pixel-array detectors for both 
synchrotron92,93 and X-ray free electron laser108 light sources should yield fine-grained 
reciprocal-space maps of scattering intensities. At the same time, developments in GPU 
technology make microsecond timescale simulations of macromolecular crystals feasible.

The physical origins of diffuse scattering are understood in part, but are expected to vary 
from one system to the next. Scattering adjacent to the Bragg peaks (in reciprocal space) is 
often modeled by a distribution of unit-cell translational dislocations,92,97,108,109 similar to 
those seen in Fig. 4. The physical origins of these dislocations are not yet clear: they might 
arise from the thermal excitation of lattice vibrations, or from static sources of disorder, such 
as slight changes in effective protein size or conformation. MD simulations suggest that 
contributions from “disordered” solvent molecules appear play an important role in more 
slowly varying parts of diffuse scattering intensities.105,106 A fuller understanding must 
await further studies on the both the experimental and the computational side.

6.4 NMR on microcrystalline samples

NMR has, for many years, provided a balance of information about the structure and 
dynamics of macro-molecules. It is unique among spectroscopic probes for its global atomic 
detail (often with assigned peaks corresponding to nearly all hydrogen, carbon and nitrogen 
nuclei) and for its ability to study systems near ambient temperature in a variety of 
environments. Both solution and solid-state samples can be investigated. Among solids, 
microcrystalline preparations often yield superior spectra,110–113 offering the benefits of 
high purity and homogeneity that have aided crystallography. Although solid-state NMR can 
yield three-dimensional structures, this remains an emerging field. At the time of this 
writing, only 112 solid-state NMR structures have been deposited in the PDB, compared to 
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12,000 from solution NMR and 129,000 from X-ray crystallography. High spinning speeds 
and proton-detection offers the promise of increased automation.114 However, much of the 
appeal of NMR on crystalline samples lies in the fact that it shines a different light on 
dynamics and disorder than does X-ray crystallography.

NMR relaxation in solids follows much of the basic formalism used for liquids,115 with the 
recognition that the overall tumbling (or rotational diffusion) that is characteristic of 
macromolecules in solution is greatly restricted in a crystal lattice, and that account needs to 
be taken of the effects of magic angle spinning on the way molecular motions are averaged.
116–118 As in solution, longitudinal relaxation can provide detailed insight into the 
amplitudes and time scales of the rotations of particular spin-spin (i.e. atom-atom) vectors, 
although information about motions on longer time scales is present in solids because 
anisotropies are not averaged to zero by the overall tumbling that occurs in solution. For this 
reason, chemical exchange effects on microsecond to millisecond time scales contribute to 
order parameters, which presents both an opportunity to explore motions on a wide range of 
time scales, but also a challenge to simulation methods to account for all these possibilites.
2,118–120

The analysis of transverse relaxation in macromolecules in the solid-state presents additional 
significant challenges: in the absence of the overall tumbling that dominates such relaxation 
in solution, it can be hard to identify all the remaining relevant interactions. One 
contribution that is of particular relevance to the study of crystalline proteins (and to 
comparisons to motional models extracted from X-ray crystallography) is the “rocking” or 
restricted librational motions of protein chains within the lattice of neighboring molecules. 
Detailed comparisons of experiment and crystal simulations have been carried out for 
microcrystalline forms of the small globular proteins GB1119,121,122 and ubiquitin;123–127 

the case of ubiquitin is of particular interest, since it has been possible to study this behavior 
in different crystal forms.127 NMR relaxation offers a useful complement to X-ray diffuse 
scattering here, since the former is sensitive to rotational motions, whereas the latter detects 
translational dislocations seen in Fig. 4. Both types of analysis place stringent requirements 
on convergence of MD simulations, and continued efforts will be required to probe the limits 
of such comparisons.

6.5 TeraHertz spectroscopy on protein crystals

Another promising method to study correlated motions in biological macromolecules is 
through vibrational spectroscopy in the teraHertz region, roughly below 300 cm−1. As with 
NMR, the restrictions that lattice contacts have on both protein motions and water mobility 
are expected to be important determinants of what is observed. However, infrared absorption 
in this frequency range is strongly dominated by motions of water and mobile ions (salt) that 
may be present,128–131 so that most macromolecular crystals give fairly featureless spectra 
that can be difficult to interpret.132–135

As a result, much of what has been learned about biological molecules in crystals has been 
restricted to smaller systems, like carbohydrates and peptides, that contain fragments of 
macromolecules but which can also be stripped of water.136–140 In these cases, molecular 
dynamics simulations of crystals can give a good account of the observed spectra. Because 
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of the periodicity, the computation of the time-correlation function of the system dipole 
moment that is conventionally used to compute vibrational spectra141 cannot be used: water 
molecules or other species that diffuse across a unit cell boundary appear to enter on the 
other side, so that a conventional calculation of the dipole moment is not appropriate. This 
difficulty can be circumvented by moving to a formulation based on velocity time-
correlation functions.136

One intriguing idea to obtain information in protein crystals, which almost inevitably have a 
lot of hydration, is to measure absorption as a function of direction within the crystal lattice.
134,135 The hope, already realized to a certain extent for lysozyme135 is that water 
contributions will be largely isotropic, and that the dependence on orientation can be 
interpreted in terms of protein contributions.

7 Conclusions

As a bridge between theory and experiment, simulations of protein crystals demonstrate 
computationalists making accommodations to replicate in detail the things that structural 
biologists observe. It is much easier for the computationalists to design simulations that 
mimic experimental conditions than for biochemists to perform measurements more 
amenable to simulation, although some uncertainty remains in the exact solvent composition 
of most macromolecular crystals. For biological systems that do not undergo chemical 
changes, equilibrium molecular dynamics simulations on the required timescales for 
convergence of the Bragg peaks and diffuse scattering are within reach. The problem, 
instead, is now to design force fields that will sample the correct native structures rather than 
take the crystal lattice on a slow march towards some non-native state that the model finds 
lower in energy. This may yet require more detailed molecular models whose 
implementations on graphics card accelerators, the preferred computing platforms, are not 
yet mature. However, accurate simulations of static X-ray structures will enable better 
crystallographic refinement as well as molecular models that simulations can extrapolate X-
ray structures into the behavior of proteins in bulk water.

Computational studies of enzymatic reactions, such as those studied by time-resolved 
crystallography, are further off. The molecular models are not ready, at least to perform on 
the timescales that free-electron laser setups can capture. However, the hardware needed by 
these experiments will advance in step with accelerated computing, and the necessary spatial 
reconstruction will be aided by molecular mechanics force fields, reducing the amount of 
data needed to obtain structures with high confidence. The proven synergy of simulations 
and X-ray diffraction studies will continue to grow in the coming decade, to give clearer 
pictures of the relationships between structure and function in nature’s most intricate 
molecules.
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Figure 1: 

A selected interface of the pectin lyase protein crystal from PDB structure 1QCX. In the left 
panel, the β-barrel structure is evident in the repeating loops of the full color asymmetric 
unit (black = backbone or carbon, red = oxygen, blue = nitrogen, yellow = sulfur) as well as 
the orange-colored neighboring unit. Near and far clipping was used to show this interface 
without occlusion by other nearby asymmetric units. This interface, typical of others in the 
lattice, does not involve tight protein:protein contacts. In the right panel, water molecules 
(both crystallographic and placed in an amount needed to fill the unit cell volume) within 4Å 
of both the central asymmetric unit and at least one of its neighbors are shown as solid blue 
spheres. Water molecules within 8Å of the central asymmetric unit and at least one of its 
neighbors are shown as faded blue spheres. As with the water, components of neighboring 
asymmetric units within 4Å or 8Å of the central unit are shown as solid or faded orange 
wiring, respectively. The “first solvent layer” enshrouds the central asymmetric unit, leaving 
little room for direct contacts with neighboring lattice proteins. This crystal, which is only 
35% solvent (water and ions) by mass, shows how even a low amount of water is distributed 
to cover individual monomers in a protein crystal.
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Figure 2: 

Backbone cartoons for hen egg white lysozyme. Orange represents the average simulated 
structure for twelve independent copies of the protein simulated as part of the same crystal, 
while black represents the X-ray structure.
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Figure 3: 

Isotropic B-factors for Cα atoms in triclinic lysozyme. Black: refined against experimental 
data (PDB id 4LZT); red: refined against the average electron density from an MD 
simulation;38 purple: computed from the mean-square structure fluctuations from the same 
simulation.
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Figure 4: 

Centers of mass of the protein chain, projected onto the bc crystalographic plane; the origin 
represents the location in the starting structure (from PDB id 4LZT). Different colors 
represent each of the chains in a 12 unit cell simulation,38 and there are 100 equally-spaced 
snapshots.
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