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Molecular dynamics study of the influence of wall-gas interactions on heat flow in nanochannels
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Especially at the nanometer scale interfaces play an important role. The effect of the wettability on the
solid-liquid interface has already been studied with molecular dynamics. In this paper we study the dependence
of wetting on the solid-gas interface for different density gases and investigate the influence of wetting on the
heat transport properties over such an interface using molecular dynamics. Subsequently we show how the flow
profile of a gas flowing along a surface also depends on this wettability. These simulations show that wetta-
bility increases the conductivity of a solid to a stationary gas and decreases the flow velocity near the interface
for a gas flow. These two effects influence the cooling of a solid achieved by a cold gas flowing along its
surface in opposite ways. However, we show that a higher wettability has a positive net effect on the cooling,
explaining experimental results that showed an increased heat cooling effect of hydrophilic over hydrophobic
microchannels.
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[. INTRODUCTION continuum flow model is no longer valid and must be re-
i ) . o placed by another model. A possibility is to change the gov-
A host of interesting techniques, such as thin film manuering equations of the flow model from the Navier-Stokes
faCtunng, nanotube manufaCturlng and Character|zat|0n, théquations to the Boltzmann equation’ which involves the mo-
development of materials, and microchannel cooling, detecular velocities instead of the macroscopic quantities. This
mand the prediction of heat transfer characteristics at théhtegro-differential equation can be solved using a finite ele-
nanometer scalgl]. A good example is formed by micro- ment or finite difference method or alternatively using a par-
and nanochannels. These channels can be used to cool migle simulation method as the direct simulation Monte Carlo
chanical and electrical components in a compact and effilDSMC) method.
cient way. Cooling these devices is essential since most com- But there are clear limitations to these extrapolations.
ponents produce heat when operating. Using a gas or fluilhese are often simplified models, like the DSMC method
flow through these channels, the devices can be cooled lavhere particles are represented as hard spheres and boundary
cally where the power is produced. This becomes more angonditions are used to represent the gas-solid inteffaé
more important as these components become smaller arid'ese boundary conditions are a crucial ingredient in con-
smaller and produce relatively more pow@i. In this re- tmuum_ fluid mechanical qalculathns. Ho_wever, they cannot
spect, the transport properties of gases at the gas-solid int?€ derived from the continuum differential equations them-
face play a very important role, and are studied with a host OtFa(\al:;eS' and itis often not easy to determine them experimen-

different experimental and theoretical techniq{@k
Large systems can be described using a continuum ap-
gLoea?:éulgglvi\éetrh(\elvihn?[grgc?eS)tl;tee?or?;izneuSricgeasrizg ;’:Qr @Iid-gas interaction is needed. The question remains, how-
. e N app . %/er, how large is the influence of the gas-solid interface. An
to fail. Much effort has been put into extending macroscopic

analyses to microscopic conditions in time and space. Fogpproprlate method to study this is molecular dynamics

Close to the interface the continuum approximation does
t hold, and detailed knowledge of the influence of the

example, the validity of the continuum approach has bee MD) [7,8]. MD has long been used in statistical mechanics

. T . L . . nd chemistry, but can also be used to study microscopic
identified with the validity of the Navier-Stokes equations : .
[4]. This requires the Knudsen numb@n=/L, where is heat transfer phenomené]. MD is appropriate because by

. using this technique the walls can also be modeled explicitly.
the mean free path of the molecules amihe.phys!cal Iength_ Various molecular dynamics studies have been performed for
of the systemto be small compared to unity, with the limit

T . very specific gas-solid and fluid-solid interfaces, like, for ex-
Kn=0.1. When the characteristic size of the device decreas . : :
or when the gas is more rarefied, such thath1, the %ple, the argon-nickgtLO] or the water-platinuni11] in

terface. Here we perform a systematic molecular dynamics
study in order to investigate the influence of the gas-gas and
gas-surface interaction parameters on the heat transport over
*Electronic address: A.J.Markvoort@tue.nl a gas-surface interface, both in the case of a stationary gas
TAlso at Department of Mathematics and Computer Scienceand in the case of a gas flow. For this purpose, we studied the
Technische Universiteit Eindhoven, Postbus 513, 5600 MB Eindbehavior of a gas confined between two parallel plates, for
hoven, The Netherlands. gas densities ranging from rare gases to very dense gases and
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for various interaction strengths using our parallel moleculatials for metals are available which take into account many-

dynamics cod@umMmA which is based on the code presentedatom interactions, but because LJ interactions capture the

in Ref.[12]. essence of all systems and we are not directly interested in
The structure of this paper is as follows. In Sec. Il the MDone particular metal this potential suffices for our needs.

simulation technique and the system to be simulated are de- Formally, in the Lennard-Jones potential all interactions

scribed. In Sec. Il simulation results are shown and disbetween all nonbonded particles have to be calculated, but

cussed subsequently for a system in thermal equilibrium, fosince this potential vanishes at larggr only the interactions

a system with a heat flux, and for a microchannel with Poi-with particles within a certain cutoff radiug ;; need to be

seuille flow. First, a gas is studied that is confined betweeralculated. Therefore, in our force field one single potential

two walls of the same temperature. When this system comes defined, namely, the truncated shifted Lennard-Jones

to thermal equilibrium, the gas-solid interface can be studiedTSLJ) potential, which is derived from the standard

most purely. By systematically changing the parameters ofennard-Jones potential as

the potential for the gas particle—gas particle interaction, the )

parameters of the potential for the gas particle-wall particle VygLfri) = {VLJ(rij) =Vilre) i ry<reg, @

interaction, or the density, the influence on the behavior at ) if rij >rej,

the gas-surface interface can be studied. Subsequently, bot

walls are assigned a different temperature, allowing for théNZ]t'gzti'; also shifted upward to avoid discontinuities in the

study of heat flow. By again systematically changing the pa When a cutoff radius of, ; =2.50; is taken into account,

rameters of the potentials or the density, the influence on t.hﬁwe original Lennard-Jones potential is closely resembled
heat flux is studied. Next, also a particle flow is introduced IN+1is potential is denoted in the rest of the text as Lennard-.
the gas for which the effect of the interaction parameters OGoneg

the resulting Poiseuille flow profile is studied. All these ef- A sécond version of this potential is used as well, where
fects come together in cooling a solid with a cold gas flow.the potential is now cut at, :21/60” leaving the repu,lsive

By letting a cold gas flow between two warm plates, the . ?
. . art of the potential only, closely resembling hard spheres
combined effect of heat transfer over the interface and flo . : . ; . o
hat are used in other simulation techniques. This potential is

velocity shows which types of interaction yields the bestdenoted further as the Weeks-Chandler-Ande(s¢6A) po-
result for cooling the plates. These simulation results are alsf)ential

compared with experimental results. We end in Sec. IV with Our potentials can be thought of in respect to hydrophilic

the conclusions. and hydrophobic interactions. Hydrophilic-hydrophilic inter-
actions are described by the LJ potential, where the param-

Il. MODEL eter €; provides the attraction between the particles. The
. smaller g; is, the smaller is the attraction, limiting in the
A. Molecular dynamics WCA potential, which lacks the attractive part, to describe

Molecular dynamic§7,8] is a computer simulation tech- Purely hydrophilic-hydrophobic interactions.
nigue where the time evolution of a set of interacting par-
ticles is followed. This is done by numerically solving the B. Model parameters
equations of motior{(Newton’s law of classical multibody . . . .
systems. Given the positions, masses, and velocities of all Because we are not directly interested in one specific sys-

particles in the system and the forces on the particles, thigm but in the dependency on the gas-wall Interaction, thg
motion of all (individual) particles can be followed in time parameters used in our model are expressed in reduced units.

by calculating the(deterministig particle trajectories. These reduced units, with values typically around 1, improve

The force between two particles is governed by the graI,he n'umerlcal stablllty_of the simulations, famhtgte error es-
mation, and can easily be converted to Sl units when one

dient of the potentials between these particles. A commonl - .
ants to model a specific system. The units for length and

used potential is the Lennard-Jon&s) potential . :
mass have been chosen as the size and mass of our particles.
_ aij 12 gij 6 The unit of energy is chosen such that the parameterthe
Via(riy) = 4e; r )\ ' @) potentials, which varies in the different simulations and be-
v !y tween wall and gas particles, is around unity. All other re-
whereg; is the characteristic energy in the pair potentig),  duced units can be derived out of these cho[de§].
is the collision diameter of the pair, ang=|X;-x| is the
scalar distance between particland particlej, wherex; is
the position vector of atorn andX; similarly for particlej.
This potential describes the van der Waals interactions and it All simulations that we present to study the gas-solid in-
consists of two parts; a repulsive and an attractive part. Faterface in thermal equilibrium, in the presence of a heat flux,
distances smaller tham; the resulting force is repulsive, as well as in the presence of a Poiseuille flow, are performed
whereas it is attractive for larger distances. on the same system. The system that we have used for all
This Lennard-Jones potential is especially appropriate fothese studies is shown in Fig. 1. It consists of two walls that
noble gases, but followinf13,14] it can also be usetas a are placed in a box of size 80.8016.89x 46.89, separated
pseudopotentialfor metals. Of course, more realistic poten- from each other in the direction. These walls consist of

C. System

066702-2
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FIG. 1. (Color online Snapshot of the system simulated: Two X

fcc walls (W and C) of which the temperature can be controlled
separately, and gas in between. The gas dersjyin this case
equals 0.01. Both the walls and the gas are simulated using molec
lar dynamics.

FIG. 2. Profile of the relative density near the wall as a function
Qf the distance to the wall for various gas densities. For both the
gas-wall and the gas-gas interactions the LJ potential is used with
€s.c=€c.s=0.5. The inset shows the density profile of the wall. The

) . last lattice plane of the wall is centered arounei0.
18 000 particles each, where these particles form a face cen-

tered cubic(fcc) lattice. We name one wallvV and the other used whereas for the gas-gas interactiang) and the gas-

C. Because of the use of periodic boundary conditions this ™~ . . . ;
Lo .solid interaction(eg_g) the LJ potential with values between
represents two infinitely large parallel plates. The space iff° G o
b y arde b P P .05 and 0.5 or the WCA potential is used.

h I is fill ith i . Simu-
between the two plates is filled with gas particl€d. Simu The mass and the size of the solid particles could have

lations are performed for different gas densitigsThis den- geen chosen differently, but this choice was made to keep the

sity is defined as the number of gas patrticles divided by th , . s
vo?/ume available to the gas, i.e.,gthepvolume of the sirr){ula-SyStem as simple as possible, though realistic. To show that

tion box minus the volume of the two walls. The total num- "€ values chosen are in realistic ranges, we consider the

ber of particles in the box ranges from 37 300 for the lowes ﬁ(ample of an dargolrl]gas and ta calciugnoirgital\./ In %I units
gas density(ny=0.01) to 91 998 for the highest gas density e corresponding parameters ared. ev ando

(ng=0.4) simulated. The temperature of the two plates can b =340 A for Ar and e=0.2152 eV ando=3.60 A fpr Ca.
o=~ ' %onvertmg these parameters to our reduced units yields

convoled ndependenty by coupng ier o ¢ heat bl -G, T3, dnamt for he il =004,
: 9 y P y 20.944, andn=0.997 for the gas.
with these walls.

The walls were formed in a prior simulation. In this simu- Every simulation consists of two parts. In the first part the

. : ; . -~ system is run until equilibrium is reached. From the second
lation 18 000 particles were placed randomly in a S|mulat|0rbart the macroscopic quantities like density, temperature

box. This system was initially given a high temperature. Byflow velocity, and heat flux are obtained. The number of

cooling this system d_own the system crystallized. This CWYSjterations differs per simulation as a lower density gas needs
tal was placed in a wider box forming one wall. None of the

atoms was fixed or restricted in any way such that the wall more time to come to equilibrium. In order to ker_ep the num-

can in principle move through the simulation box. However er of iterations ne(_eded for the lowest gas de_nsmes trgctable
b for example. from the clear eaké in the ins’we used the foIIpwmg_ procedure. We start with the h|ghes_t

as can be seen, pe, P géncentratlon simulations, where the average gas density

\(/)Ja:lzéglk eze;vgiiiggepgggzﬁy ?ﬁzﬂﬁafsifw ;I\llvzl?'svzg’lé?ge(no) is 0.40. A configuration from this simulation is taken
compared to the mass of one gas particle that a single Comx{vhen it has come to equilibrium and half of the gas particles

sion hardly affects the wall. Multiple collisions are needed are removed to obtain an initial configuration for gas density
. L . '0.20. This is repeated until the lowest dendity=0.01) is

but simultaneously also collisions from the other side of the T ! ) ) . .

wall take place. When the system is in equilibrium, thereached. The initial c'o.nfl_guratlons obtained in this way are

forces on the wall from both sides cancel each other. Th Iready closer to equilibrium than randomly generated con-

walls thus do not need to be restricted in any way. The wall igurations, but still sufficient iterations were used to let the

are kept together by the Lennard-Jones interaction betweely StEM come to equilibrium fqr. every concentration. _The
the particles that formed the crystal in the beginning. simulations at the lowest densities, for example, consist of

The system consists of two types of particles: gas |0ar-5fOOO (X)’\(zgi?;:onsiézlgngapproi;imlattily 200 h on 8 CPU's
ticles (G) and solid(or wall) particles(S). The mass and the otour on eowulr cluster.

size of both particle types are taken equal, namely, the mass 1. SIMULATION RESULTS

of each particle is 1 and the size 1. That the gas particles are _ o _

in the gas phase whereas the wall particles form a solid is A. Density oscillations near interface

purely controlled by the Lennard-Jones parametd¥or the We start by considering the behavior of the gas particles

solid-solid interaction, the LJ potential strengégs=6 is  near the wall. The wall influences the nearby gas particles.

066702-3
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As a result the gas density near the wall can deviate from the 4 0, B, 9
density in the middle of the chann@he bulk density. These
deviations are studied both as a function of the bulk density

and as a function of the gas-wall and gas-gas interaction 3
since this behavior at the gas-wall interface is the basis for
understanding heat conduction and flow that are studied later.

LJ e=0.50

a : 4 e L e=0.50 i

In order to study the gas particles at the interface most nn, 2 Firk — L e025] 2[ e — L0 e025 B[ — - Ly e00s]
purely the system is studied in thermodynamic equilibrium. AY ik i

h walls and th have temperatiirel and the total PAatnpovi I | o I EP - Elduh e
Both walls an e gas a' e lempera .Fe a e lota i & LJ £=0.05 = LJ €=0.05 j LJ e=0.05
momentum of the system is zero. In this case, all four gas- 1 e 1h N Pwwemtany 11 e
surface interfaces in our system are all identical. Therefore e WCA e=1.00 | |fle—wca e=1.00 | |ife—wcaA e=1.00
we concentrate our attention on one of them, namely, the
interface at the left in Fig. 1. First the influence of the gas = 8 4 *% 86 4 18 58 a4
density is studied and subsequently the influence of the gas- x X X

gas and the gas-wall interaction strengths.
FIG. 3. Density profiles(a) Density profiles for a low density

1. Density dependence gas (ng=0.05 for different interaction parameterg;. g=¢€g.s (b)

The influence of the bulk density on the density near theThe same, but now for a dense gag=0.4). () Density profiles for

wall is shown in Fig._ 2. 1In this figure density profiles are ‘3 ;;Vr\:q:teer;izsgﬁr;owghoi Ofr(])srt:r']fe;gt_g%is iiltjgrz(f:?i (D'SEEZ?;'O”
shown for gas densities ranging framp=0.01 to 0.4, where ~0.5.
these profiles are all normalized witly to make them com-
parable. In the inset also the density profile of the wall istion layer for the WCA interaction potential is visible, al-
shown. From this inset it can be seen that the origin of thehough being somewhat smaller. A larger difference is
coordinate system has been chosen such that the last lattitsrmed by the heights of the density peaks. For the strongest
plane of the wall is centered aroure 0. The Lennard-Jones attractive interactions the peaks fiog=0.4 are smaller than
parameters used for these simulation both for the gas-gdér ny=0.05, for which two reasons exist. In the first place,
interactioneg.c and for the gas-wall interactiogs.s equal  the surface is already much more covered in the case of a
0.5. For all gas densities, the normalized density is slightlyhigh density and in the second place, the bulk particles in a
lower than unity in the bulk as a result of an increase in thehigh density gas have already many more close neighbors
density near the walls. This effect of an increased densitguch that the energetic advantage of being near the wall is
near the wall is referred to as wetting of the surface. Particlegelatively smaller than for a rare gas. For the weakest attrac-
sticking to the wall are entropically unfavorable, but ener-tive interactions it is the other way around. Here the peaks
getically it is much more favorable for a particle to be nearfor ny=0.4 are higher than fan,=0.05. A remarkable differ-
the wall, because there it has more near neighbors and thesice is that for the high density gas even the WCA potential
more negative energy contributions than in the gas phaseéas a peak in the density near the wall. This can be explained
Because this effect is the highest for a low density gas as that the peak in the density is the result not only from the
higher peak in the relative density near the wall is visible forattractive force from the wall, but also from “pushing” by the
a low density gas than for a high density gas. For a highbulk gas atoms.
density gas the interface can also be saturated, resulting in a Finally, Fig. 3c) shows the effect of only varying the
second layer which is visible as a second peak for the densgas-wall interaction while keeping the gas-gas interaction at
gases aroungd=2. 0.5 in case of the low density gas. Comparison with Fig) 3
shows hardly any differences, indicating that, for low density
gases, the influence of the gas-gas interaction parameter is
Apart from the bulk density, the density deviations alsonegligible compared to the gas-surface interaction parameter.
depend on the gas-gas and gas-wall interactions. In F&y. 3  For low gas densities the density peak at the interface thus
the density profiles are shown first for the case of a relativelydepends on the attractive part of the gas-wall interaction po-
low gas density(ny=0.05 when ec.¢ and eg.5 are varied tential. The higher the interaction of the gas with the wall,
simultaneously. Important aspects in this figure are the difthe higher the gas density near the wall. An explanation for
ferences in the heights of the peaks for different interactiorihis is that in the presence of an attraction between the gas
parameters and the area in vicinity to the wall. For the WCAand the wall, some gas particles stick to the wall for some
potential the first particles are at a larger distance from théime. To study this the tim&At) spent by a particle per
wall compared to the LJ potential; we refer to this as thecollision with a wall is measured. A way to measure this time
depletion layer for the WCA potential. The differences inis to measure the time that a particle in a low density gas
peak height can be explained because the larger the interagpends within an interface region which is defined as a slice
tion parameter of the interaction of gas particles with theof width 2 from the center of the last surface lattice plane.
wall particles the larger the energetic gain for particles to belhe particles in a low density gas with a density mf
close to the wall. =0.01 have a mean free path of about 22, which is much
In Fig. 3(b), the density profiles are shown for the case oflarger than the width of the interface region. As a result, the
a relatively high gas densityn,=0.4). Also here the deple- chance that a particle collides with another gas particle in

2. Interaction dependence

066702-4



MOLECULAR DYNAMICS STUDY OF THE INFLUENCE.. PHYSICAL REVIEW E 71, 066702(2005

1800 : r T T 090 F .7 j "np=0.40 — -2 ! ! /,\l 4
d — 70 I N=0.20 — — P
1600 | ) 0851 g=0. 10l seesee 71
0.80 - n0=8_8g ....... -
Nh=0. JR—
| ) T 075 =001 —
1200} N | 020,
0.65
" 1000 ¢ 0.60 | ,
800} 0 10 20 30 40 50 60 70 80
X
600 | 25
400 | 2.0+
3 15}
200T- k n/n,
0 gdij i . 5 Ml 1.0
0 2 4 8 8 10 051
. . ) o 0.0
FIG. 4. Histograms of the time spent per particle per collision 0 10 20 30 40 50 60 70 80

with a wall within the interface region for different gas-wall inter-

action parameters. The inset zooms in at the tails. FIG. 5. Temperature and density profiles of the gas for different

gas densities when one wall has a temperalwé.0 whereas the
this interface region is small such that the time spent in thether wall is kept aff=0.5.
interface region by a particle equals the distance to be trav-
eled i.n t.he interfgce lregion in thgdirection divided_ by its 1. Density dependence
velocity in thex direction plus the time spent at the interface.
In Fig. 4 histograms of this timeAt) spent by a particle per ) , - - et
collision with a wall within the interface region are given for derllsny F,)[LOf'If.es for'?!fferlent ?ﬁstdeﬁs't'fhs are shown in ';'g'
different gas-wall interaction parameters for a gas densit)?'t _rorrr:_ he |gurr]¢ Ih |s::ear "’: when d'e ?\_/erage ge;s tehn-
n,=0.01 and gas and wall temperatufe1. In the same Sity IS higher, a higher temperature gradient Is present in the
figure also the theoretically expected time distribution isgas. Furthermore, for high densities the temperature profile is

given for the case of reflective walls. In this theoretically I(;nf(fear, whereai fo_r IOV}’ densllt_ﬁs Iis linear :jn thed_bulk andh
expected time distribution an additional collision time of & erent near the interfaces. These increased gradients in the

0.15 is added to account for the time needed to flip the velemperature near the interfaces coincide with the increased

: ; ; : ; density near these interfaces.
locity at the interface. The velocity cannot just flip from ) .
negative to positive, instead, the particle should decelerate XU €t al-[15,16 studied the effect of ordering near the

and again accelerate in the opposite direction resulting in th@’alIIS for the solid-liquid interface, also using MD. They con-

extra time. For the WCA interaction. in case there is no at_cluded from their simulations that the layering of the liquid

tracting force of the wall, the distribution is close to this near the interface does not enhance the thermal transport.

theoretical result. In the case of an attractive gas-surface ir2ur results for high density gases which limit to the liquid

teraction, high velocity particles are hardly affected, butphase match with this conclusion. However, for lower den-

slower particles are caught by the wall. As a result, the peaﬁity gases, an enhanced thermal transport is clearly visible

decreases for average collision times as these particles af@™ the increased temperature gradients in Fig. 5, an effect

that is outlined in the next section.

trapped for a while and are thus visible for even higher resi- Anoth h be derived f imulati
dence times as can be seen clearly in the inset in the same hother property that can be derived from our simulations

is the heat current. The heat current vector is givef1s}

For es.g=€5.s=0.25, the temperature and normalized

figure.
Summarizing, density peaks at the interface can have two o dw .
distinct roots. In the first place they are the result of gas q= d—tE XE;, 3)
I

particles sticking to the wall because of the energetic gain.

For high gas densities they are also the result of other gaghere the summation is over all the particles in the system,
particles pushing from only one side, the bulk side. Next weandx, andE; are the position vector and energy of particle
will study how this wetting influences heat conduction.  respectively. For a pair potential, such as the potentials that

B. Heat flux dependence on wettability we use, EQ(3) can be recast as

tween the two plates is implied. One wall, the warm vl

is kept at temperaturé=1.0 whereas the other wall, the cold .

wall C, is kept at temperatur€=0.5. As a result, the gas in wherev is the velocity vector of a particle, anig andF;; are
between the two plates shows a temperature gradient. Thbe interparticle separation and force on partidy particle
influence of the gas density as well as the influence of thg, respectively. Because of the geometry of our system we
gas-gas and gas-wall interactions on this temperature gradire here interested in thecomponent of this vector, i.eq,.

ent are studied. This heat flux in thex direction as a function of the gas

. . i N N 1 - L
To study the heat conduction a temperature difference be G= E G, + EE (Fy - 0)F, (4)
i i,j
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x 1073 TABLE |I. The difference in average temperature of particles
u ' ' ' ' ' ' ' o ] moving in the direction from the cold to the warm w&C— W)
125 1 versus particles moving in the opposite directigii— C) depends
sl | on the gas interaction parameters.
ax °f © ]
ar IS ° T C—W W—C
o | | . . . | | i
0.00 0.10 o.2on0 0.30 0.40 Potential No. T., No. T.,
WCA 294 0.71 292 0.75
FIG. 6. The heat fluxgy for different gas densities foeg.
e 2025 X 9 &6 LJ 0.10 287 0.71 274 0.75
) LJ 0.25 281 0.68 261 0.77
density is shown in Fig. 6. This heat flux can also be calcu- LJ 0.50 225 0.62 204 0.80

lated by measuring the energy that is added and removed by
the heat bath that is used to keep the walls at their constant d thei i ulE) ticl .
temperature. This energy divided by the simulation time an n eir average temperatu(@,,) for partic €s moving
twice the area in thgz direction of the simulation box yields rom the warm to the cold wall and for partlclfas moving
the same numbers. An increase in the density clearly resul Lom the cold wall to the Warmlwall have been given for the
in an increase in the heat flux. ulk gas (thus excluc_ilng the mterfacg reg?:)m)f the left
compartment. The higher the attraction with the wall the
fewer particles in the bulk and at the same time the higher
the difference in temperature between gas particles moving
As shown in the previous section, for a gas densigy to the left and particles moving to the right.
=0.01 large temperature jumps occur near the walls. From As can be seen from Fig. 8 this also influences the heat
Fig. 7 it can be seen that the exact shape of these jumghix. In this figure the heat flux is given for different combi-
depends on the gas-gas interaction and the gas-wall interanations of interaction parameters for the same gas density
tion. In this figure the density and temperature profiles arény=0.01). From this figure it is clear that the differences in
given for three different values fai.c andeg s In the top  heat flux for different gas-gas interactions are minimal,
part of the figure it can be seen that the temperature gradiemihereas the differences in heat flux for different gas-wall
increases with increasing attraction in the potential. In thenteractions are considerable. We thus notice again that the
lower set of figures, just the interface region is shown. Thiselevant parameter is the gas-wall interaction strength,
figure shows that the width of the temperature jump overlapsvhereas the gas-gas interaction is of much less influence on
with the width of the density peak near the wall. This in-the resulting heat flux. An increased gas-wall attraction thus
creased density near the wall comes from wetting, as weesults in an increased ordering at the interface and an in-
have seen in Sec. Ill A 2. creased heat flux, grounding our conclusion from the previ-
As a result of particles sticking to the wall, their velocity ous section that for gases, contrary to liquids, the layering
is adapted much more to the wall temperature than for pamear the interface enhances thermal transport.
ticles that only make a single collision with the wall. This
can be seen in Table |, where the number of parti¢thés,)

2. Interaction dependence

40l ' ' ' " LJe=0.50 — - 1]

r LJ £=0.26 ------- ]:CJ'

Mo 20} WCA £=1.00 — £1]
0.0 Fhiiaialeiaialainkniainkeiihaininhahnietinbaiatii
09} 1

T AN ]
0.7 -i[ -—N—.‘-:;-;(‘;‘;;',::-_';-_-'::‘_.t.

05 U L . . L L N

35— :
3.0} T
25} n—
20} )
10f

05} |
0.0

n/no

' , (Jg=025 |, LJg=0
01234012340123Z4°5
X

FIG. 7. (Top) Density and temperature profiles of the gas for
different gas interaction parameter¢Bottom) Same profiles FIG. 8. The heat flux, for different parameters for the gas-gas
zoomed in at the interface region. as well as the gas-wall interaction for a low gas densjx0.01.
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0.16 ' - . - of a strongly attractive force between the gas and the wall
0.14} TN WCA e=1.00 | particles, gas particles stick to the wall resulting in such a
N large friction that the flow velocity at the interface is zero,
012y SN 1 i.e., no slip. However, the lower the gas-wall attractive inter-
0.10} I 3 action, the smaller the friction and thus the larger the slip.
0.08 7 For the case of the purely repulsive gas-wall interaction the
vy 0T i A extra depletion layer between the wall and the gas results in
0.06f 1 7 . an even lower friction and thus an even larger slip.
B '." \
0.04r \ LJ e=0.25
0.02} L) £-0.50 D. Cooling warm walls with a cold fluid
0.00 As we have shown, the wettability influences the heat
45 50 55 60 65 70 75 80 transfer over the interface as well as the flow velocity at the
X interface. And both effects are influenced in an opposite fash-

S . ion: an increased wettability results in an increased heat
FIG. 9. Flow velocity distributions in the channels for different gnsfer and at the same time in a decreased flow velocity.

gas-wall interaction parameters. When cooling warm walls with a cold gas flow, both these
N effects play a role.
C. Gas flow dependence on wettability In order to study this heat transfer from warm walls to a

The wettability influences not only heat transport. Ascold fluid, the temperature of the fluid has to be reset when it
shown by Cieplaket al. [18,19 and Nagayama and Cheng crosses the periodic boundary. This can be achieved by res-
[20], also the flow profile of a liquid near a solid-liquid in- caling the velocity of every particle that crosses the periodic
terface depends on the interface wettability. boundary in the flow direction. The temperature is defined as

A Poiseuille flow can be induced in the model in different the deviations in the velocities from the local mean flow
ways. The first method is a gravitational flow. This is velocity. The rescaling is thus performed by first subtracting
achieved by applying an additional force to all gas particlesthe local mean velocity corresponding to thposition of the
A second method, the one that we use in this paper, is particle, subsequently rescaling the velocity to the desired
pressure driven flow. This is created by applying the additemperature and finally again adding the local mean flow
tional force only to the gas particles at the inlet of the chanvelocity that was removed in the beginning.
nel. In order to generate a flow in the positiyedirection, The results for a gas inflow temperature 0.9 and walls at
i.e., from the back to the front in Fig. 1, an additional force temperature 1.0 are shown in Fig. 10 for two different gas-
in the y direction is applied to all gas particles withya  wall interaction parameters. On the left side the profiles are
coordinate between zero and 3, i.e., in a small slice at thehown for the LJ potential witlag_s=0.25, whereas the right
back of the figure. hand side part is for the WCA potential witl.s=1.0. For

Because of this additional force the gas starts to flowthe gas-gas interaction in both cases the LJ potential is used
Because the wall particles are not restricted in position anavith eg.=0.25.
there is friction between the gas and the wall, the walls start The profiles at the top show the density distribution. Be-
to move also. There are again several ways to prevent thisause of the attractive interaction between the gas and the
One solution that is often applied is to add additional har-wall particles density peaks appear again in case of the LJ
monic forces to all wall particles to keep them close to theirinteraction, whereas there is again a dip in the density near
original position. However, since we do not want to add anythe walls in case of the repulsive WCA interaction. The pro-
additional forces to restrict the walls we apply a differentfiles in the middle show the flow velocities in the channels. It
method. We repeatedly remove the linear momentum that its clearly visible that the flow for the WCA potential is again
transferred from the gas to the wall because of the frictionhigher than for the LJ potential. The attraction with the wall
By resetting the total linear momentum of the wall particlescauses friction resulting in hardly any slip near the walls.
to zero every ten iterations, when this total linear momentuntHowever, in case of the repulsive interaction, a large slip at
is still negligible, the walls remain at their place without the walls is present. But the attractive interaction also en-
having to constrain the particles within the walls. ables more heat transfer between the wall and the gas, thus

The friction between the wall and the gas increases withresulting in a higher temperature of the gas in case of an
the flow velocity and when the total frictional force equals attractive interaction than in case of repulsive interaction as
the additional force on the gas particles an equilibrium flowcan be seen from the profiles at the bottom of the figure.
is reached, resulting in a velocity profile that is quite Poi- In order to keep the walls at their constant temperature, as
seuille in appearance. The resulting flow profiles for differentmuch energy has to be added from the heat bath to the walls
gas-wall interactions are shown in Fig. 9 for a gas densityas is removed from the walls by the gas. The net effect of the
no=0.4 andegz =0.25. All four velocity profiles have the wettability on the cooling can thus be studied by measuring
same shape as expected since the gas-gas interaction is thé energy that is added to the walls by the heat bath. For the
same. The difference between the four profiles is the velocitgimulations described above, the heat that is carried away
of the gas at the interface. Since the walls are stationary thisquals 50 units of energy per unit of time for the WCA
velocity at the interface is the slip. As we have seen, in casgas-wall interaction versus 52 units of energy per unit of
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LJ WCA IV. CONCLUSION
density profile density profile
e o0 115 Two potentials were used to describe the gas-wall inter-
action; the Lennard-Jones potential with different interaction
20 20 {1.10 . o
y |y - n/ng strgngths and the WCA potentlz_al fora pu_rely repulsn_/e inter-
10ll 10 action. The most remarkable difference in the resulting den-
E 1.00 sity profiles at the interfaces is that hard sphere gases result
0 65 35 %4 0 TR 0.95 in a depletion layer compared to LJ gases. _ _
x x In case of an attractive gas-surface interaction an in-
y-velocity profile —velocity profile creased density near the wall is visible for all gas densities.
30 ‘ 30 ] For a purely repulsive gas-surface interaction this increase is
015 only visible for high gas densities. Thus, for high densities
yzo y20 0.10 vy the gas is not only attracted by the wall but also pushed
10 10 - against the vyall by the other gas particlt_as in the bulk. _
From varying the gas-surface interaction only on one side
0 Fi— . 0.00 and both the gas-surface and the gas-gas interactions on the
o 10, 20 0 0 1020 30 other, it is clear that the gas-gas interaction is not as impor-
temperature profile temperature profile tant as the gas-surface interaction for the behavior at the
e I soff ' 1.00 interface.
0.98 Whereas the increased layering at the solid-liquid inter-
201} L 10.96 face for higher solid-liquid binding strength seems to have
ot no effect on the thermal conductivityl5], the solid-gas
10 0.92 binding strength seems to have an effect on the solid-gas
- thermal conductivity.

0 10 _20 30 0 0 10 _20 30 Hard sphergWCA) interaction results in specular walls
X X whereas strong attractivdJ) interaction results in thermal
FIG. 10. (Color onling Density, flow velocity, and temperature walls. The amount to which a wall behaves like a thermal
distributions in the channels for a gas at temperalw6.9 flowing ~ Wall depends on the gas-wall interaction strength.
along the walls at temperatufie=1.0 for two different sets of in- In the case of flow, also the flow profile depends on the
teraction parametergleft) LJ interaction between gas and wall par- gas-wall interaction strength. The weaker the interaction, the
ticles, (right) WCA interaction between gas and wall particles, larger the slip at the interface. Thus in case of a cold flow
whereas the gas-gas interaction is the same in both ¢hdeg, s along a warm wall there are two opposite effects. The heat
=0.25. transfer from the wall to the gas is enhanced for high attrac-
tive interaction whereas this causes the gas to flow slower.
time for the LJ gas-wall interaction. The cooling is thus But the net result is that more heat can be transferred in case
slightly better for the LJ gas-wall interaction. However, of an attractive interaction than in the case of a purely repul-
when the forces to generate the flow for the case of the L3ive interaction. This explains the results from Wu and
gas-wall interaction are increased with 45% such that th&€heng[21] who concluded that the Nusselt number and ap-
mean flow velocity equals that of the WCA case, the amounparent friction constant of trapezoidal microchannels having
of heat that is carried away increases to 135 units of energgtrong hydrophilic surfacegthermal oxide surfac¢sare
per unit of time. Thus, at the expense of an increasing predarger than those having weak hydrophilic surfacsiicon
sure drop much more heat can be carried away. surfacg. This suggests that convective heat transfer can be
Thus, although the flow is smaller, the amount of heat thaenhanced by increasing the surface hydrophilic capability at
can be removed is larger in case of attractive walls becaugiie expense of increasing pressure drop.
of the better heat transfer over the interface. This explains Also note that one should be very careful with using sim-
the results of experiments of convective heat transfer in siliplified methods to study phenomena where interfaces play a
con microchannels with different surface conditions, i.e., &key role, since the behavior at these interfaces determine
microchannel with hydrophilic walls versus a microchannelultimately the behavior of the whole system. Hybrid methods

with hydrophobic walld21]. (see, e.g.[22,23) could play here an important role.
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