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A method is proposed for carrying out molecular dynamics simulations of processes that 

involve electronic transitions. The time dependent electronic Schrodinger equation is solved 

self-consistently with the classical mechanical equations of motion of the atoms. At each 

integration time step a decision is made whether to switch electronic states, according to 

probabilistic "fewest switches" algorithm. If a switch occurs, the component of velocity in the 

direction of the nonadiabatic coupling vector is adjusted to conserve energy. The procedure 

allows electronic transitions to occur anywhere among any number of coupled states, governed 

by the quantum mechanical probabilities. The method is tested against accurate quantal 

calculations for three one-dimensional, two-state models, two of which have been specifically 

designed to challenge any such mixed classical-quantal dynamical theory. Although there are 

some discrepancies, initial indications are encouraging. The model should be applicable to a 

wide variety of gas-phase and condensed-phase phenomena occurring even down to thermal 

energies. 

I. INTRODUCTION 

The molecular dynamics technique has proved to be a 

very powerful tool for elucidating gas-phase and condensed­

phase dynamical processes. The method is founded on the 

assumption that atomic motions are governed by classical 

mechanics subject to some appropriate multidimensional 

force field. Limitations of the method are well known. There 

may be practical difficulties with constructing accurate force 

fields, including large numbers of atoms, integrating for long 

times, or achieving accurate statistical samplings. There are 

also fundamental limitations that result from the basic as­

sumptions of the method; quantum mechanical behavior is 

neglected and a single potential energy surface governs the 

motion. Quantal effects such as tunneling, interference and 

level quantization can be significant, particularly in low-en­

ergy processes involving hydrogen atom motion. Of at least 

comparable importance is the restriction to motion on a sin­

gle potential energy surface. To each nondegenerate elec­

tronic state of a many atom system there corresponds a dis­

tinct Born-Oppenheimer potential energy surface. When a 

transition between electronic states occurs, the forces experi­

enced by the atoms therefore change, often drastically. Prop­

er incorporation of these effects can be crucial for describing 

a host of dynamical processes, including carrier recombina­

tion at surfaces or in condensed phases, photochemistry, ra­

diationless transitions, laser or electron induced chemistry, 

dynamics at metal surfaces, and electron transfer in molecu­

lar, biological, interfacial, or electrochemical systems. In ad­

dition, the same considerations apply to other mixed quan­

tal-classical situations not involving electronic transitions, 

e.g., vibrational relaxation in liquids. 1 

The objective of this paper is to introduce a practical 

molecular dynamics method that accurately incorporates 

the effects of electronic transitions. The greatest advantage 

of the molecular dynamics approach is its ability to treat 

complicated many atom systems in full dimensionality. This 

practicality arises from the assumption that atoms obey clas-

sical mechanical equations of motion. We demand that this 

advantage be retained in the extended approach. Thus we 

require that atomic motions be described by classical-like 

trajectories. We make no attempt at incorporating quantum 

effects such as tunneling or zero-point motion, since current 

methods for doing this, even for motion on a single potential 

energy surface, require an enormous increase in computa­

tional effort over standard molecular dynamics. On the oth­

er hand, electronic transitions are inherently quantum me­

chanical and must be treated as such. Since the atomic 

trajectories determine the probabilities of electronic transi­

tions and electronic transitions, in turn, strongly influence 

the forces governing the trajectories, the theory must treat 

self-consistently the classical and quantal degrees of free­

dom. 

The treatment of nonadiabatic effects in molecular dy­

namics has a long history, with development of a host of 

classical, semiclassical, and quantum mechanical ap­

proaches. I
-
39 The most widely applied method and that 

which is most closely related to the current approach is the 
"surface-hopping" method with its many variants. 7-10.23-28 

However, with the method proposed in this paper transitions 

can occur anywhere, not just at localized avoided crossings. 

Furthermore, any number of coupled electronic states can be 

included, and quantum coherences between different "state 

switches" are maintained. 

The objective of this work, to incorporate one kind of 

quantum effect (electronic transitions) while ignoring oth­

ers (tunneling, zero-point motion, etc.) may appear incon­

sistent. But, to the extent that the Born-Oppenheimer sepa­

ration of electronic and atomic motions is valid, the 

prominence of the two kinds of quantum effects are con­

trolled by independent "small parameters" and there is no 

inconsistency in addressing either separately. The impor­

tance of tunneling and level quantization effects depends on 

the ratio of the atomic wavelength to the characteristic range 

of the potential. Thus these quantum effects are diminished 

in systems involving large atomic masses and large veloc-
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1062 John C. Tully: Electronic transitions 

ities. On the other hand, electronic transitions are controlled 

primarily by the separation between electronic energy levels, 

a property that is independent of atomic masses. For exam­

ple, for a simple two-state avoided crossing, electronic tran­

sitions are probable if the so-called Massey parameter40 tis 

of order unity 

t = I li2;·d12 l;e I, 
VI - V2 

(1) 

where VI and V2 are the energies of the two adiabatic states 

at the position of the avoided crossing,:i is the atomic veloc­

ity vector, and dl2 is the nonadiabatic coupling vector to be 

defined below. Mass does not appear in this expression, and 

transitions are more probable at high velocities z in contrast 

to the other quantum effects. Thus, it is proper to construct a 

theory which treats atomic motion in the short wavelength 

(classical) limit, while retaining effects of electronic transi­

tions. Of course, any theory which attempts to combine 

quantal and classical degrees of freedom will ultimately en­

counter limits in which it fails. Our hope is to develop a 

method for which the range of useful accuracy will encom­

pass most realistic systems of interest. 

In the next section we present a list of attributes that are 

desireable, if not essential, for any approach that incorpo­

rates electronic transitions into molecular dynamics. We 

then propose a specific method, possibly the simplest that 

displays most of these attributes. In Sec. IV we test the pro­

posed method against accurate quantum mechanical solu­

tions of three model problems. We discuss the promise and 

limitations of the method in the final section. 

II. DESIRED ATTRIBUTES OF THE METHOD 

We list below some properties that are desirable in any 

extension of molecular dynamics to processes involving elec­

tronic transitions. We characterize these attributes as desir­

eable rather than essential because there may be certain lim­

its in which each may not be critical. Even such obvious 

criteria as unitarity and conservation of energy need not be 

exactly satisfied to be useful in all situations. Nevertheless, 

we view the majority of attributes listed here as almost essen­

tial. 

( 1) The method must be practical. As discussed, this 

appears to restrict us at present to methods in which the 

short wavelength limit is invoked for atomic motion, i.e., 

atoms follow trajectories. Furthermore, it is desireable that 

the trajectories be real valued, satisfy equations of motion 

that are not much more complicated than ordinary classical 

equations, need not be obtained iteratively, and need not be 

selected to satisfy "double-ended" boundary conditions. 10 

Calculation of electronic transition probabilities must not 

greatly increase the computational effort. Our insistence on 

a classical mechanical description of atomic motion is for 

practical reasons only. Considerable progress has been made 

in developing semiclassical and quantal theories of dynami­

cal processes involving electronic transitions, and work in 
this area should definitely continue. I

.4-6,9,1O.13.18-21.41 In the 

present work we have more limited goals. 

(2) Trajectories must split into branches. A variety of 

trajectory based methods have been developed which define 

a "best" trajectory subject to the influence of electronic tran­

sitions. Among these methods are the "classical electron" 

model of Miller and co-workers II and the self-consistent ei­

konal approximation of Micha. 14 Probably the most fre­

quently employed of these methods is the so-called "Ehren­

fest" or "time dependent Hartree" approach.29
-

39 With this 

method the atomic motions evolve classically on an effective 

potential VCR) given by 

VCR) = (¢rei (r;R) IHe. (r;R) ¢rei (r;R», (2) 

where rand R denote electronic and atomic positions, re­

spectively, and brackets denote integration over electronic 

coordinates only. Hel (r;R) is the electronic Hamiltonian, 

i.e., the total Hamiltonian minus the atomic kinetic energy 

operator. ¢rei (r;R) is the electronic wave function which, in 

general, will be a linear combination of Bom-Oppenheimer 

functions. Thus, the effective potential is the expectation val­

ue of the electronic Hamiltonian. The electronic wave func­

tion is determined self-consistently with the trajectory. In 

some situations these single trajectory methods can be quite 

accurate. But they cannot be satisfactory for a great many of 

the situations we wish to address. The basic problem is that, 

after it leaves a region of strong electronic coupling, the sin­

gle trajectory evolves on a potential which is a weighted aver­

age of those corresponding to each electronic state. The 

physics of the situation demands that the trajectory be on 

one state or another, not somewhere in between. This argu­

ment is illustrated in Fig. 1. Consider an atom colliding with 

a metal surface. The atom may scatter from the surface or, if 

it can dissipate enough of its energy, it may remain trapped 

on the surface. Thus, if an electron-hole pair is excited the 

atom is more likely to remain trapped (trajectory branch 2), 

whereas if no electronic transition occurs it is more likely to 

scatter (branch 1). No weighted average path can accurate-

FIG. 1. Schematic illustration of a gas-sur(ace scattering event showing 

two possible paths. If no electron-hole pair is excited in the solid (path 1), 

the gas scatters directly. If an electron-hole pairis excited (path 2) , the loss 

of energy results in the gas remaining trapped on the surface. No average or 

best trajectory approach can adequately describe this situation. 
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Iy represent both outcomes. Thus, a single trajectory method 

cannot describe electronically induced trapping of this sort. 

Many other important examples of the inadequacy of single 

trajectory methods can be cited. Frequently, in chemically 

reactive systems, one electronic state may have a low barrier 

and therefore lead to reaction with high probability, while 

another electronic state exhibits a high barrier that prohibits 

reaction. A single weighted average trajectory cannot cor­

rectly account for both pathways.42 Alternatively, a transi­

tion between two electronic states of relatively large energet­

ic separation, although improbable, when it occurs can 

deposit a large amount of energy that can promote bond 

breakage. A single average trajectory will correspond to de­

position of only a small fraction of the available energy, thus 

again failing to describe the essential physics. Herman I has 

emphasized the analog of this in vibrational relaxation, with 

the same conclusion: a single average or effective trajectory 

cannot properly describe the quantum transition. 

A generally applicable molecular dynamics with elec­

tronic transitions must therefore include a mechanism for 

splitting a trajectory into two or more branches, each as­

signed to a particular electronic state and at least in regions 

of weak electronic coupling, each evolving on the potential 

energy surface corresponding to its electronic state. There 

are a number of ways to accomplish this. One possibility is to 

determine every possible path, and assign each a weight con­

sistent with the electronic occupation number. An alterna­

tive is, at every branching point, to select one branch at ran­

dom according to a sampling algorithm that achieves the 

correct statistical distribution of state populations. This lat­

ter "stochastic" approach is the one pursued in this work. 

(3) The method should obey energy conservation, mo­

mentum conservation microscopic reversibility and unitar­

ity. 

( 4) The method should be applicable to any number of 

coupled states and any number of entries into and exits from 

regions of strong electronic coupling. 

(5) The method should be applicable to any kind of 

electronic coupling, not just localized avoided crossings. 

Thus, transitions should be allowed to occur at any place 

that the electronic coupling is significant. This is a major 

limitation of the conventional surface-hopping technique. 

(6) Any electronic representation should be acceptable. 

It may be advantageous in some situations to employ a so­

called "diabatic" electronic representationS instead of the 

usual adiabatic (Born-Oppenheimer) electronic basis. 

(7) Electronic coherence should be described correctly. 

Accurate inclusion of quantum coherence associated with 

the electronic wave function is essential, and it has proved 

difficult to achieve in a classical-like theory based on proba­

bilities rather than amplitUdes. Electronic coherence effects 

can be very important. One example is the occurrence of 

"Stueckelberg oscillations,,2,3 that occur due to interference 

between two or more pathways to the same final state. Of 
perhaps more importance, at least in cdndensed phase appli­

cations, is the proper inclusion of the washing out of elec­

tronic coherence that occurs as trajectories diverge in phase 

space. 
( 8) The method should be a molecular dynamics ap-

proach. Thus, the method should reduce to conventional 

molecular dynamics when electronic transitions have van­

ishing probability. Furthermore, the atomic positions as a 

function of time should be accurately described by the en­

semble of trajectories, even in regions of strong electronic 

coupling. The probability of a final or intermediate outcome 

should be obtained simply by summing the trajectories that 

achieve that outcome. 

(9) Finally, the method must be accurate. This is the 

most difficult criterion to achieve. No classical mechanical 

theory of molecular motion can be accurate in all situations, 

so we are forced to limit our goals: the range of useful accura­

cy of the method should include as large a number as possi­

ble of interesting experimental situations, and should in­

clude situations involving large numbers of atoms, many 

electronic states and low (thermal) energies. 

Additional desirable features could be added to the list, 

but these will suffice for now. It is unlikely that any single 

method will best satisfy all of the criteria. Rather, different 

applications will require different procedures. Nevertheless, 

it would be valuable to find a method that incorporates the 

features listed here for as broad a range of applications as 

possible. In the next section we propose a candidate for such 

a method. The algorithm we propose satisfies all of the crite­

ria listed except, perhaps, the most important one (number 

9). Furthermore, it appears to be the simplest method that 

does so. 

III. THE METHOD 

As before, let r designate the electronic coordinates and 

R the atomic positions. More generally, r could be any "in­

ternal" quantized coordinates including, for example, a high 

frequency vibration if desired, and R are the "external" clas­

sical coordinates. The total Hamiltonian describing both 

electronic and atomic motion can be written 

(3) 

where Ho (r,R) is the electronic Hamiltonian for fixed atom­

ic positions and TR is the atomic motion kinetic energy oper­

ator. We now select any orthonormal set of electronic basis 

functions t/Jj (r;R) that depend parametrically on the atomic 

positions. These may be adiabatic (Born-Oppenheimer) 

wave functions, or any other convenient set of electronic 

wave functions. We define matrix elements of the electronic 

Hamiltonian with respect to the basis functions 

Vij(R) = (t/J; (r;R) IHo(r,R)t/J/r;R», (4) 

where as before brackets denote integration over electronic 

coordinates only. We also define the "nonadiabatic coupling 

vector" dij (R) 

(5) 

where the gradient is defined with respect to the atomic co­

ordinates R. 

We now assume that atomic motion can be described by 

some as yet unspecified trajectory 

R = R(t), (6) 

where t is time. We assume that R(t) is a continuous func-
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tion of time, but it need not have continuous derivatives, and 

it need not be the solution of any classical mechanical equa­

tions of motion. The electronic Hamiltonian Ho (r;R) is now 

a time-dependent operator, depending on time through 

R(t). We define a wave function 1/'(r,R,t) that describes the 

electronic state at time t. We expand 1/'(r,R,t) in terms of the 

electronic basis functions 

1/'(r,R,t) = L cj (t)tPj (r;R). 
(7) 

j 

The cj (I) are the complex-valued expansion coefficients. 

Substituting Eq. (7) into the time dependent electronic 

Schrooinger equation, mUltiplying from the left by tPk (r,R) 

and integrating over r gives 

iliCk = L cj ( Vkj - iliR·dkj ). 

j 

To obtain Eq. (8) we have made use ofthe chain rule, 

(8) 

(9) 

Equation (8) is the standard classical path method result.2 

For any assumed trajectory R(t), this set of coupled differ­

ential equations can be integrated numerically to obtain the 

amplitudes cj of each electronic state. Note that there are 

two terms which promote transitions between electronic 

states, the off-diagonal elements of the electronic Hamilto­

nian Vkj and the nonadiabatic coupling R·dkj • The Vkj van­

ish if the electronic basis functions have been defined in the 

adiabatic representation. 

It will be convenient to rewrite Eq. (8) in the equivalent 

density matrix notation. IS Define 

akj = Ckej 

Eq. (8) then becomes 

imkj = L {a/j [ Vkl - iliR'dkl ] 

I 

(10) 

(11) 

where we have used the following properties of a set of ortho­

normal basis functions tPj 

dlj = - dj /, 

dii = O. (12) 

The diagonal elements aii are the electronic state popula­

tions, and the off-diagonal elements akj define the coherence. 

From Eq. (11), the populations satisfy 

(13) 

where 

bkl = 21;-1 Im(at/ Vkl ) - 2 Re(a!/R·dkl ). (14) 

If the initial electronic state is chosen to be a pure state, then 

Eq. (11) is entirely equivalent to Eq. (8). Equation (11) is 

more general, however, since it admits the possibility of an 

initial mixed state. 

Our task is to develop a procedure for self-consistent 

selection of the trajectory R (t) that best satisfies the require­

ments listed in the previous section. We have already re­

stricted the choice to real-valued trajectories for practical 

reasons. We have also argued that, at least in weak coupling 

regions, a trajectory must move on a single potential energy 

surface, not some weighted average. The simplest way to 

achieve this is to require that each trajectory move on a sin­

gle potential energy surface at all times, interrupted only by 

the possibility of sudden switches from one state to another 

that occur in infinitesimal time. This will be a basic feature of 

our proposed method. It is not a necessary one, however. It is 

feasible to design a theory in which trajectories evolve on an 

effective potential that changes smoothly from that of the 

initial state to that ofthe final state during a finite time inter­

val. Such a method is currently under development by Web­

ster and co-workers,43 following earlier work of Pechukas.5 

See also the method of Dunne et al. ls Our choice of sudden 

state switches was made only for simplicity. 

The sudden switching of electronic states is a feature of 

the standard surface-hopping procedure.7
•
8 The surface­

hopping method has been successfully applied to a variety of 

situations which involve very localized regions of electronic 

coupling. It is not too surprising that a sudden switch of 

electronic states is appropriate in such cases. The sudden 

switch is more suspect in the present method for which 

switches can occur over extended regions of coupling. How­

ever, it may not be as harsh an approximation as it appears. 

When attempting to compare classical and quantal dynam­

ics, it is generally useful to consider the behavior of a swarm 

of trajectories rather than an individual trajectory. With the 

present method, each trajectory may make a sudden switch 

of states. But for a swarm of trajectories entering a broad 

region of coupling, some trajectories will switch early, others 

later, and the net result will he a gradual flow of flux from 

one state to the other. Thus, the sudden switch procedure 

may be quite acceptable even in situations where transitions 

are not localized. Furthermore, the resulting distribution of 

switching points provides a natural way to damp out quan­

tum coherence effects, as discussed below. 

A central feature of the method presented here is the 

algorithm that determines when an electronic state switch 

will occur. We propose an algorithm which minimizes the 

number of state switches, subject to maintaining the correct 

statistical distribution of state populations at all times. Justi­

fication for this "fewest switches" criterion is given below. 

The algorithm that satisfies this criterion can be easily de­

rived. Consider, first, a two-state system with a large number 

N of trajectories. At time t we assume that the number of 

trajectories assigned to state 1 is N; = a; I N, where a; I is the 

probability obtained by integration of Eq. (11). Similarly, 

N i = ai2 N at time t. At a short time t + ~t later, the state 

probabilities have changed slightly to all and 022' For defi­

niteness, let us assume all < ai I' a22 > ai2' In order to main­

tain the correct state populations NI = all Nand N2 

= a22 N, the number of trajectories switching from state 1 to 

state 2 in this time interval must exceed the number switch­

ing from 2 to 1. The fewest number of trajectory switches 

that can accomplish this is obtained if no switches from state 

2 to state 1 occur, and (a; I - all )N switches from state 1 to 

state 2 occur. Since there are initially a;IN trajectories in 

state 1, the probability that one of these will switch during 

this time interval is (a;l - all )/ail Z022At /0 11 for small 
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At. Thus, for a two-state system, the algorithm is as follows: 

Consider a trajectory which is in state 1 at integration step i. 

The trajectory is now integrated one time interval At, on 

state 1, to step i + 1. Equation (8) or Eq. (11) is also inte­

grated to obtain the state probabilities at step i + 1, all and 

a22' A uniform random number ~ between 0 and 1 is genera­

ted. A state switch from 1 to 2 will be invoked if 

Atb21 
-- >~, (lSa) 

all 

whereb 21 is defined in Eq. (14). Similarly, ifthe system is in 

state 2 a switch to state 1 will be invoked if 

Atb12 
-->~. 

a22 

(lSb) 

Note that for the two-state case, b 21 is equal to the time 

derivative of a22 , so the algorithm is consistent with the few­

est switches criterion discussed above. No transitions occur 

in regions of vanishing coupling. Furthermore, if the integra­

tion time step At is reduced the switching probability per 

step will be reduced by the same factor, but there will be 

proportionately more steps so the net switching probability 

through a finite region or finite time is independent of step 

size, as required. At any given time step, the switching prob­

ability is very small, approaching zero as At approaches 

zero. Finally, this algorithm will achieve the correct statisti­

cal populations of states 1 and 2. Thus, for a large ensemble 

of trajectories, the fraction that are in state 1 and state 2 at 

any time t will approach all (t) and aZ2 (t), respectively. 

This is easy to demonstrate. The net fractional increase F( t) 

of trajectories into state 1 in a time interval t to t + At is 

(16) 

where Pi (t) = au (t) is the fraction of trajectories in state i at 

time t, and Fi (t) is the fraction of trajectories on state i that 

switch to the other state during the time interval. From Eq. 

(15 ), 

F] (t) = - AtPI (t)H [ - PI (t) ]lPI (t), 

Fz(t) = - AtP2 (t)H [ - Pz(t) ]lPz(t), 

= AtP] (t)H [PI (t)]I Pz (t), 

(17a) 

(17b) 

where H(x) is the standard Heaviside (step) function. Sub­

stituting Eq. (17) into Eq. (16) gives 

F(t) = At {PI (t)H [ - PI (t)] + PI (t)H [PI (t) ]) 

= AtPI(t). (18) 

Thus,for an infinitesimal At, the rate of change of PI (t) is 

PI (t), as required. Extension of this algorithm to many elec­

tronic states is straightforward, so we are now ready to pres­

ent the method of molecular dynamics with electronic tran­

sitions. 

We assume that we have a practical way of generating 

all of the required interactions, the matrix elements of the 

electronic Hamiltonian Vij (R), and the nonadiabatic cou­

plings dij (R), for all relevant atomic positions R. Molecular 

dynamics with electronic transitions then proceeds as fol­

lows: 

Step 1. Initial conditions for the first trajectory are as­

signed consistent with the experiment to be simulated. This 

includes assignment of the initial positions and momenta of 

all of the atoms, and assignment of the initial electronic den­

sity matrix elements akj' Typically, only a single electronic 

state k will be populated initially, i.e., alj = {jlk {jjk' There is 

no reason, however, why the initial conditions could not cor­

respond to a coherent or incoherent mixture of electronic 

states. 

Step 2. The classical mechanical equations of motion for 

the atoms on the current potential energy surface Vkk are 

integrated for a small time interval At. Equations (8) for the 

electronic amplitudes or Eq. (11) for the density matrix ele­

ments are integrated along this trajectory. The time interval 

At may be a single numerical integration time step, or a few 

steps, so long as it is sufficiently short that the electronic 

probabilities change only slightly during any interval. 

Step 3. The switching probabilities gkj from the current 

electronic state k to all other states j are computed from the 

density matrix elements using Eq. (14) and the expression 

Atbjk 
gkj =--. 

akk 

(19) 

If gkj from Eq. (19) is negative, it is set equal to zero. A 

uniform random number, ~,O < ~ < 1, is then selected to de­

termine whether a switch to any statej will be invoked. For 

example, if k = 1, a switch to state 2 will occur if ~ <g]z' A 

switch to state 3 will occur if glz < ~ < glz + g13' etc. 

Step 4. If no switch occurs (the vast majority of out­

comes), return to step 2. If a switch to a different electronic 

state k ' has occurred, the trajectory will now begin to evolve 

on the potential energy surface Vk , k' , Furthermore, if at the 

current atomic positions R, V kk (R) =1= Vk'k' (R), then a ve­

locity adjustment must be made in order to conserve total 

energy. We choose to make this adjustment to the compo­

nent of velocity in the direction of the nonadiabatic coupling 

vector dkk , (R) at the position of the transition R. If 

Vk'k' (R) > V kk (R) and the velocity reduction required is 

greater than the component of velocity to be adjusted ("vir­

tual" transition), then the state switch is not invoked. Ad­

justment of the component of velocity along the nonadiaba­

tic coupling vector has been employed in surface hopping 

models,8,23-28 and has been justified by semiclassical argo­

ments.
13 

After the velocity adjustment has been made (if 

needed), return to step 2. 

This procedure is repeated until the trajectory has been 

declared finished by whatever criterion is appropriate. The 

sequence is then repeated for as many independent trajector­

ies as required to obtain statistically significant conclusions. 

Note that with the procedure proposed here, the electronic 

density matrix elements a ij are integrated continuously, with 

no resetting, throughout the entire trajectory, irrespective of 

how many state switches have occurred. In this way elec­

tronic quantum coherence effects are retained in this other­

wise classical mechanical theory. Consequences of this tech­

nique for treating coherence are discussed below. 

The core of the proposed method is the fewest switches 

criterion. One argument for imposing this constraint is illus­

trated schematically in Fig. 2. Consider a two-state problem, 

and let us examine an alternative switching algorithm. As 

before, at the end of each integration step a uniform random 
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two possible trajectories symbolic of the method proposed m thIS paper. 

number; is generated. But now, if; < a 11 the trajectory will 

remain in state 1 or switch to state 1 if it was in state 2. If 

; > a II' the trajectory will remain on or switch to state 2. 

This algorithm will, for an ensemble of trajectories, also pro­

duce the correct state populations at each time step. But the 

algorithm is unacceptable for other reasons, as illustrated in 

Fig. 2. Assume that the state populations evolve as a func­

tion of time as indicated in Fig. 2 (a). Figure 2 (b) illustrates 

schematically the effective potential V, Eq. (2), that the sys­

tem would evolve on with a best single trajectory procedure, 

e.g., the time-dependent Hartree method. Note that after it 

leaves the region of electronic coupling, the system evolves 

on an unphysical weighted average interaction potential. 

The switching algorithm just discussed is illustrated in Fig. 

2(c). At every integration step there is a relatively large 

probability of a state switch, as illustrated by the schematic 

trajectory. As the integration time interval becomes arbitrar­

ily small, state switches occur at arbitrarily close intervals of 

time. The net effect is that the trajectory evolves on a weight­

ed average of the two potentials. Thus this rapid switching 

algorithm essentially reproduces the unsatisfactory time-de­

pendent Hartree result. Furthermore, state switches contin­

ue to occur even when the system is outside the region of 

strong electronic coupling, again unacceptable. The pro­

posed fewest switches algorithm, illustrated in Fig. 2(d), 

overcomes these deficiencies. 

IV. COMPARISON WITH ACCURATE QUANTUM 
RESULTS 

In this section we apply the method proposed above to 

three model problems for which we have also obtained accu­

rate numerical quantum mechanical solutions. Each of the 

models is a one-dimensional, two-state system with an atom­

ic mass chosen to be 2000 a. u. (atomic units will be used 

throughout). For comparison, the mass of the hydrogen 

atom is 1836 a.u., so we may anticipate significant quantum 

effects associated with motion on a single potential energy 

surface that the classical theory has no hope of reproducing. 

The quantum solutions were obtained by propagating 

wave packets by the fast fourier transform technique. We 

employed exactly the procedure reported by Kosloff and 

Kosloff,44 generalized to two electronic states. The wave 

packet t/J(x,t) was initially chosen to be Gaussian, 

t/J(x,O) = exp(ikx)exp[ - (X/U)2]. (20) 

The width parameter u was typically chosen to be 20 times 

the inverse of the momentum k. Thus the initial wave packet 

had an energy spread of about ± 10% of its initial energy, 

resulting in the possibility of some damping of quantum in­

terference effects. For the examples studied, this was not a 

significant problem. Both diabatic and adiabatic representa­

tions were employed for the quantal calculations, giving the 

same results, as required. 

The molecular dynamics simulations employed the 

adiabatic representation in all cases. Equation (8) for the 

electronic amplitudes and the classical mechanical equa­

tions of motion for the particle were integrated numerically 

using the Runge-Kutta-Gill method.45 This method was 

chosen because it is a self-starting method, so no special 

treatment was required at each state switch. Results were 

shown to be independent of the integration time interval !:J..t 

so long as it was chosen sufficiently small. A sampling of 

2000 trajectories was obtained for each run. The probabili­

ties of each final outcome reported for the molecular dynam­

ics methods were obtained by dividing the number of trajec­

tories that achieved that outcome by the total, 2000, i.e., 

trajectories were simply counted with equal weightings. 

A. Simple avoided crossing 

The first model problem is defined by the following in­

teractions in the diabatic representation: 
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VI1 (x) =A [1-exp( -Bx»), x>O, 

VI1 (x) = -A [1-exp(Bx)], x<O, 

V22 (x) = - VI1 (x), 

V12 (x) = V21 (x) = C exp( - Dx2
). 

(21) 

The choices of parameters used for this calculation were 

A = 0.01, B = 1.6, C = O.OOS, and D = 1.0, all in atomic 

units. The electronic states and potential energy curves in 

the adiabatic representation are obtained by diagonalizing 

the 2 X 2 matrix of elements Vij' The resulting adiabatic po­

tentials are shown in Fig. 3(a). Also shown in this figure is 

the nonadiabatic coupling strength d 12 , defined by Eq. (S). 

The system was prepared in the lowest energy state in the 

asymptotic negative x region with a positive momentum, 

and the equations of motion were integrated until the parti­

cles or packet had completely left the interaction region. 

Comparison of the trajectory results with the quantum me­

chanical standard is shown in Fig. 4(a)-(c). Also shown for 
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FlO. 3. Adiabatic potential energy curves (solid) and nonadiabatic cou­

pling strength (dashed) as a function of position x. All quantities are in 

atomic units. (a) Simple avoided crossing model. (b) Dual crossing model. 

(c) Extended coupling with reflection model. 

comparison is the result of the Landau-Zener approxima­

tion2 for the probability of transition P 12 between adiabatic 

states 

P [ 
2 ( dV11 dV22 )] 

12:::::exp -21TV12/ ~-~ X (22) 

with all parameters including the velocity x evaluated at the 

crossing x = O. 

Agreement between trajectory and quantal results is es­

sentially quantitative, except for the lowest energy quantal 

point calculated which shows some tunneling through the 

potential barrier of the lower adiabatic surface. Agreement 

at the higher energies is no surprise; even the Landau-Zener 

approximation is adequate here. Single path methods and 

standard surface-hopping methods will be of quantitative 

accuracy at high energy also. 

The model is more challenging for kinetic energies be­

low the asymptotic energy of the upper potential curve, in 

this case E < 0.02 a.u. or k < 8.9 a.u. [the position of the 

discontinuity in the trajectory results of Fig. 4 (c) ]. Below 

this energy there can be no final population in the upper 

electronic state (although single path methods will give con­

siderable upper state population). However, in the range 

7.7 < k < 8.9, the particle has enough energy to be temporar­

ily trapped in the well of the upper state. This trapping pro­

duces a possibility of momentum reversal, i.e., the particle 

may scatter back to negative x as shown by the peak in Fig. 

4(b). The quantal and trajectory results are in excellent 

agreement for this process that cannot be described at all by 

single trajectory methods . 

Finally, at momenta k < 4.S the classical particle cannot 

surmount the potential barrier of the lower adiabatic state, 

and is reflected with 100% probability. Thus, there is step 

function behavior in the trajectory results for transmission 

[Fig. 4(a)] and reflection [Fig. 4(b)]. The quantal results 

round off this step function somewhat due to tunneling and 

barrier reflection. But the rounding is not too severe, par­

ticularly considering that the atomic mass selected is about 

equal to that of the hydrogen atom. 

B. Dual avoided crossing 

The second model problem is much more demanding 

for any classical mechanical based theory. It exhibits two 

avoided crossings which will produce quantum interference 

effects (Stueckelberg oscillations2) in the excitation proba­

bilities. The interactions in the diabatic representation are 

VI1 (x) = 0, 

V22 (x) = - A exp( - Bx2
) + Eo, 

VI2 (x) = V21 (x) = C exp( - Dx2
), (23) 

with the parameters chosen to be A = 0.10, B = 0.28, 

Eo = O.OS, C = 0.0 IS, and D = 0.06. The resulting adiabatic 

potential curves and nonadiabatic coupling are shown in 

Fig.3(b). 

The quantal and trajectory results are in good agree­

ment at the high energies, both exhibiting strong Steuckel­

berg oscillations, Figs. S (a)-S (c). The ability of the molecu­

lar dynamics method to reproduce this quantum effect is a 

J. Chern. Phys., Vol. 93, No.2, 15 July 1990  This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

130.126.255.226 On: Wed, 10 Sep 2014 17:51:42



1068 John C. Tully: Electronic transitions 

(a) 

0.5 

0 

(b) 

~ 

A-"0 l-
:J 

~ 0.5 
m 
0 
It: 
a.. 

0 

(c) 

0.5 '" 
.,.,,..--

'" '" / 
/ 

I 
I 

0 

0 10 20 30 

k (a.u.) 

FIG. 4. Simple avoided crossing model. (a) Probability of transmission on 

the lower electronic state. (b) Probability of reflection on the lower state. 

(c) Probability of transmission on the upper state. Open circles are accurate 

quantum mechanical results. Dashed curves are the Landau-Zener approx­

imation. Filled circles, connected by straight lines, are the results of the 

molecular dynamics with electronic transitions method. Each solid point 

was computed from 2000 trajectories. The statistical uncertainty of each 

solid point is ::s; 0.02. 

result of integrating Eq. (8) coherently throughout the en­

tire trajectory. We emphasize that the molecular dynamics 

probabilities shown in Figs. 4-6 were obtained simply by 

counting the trajectories that ended up in each state. Thus, 

not only must the amplitudes computed by Eq. (8) correctly 

incorporate the quantum interferences, but the switching al­

gorithm, Eq. (19), must achieve a statistical apportioning of 

the trajectories to each state that correctly reproduces the 

probabilities le:1 computed by Eq. (8). 

At low energies the trajectory and quantal oscillations 

become out of phase, as shown in Figs. 5(a)-5(c). The dis­

crepancy is particularly significant at energies below 0.05, 

(loge E < 3), for which the excited state is not asymptotical­

ly accessible. At these energies the excited state is still acces­

sible in the region of its well. Flux trapped in the well may be 
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FIG. 5. Dual avoided crossing model. (a) Probability of transmission on 

the lower state. (b) Probability of reflection on the lower state. (c) Proba­

bility of transmission on the upper state. Symbols are the same as for Fig. 4. 

reflected back in the negative x direction. The probability of 

reflection is thus controlled entirely by nonadiabatic transi­

tions, and is very sensitive to quantum interference effects. 

The final assessment of the performance of the trajec­

tory method for this model problem is mixed. It is certainly 

encouraging that the method can reproduce the quantum 

interference effects so well at high energy, but the low energy 

discrepancy is disappointing. We can be hopeful that in 

many-atom systems at low energies the quantum interfer­

ence effects will largely wash out, thereby removing the 

source of this type of discrepancy. This will have to be inves­

tigated in future studies. 

C. Extended coupling with reflection 

The third and final model we examine is probably the 

most difficult for a classical mechanical based theory to ad­

dress. It involves an extended region of strong nonadiabatic 

coupling. In addition, the excited potential curve is repulsive 

for values of x> 0, so trajectories on the excited state will be 
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FIG. 6. Extended coupling with reflection model. (a) Probability of trans­

mission on the lower state. (b) Probability ofreflection on the lower state. 

(c) Probability of reflection on the upper state. Symbols are the same as for 

Fig. 4. Dashed curves were obtained by averaging the molecular dynamics 

results over a Gaussian distribution of initial momenta, with width equal to 

that of the wave packet employed in the quantal calculation. 

reflected while those on the ground state will be transmitted. 

Single trajectory approaches are useless for this model, at 

least at low energies. Nevertheless, the model is representa­

tive of the majority of physically relevant low-energy, many­

atom systems; trajectories on different potentials generally 

end up in very different regions of space. 

The interactions in the diabatic representation are 

VlI = A, V22 = -A, 

V12 =Bexp(Cx), x<O, 

V12 = B [2 - exp( - Cx)], x>O. (24) 

The parameters were chosen to be A = 6 X 10 - 4 , B :::;:: 0.10, 

and C = 0.90. The adiabatic potential curves and nonadia­

batic coupling strength are shown in Fig. 3 ( c ). For this 

model, both the trajectory and quantal calculations were 

performed exclusively in the adiabatic representation since 

the potential energy coupling V 12 does not vanish as x ..... 00; 

i.e., the diabatic states are coupled asymptotically. 

Results are shown in Figs. 6(a)-6(c).Agreement be­

tween the quantal and trajectory values for the transmission 

probability is excellent at all energies [Fig. 6(a)]. Thus, the 

extended coupling region appears to pose no problem to the 

trajectory approach; electronic transitions need not be con­

fined to localized regions. 

There are two possible final reflected channels, states 1 

and 2. The sums of the probabilities of the two reflected 

channels are in excellent agreement, since they equal one 

minus the transmitted probabilities. The partitioning 

between the two reflected channels is not in detailed agree­

ment. The quantum mechanical results show a smooth de­

pendence on energy, whereas the trajectory results show a 

high frequency oscillation. Thus, the trajectory method ex­

hibits a quantum interference effect that is absent in the true 

quantal result. This interference effect arises via Eq. (8) 

from phase coherence between the first and second passages 

through the electronic coupling region, i.e., a Stueckelberg 

oscillation analogous to the previous model. The oscillations 

are absent in the quantal solution because only one of the two 

interfering wave packets is present at the second arrival in 

the coupling region. The excited state wave packet has re­

flected off the barrier and returned, but the ground state 

wave packet has continued to large positive x, never to re­

turn. Thus there should be no interference. 

Fortunately, on average the trajectory result is accurate, 

and the oscillations are of sufficiently high frequency that in 

realistic multidimensional applications they would be ex­

pected to wash out. The dashed curves of Fig. 6 were ob­

tained by averaging the trajectory results over the same 

spread of momenta embodied in the wave packet employed 

in the quantal calculation. Oscillations are almost complete­

ly removed, and classical and quantal calculations are thus 

in complete agreement. It is interesting, however, that the 

shortcoming of the classical mechanical based theory in this 

case is that it exhibits to much phase coherence, not too little. 

V. DISCUSSION 

We have presented a method for carrying out molecular 

dynamics simulations in systems in which electronic transi­

tions occur. The method is practical, and can be applied to 

situations involving large numbers of atoms. It should also 

be applicable to other mixed quantum-classical situations 

such as vibrational relaxation. The method has features in 

common with the standard surface-hopping technique, but 

the proposed method does not require that state switches 

occur only in localized regions, it can accommodate any 

number of coupled electronic states, and it retains electronic 

phase coherence along the entire trajectory. The method au­

tomatically chooses when and where a state switch occurs, 

and the electronic state populations at any time are given 

simply by the fractional number of trajectories that are as­

signed to that state. 

As with any mixed quantal-classical dynamics ap­

proach, the method cannot succeed in all situations. A major 

source of concern with the method is the treatment of elec­

tronic coherence. Equations (8) or, equivalently, Eqs. (11) 

governing the evolution of the electronic states are integrat-
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ed coherently throughout the entire trajectory. This is essen­

tial to reproduce quantum interference effects such as those 

that arise in the second model problem of the previous sec­

tion. But in many-atom systems, coherence effects should 

tend to wash out. 46 This occurs in the present model in a 

natural way. For an ensemble of trajectories with identical 

initial conditions, each individual trajectory will follow its 

own separate path. Each trajectory will switch to a different 

state at a slightly different time, and therefore evolve differ­

ently. This spreading of trajectories will increase with in­

creasing time, particularly in situations exhibiting exponen­

tially diverging trajectories. Since the electronic amplitudes 

are evaluated separately along each trajectory, the diver­

gence of paths will lead to a loss of phase coherence when 

summing the results of all trajectories. 

This treatment of coherence may not be optimal for all 

situations. In particular, in order for the proper loss of coher­

ence to be manifested, a large ensemble of trajectories may be 

required. This may be prohibitively laborious in some con­

densed phase appJications where conventionally only one or 

a very few trajectories are integrated. It might be advanta­

geous in such cases to perform some "prior averaging" by 

introducing a coherence damping. A simple way to do this 

within the current method is to employ a modification ofEq. 

( 11) in which a damping term has been added47 

- a kl [ Vlj - i1iR-dlj]} - ilir( 1 - /)kj )akp (25) 

where the delta function /)kj insures that the diagonal ele­

ments are not damped. Whether this or some alternative 

coherence damping procedure will be useful for particular 

applications must await further study. There are some ob­

vious objections to employing Eq. (25), however. First, 

there is no clear method for choosing the magnitude of the 

arbitrary damping parameter r. More importantly, it may 

well be essential to retain some coherence effects, even in 

condensed phase applications. For example, the undamped 

equations, Eq. (11), are invariant to a change in representa­

tion, e.g., adiabatic vs diabatic. But a diabatic state corre­

sponds to a coherent mixture of adiabatic states. If an adia­

batic basis were used in a region where diabatic states were 

more natural, or vice-versa, damping of coherence as in Eq. 

(25) would be improper. Thus, inclusion of an ad hoc coher­

ence damping destroys the invariance to choice of represen­

tation and requires prior insight into the physics of the situa­

tion, thereby compromising the unbiased applicability of the 

method. 

A second concern with the current method is the as­

sumption that electronic state switches happen suddenly, in 

infinitesimal time. This appears to the author to be a reason­

able assumption. As discussed, an ensemble of trajectories 

evolves smoothly from one state to another, with some tra­

jectories making the sudden switch early and some late. But 

intuition is certainly not adequate justification. This as­

sumption must be tested. An alternative method for molecu­

lar dynamics with electronic transitions under development 

by Webster et al.,43 does not require transitions to occur 

suddenly. Rather, an effective Pechukas forceS carries the 

trajectory smoothly from one potential energy surface to an­

other. It will be instructive to compare results of the pro­

posed method of Webster et ai., with those of the present 

method on identical problems. 

In summary, based on the initial tests of the previous 

section, the method developed here is quite promising. It is 

very difficult to make a definitive test of such a method, of 

course. One dimensional models generally greatly exagger­

ate the defects of classical mechanical based theories. In par­

ticular, the models examined here exhibit strong quantal be­

havior (the particle mass was taken to be that of a hydrogen 

atom). Nevertheless, agreement is encouraging. It would be 

preferable to compare the method against an accurate quan­

tal treatment of a realistic many-dimensional system, but 

tractable quantum mechanical methods for such systems do 

not yet exist. Comparison with experiment is unreliable be­

cause of the uncertainty of the assumed interaction poten­

tials. The model problems examined here give only a prelimi­

nary indication of the validity of the approach. But two of 

the model problems were intentionally chosen to pose a diffi­

cult challenge to the method. If the success on these prob­

lems carries over to more complex systems, then the method 

proposed here could greatly increase the number of pro­

cesses amenable to realistic simulation by molecular dynam­

ics. 

'M. F. Herman and E. Kluk, in Dynamical Processes in Condensed Matter, 

edited by M. W. Evans (Wiley, New York, 1985), p. 577. 

2E. E. Nikitin, Theory of Elementary Atomic and Molecular Processes in 

Gases (Clarendon, Oxford, 1974). 

3M. S. Child, in Atom-Molecule Collision Theory, edited by R. B. Bernstein 

(Plenum, New York, 1979), p. 427. 

4M. Baer, in Theory of Chemical Reaction Dynamics, edited by M. Baer 

(CRC, Boca Raton, 1985), Vol. II, p. 219. 

5p. Pechukas, Phys. Rev. 181,174 (1969). 

"P. Pechukas and J. P. Davis, J. Chern. Phys. 56, 4970 (1972). 

7J. C. Tully and R. K. Preston, J. Chern. Phys. 55, 562 (1971). 

"J. C. Tully, in Dynamics of Molecular Collisions edited by W. H. Miller 

(Plenum, New York, 1976), Part B, p. 217. 

9W. H. Miller and T. F. George, J. Chern. Phys. 56, 5637 (1972). 

lOW. H. Miller, Adv. Chern. Phys. 25, 69 (1974). 

11 W. H. MiIlerandC. W. McCurdy,J. Chern. Phys. 69, 5163 (1978); C. W. 

McCurdy, H. D. Meyer, and W. H. Miller, ibid. 70, 3177 (1979). H. D. 

Meyer and W. H. Miller, ibid. 70, 3214 (1979); 72, 2272 (1980). 

12K. J. Sebastian, Chern. Phys. Lett. 81,14 (1981). 

13M. F. Herman, J. Chern. Phys. 76, 2949 (1982); 79, 2771 (1983); 81, 754, 

764 (1984); 87, 4779 (1987); M. F. Herman and E. Kluk, Chern. Phys. 

91,27 (1984). 

14D. A. Micha,J. Chern. Phys. 78, 7139 (1983); P. K. Swarninathan, B. C. 

Garrett, and C. S. Murthy, ibid. 88, 2822 (1988). 

15 L. J. Dunne, J. N. Murrell, and J. G. Stamper, Chern. Phys. Lett. 112,497 

(1984). 

IOH. K. McDowell, J. Chern. Phys. 83, 772 (1985); 86, 5763 (1987). 

17B. Carmeli and D. Chandler, J. Chern. Phys. 82, 3400 (1985). 

18S. Sawada and H. Metiu, J. Chern. Phys. 84, 227 (1986); B. Jackson and 

H. Metiu, ibid. 85, 4129 (1986). 

19D. Dehareng, Chern. Phys. 110, 375 (1986). 

20p. G. Wolynes, J. Chern. Phys. 86,1957 (1987); 87, 6559 (1987). 

21 H. Nakamura, J. Chern. Phys. 87, 4031 (1987). 

22 J. E. Straub and B. J. Berne, J. Chern. Phys. 87, 6111 (1987). 

23 J. R. Stine and J. T. Muckerman, J. Chern. Phys. 65, 3975 (1976); 68,185 

(1978); J. Phys. Chern. 91, 459 (1987). 
24D. P. Ali and W. H. Miller, J. Chern. Phys. 78, 6640 (1983). 

2'N. C. Blais and D. G. Truhlar, J. Chern. Phys. 79,1334 (1983); N. C. 

Blais, D. G. Truhlar, and C. A. Mead, ibid. 89, 6204 (1988). 
26R. E. Cline, Jr. and P. G. Wolynes, J. Chern. Phys. 86, 3836 (1987). 

27 C. W. Eaker, J. Chern. Phys. 87, 4532 (1987). 

J. Chern. Phys., Vol. 93, No.2, 15 July 1990  This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

130.126.255.226 On: Wed, 10 Sep 2014 17:51:42



John C. Tully: Electronic transitions 1071 

28G. Parlant and E. A. Gislason, J. Chem. Phys. 91, 4416 (1989); B. Space 

and D. F. Coker, J. Chern. Phys. (in press). 

29M. H. Mittleman, Phys. Rev. 122,449 (1961). 

30 J. B. Delos, W. B. Thorson, and S. K. Knudsen, Phys. Rev. A 6, 709 

( 1972). 

31 G. D. Billing, Chern. Phys. Lett. 30, 391 (1975). 

32D. Kumomoto and R. Silbey, J. Chern. Phys. 75, 5164 (1981). 

33D. J. Diestler, J. Chern. Phys. 78, 2240 (1983). 

34Z. Kirson, R. B. Gerber, A. Nitzan, and M. A. Ratner, Surf. Sci. 137, 527 

(1984); 151, 531 (1985). 

3SS. Sawada, A. Nitzan, and H. Metiu, Phys. Rev. B 32,851 (1985). 

36K. J. Schafer, J. D. Garcia, and N. H. Kwong, Phys. Rev. B 36, 1872 

(1987). 

37 Z. Kotler, R. Kosloff, andA. Nitzan, Chern. Phys. Lett. 153, 483 (1988). 

38M. Amarouche, F. X. Gadea, and J. Durup, Chern. Phys. 130, 145 

( 1989). 

39 A. T. Amos, K. W. Sulston, and S. G. Davidson, Adv. Chem. Phys. 76, 

335 (1989). 

4OH. S. W. Massey, Rep. Progr. Phys. 12,248 (1949). 

41 D. Chandler, ACS National Meeting, Miami Beach, 1989 (unpublished). 

42 J. C. Tully, J. Chem. Phys. 60, 3042 (1974); State to State Chemistry, 

edited by P. R. Brooks and E. F. Hayes, ACS Symposium Series 56, 

(ACS, Washington, DC, 1977), p. 206. 

4JF. Webster, P. J. Rossky, and R. A. Friesner (unpublished). 

44 D. Kosloff and R. Kosloff, J. Compo Phys. 52, 35 (1983). 

4S M. J. Romanelli, in Mathematical Methods/or Digital Computers, edited 

by A. Ralston and H. S. Wilf (Wiley, New York, 1960), Chap. 9. 

46J. N. Onuchicand P. G. Wolynes, J. Phys. Chern. 92, 6495 (1988). 

47 An alternative prescription for damping has been proposed in Ref. 15 and 

L. J. Dunne, Int. J. Q. Chern. 32, 31 (1987). 

J. Chem. Phys., Vol. 93, No.2, 15 July 1990  This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

130.126.255.226 On: Wed, 10 Sep 2014 17:51:42


