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ABSTRACT

Aqueous cosolvent systems (ACoSs) are mixtures of small polar molecules such as amides, alcohols, dimethyl sulfoxide, or ions in water.
These liquids have been the focus of fundamental studies due to their complex intermolecular interactions as well as their broad applica-
tions in chemistry, medicine, and materials science. ACoSs are fully miscible at the macroscopic level but exhibit nanometer-scale spatial
heterogeneity. ACoSs have recently received renewed attention within the chemical physics community as model systems to explore the rela-
tionship between intermolecular interactions and microscopic liquid–liquid phase separation. In this perspective, we provide an overview
of ACoS spatial segregation, dynamic heterogeneity, and multiscale relaxation dynamics. We describe emerging approaches to characterize
liquid microstructure, H-bond networks, and dynamics using modern experimental tools combined with molecular dynamics simulations
and network-based analysis techniques.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0007647., s

I. INTRODUCTION

Aqueous cosolvent systems (ACoSs) are binary mixtures
composed of small, polar organic molecules, such as alcohols,
dimethyl sulfoxide, or amides in water. ACoSs exhibit composition-
dependent bulk properties that deviate significantly from the ideal
behavior as a result of microscopic heterogeneity and liquid–liquid
phase separation.1–10 These properties are often exploited in chem-
ical synthesis where solubility and reaction kinetics can be modu-
lated by tuning ACoS composition.10,11 In recent years, ACoSs have
received renewed attention because heterogeneous binary liquids are
minimal model systems for understanding spontaneous assembly in
multicomponent biological systems, in particular, since phase sep-
aration results from a subtle balance of intermolecular interactions
across different components. Specifically, subcellular cytosolic com-
partments enriched in certain proteins or nucleic acids, known as
“membraneless organelles,” can be considered a complex example
of liquid–liquid phase separation.12–14

Similarly, concentrated aqueous electrolyte solutions have
recently received attention within the physical chemistry commu-
nity because these solutions exhibit partial phase separation. Part
of this renewed interest in ionic compounds also arises from their

potential for use in next-generation water-based electrolytes for
lithium-ion or zinc batteries.15–18 Ionic compounds are not “cosol-
vents”; however, the complex properties of ionic solutions mirror
those of organic ACoSs. The majority of this perspective is focused
on organic ACoSs, but we also discuss ionic compounds as a point
of comparison to highlight important parallels between the two
systems.

II. MICROSCOPIC HETEROGENEITY

Spatial heterogeneity can be understood in terms of non-
uniform composition gradients; microscopic phase separation
describes the limit in which each component remains sepa-
rated by a well-defined interface. Figure 1(a) shows the clus-
tered microstructure of a DMSO–water system. Disrupted H-
bonds are present near the interface between two regions, and
bulk-like tetrahedral H-bond structures are observed in water-
rich regions. Heterogeneity results from the subtle balance
between water–water, water–cosolvent, and cosolvent–cosolvent
intermolecular forces. Given the noncovalent nature of these
interactions, quantitatively describing ACoS heterogeneity remains
challenging.
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FIG. 1. (a) Illustration of uniformly distributed (left) and clustered (right) aqueous
cosolvent systems (ACoSs). Yellow and red represent amphiphilic molecules of
ions and water, respectively. Light red circles indicate interfacial regions with dis-
rupted H-bonds. (b) Example of molecular distribution (left) and H-bond networks
(right) of a heterogeneous DMSO–water mixture generated from an MD snap-
shot. The nodes represent water molecules, and the edges represent H-bonds.
Reprinted with permission from Oh et al., J. Phys. Chem. Lett. 11, 1903 (2020).
Copyright 2020 American Chemical Society.

Molecular dynamics (MD) simulations provide the most com-
plete description of a liquid: the exact positions of all atoms as a
function of time are represented in each trajectory. However, quan-
tifying the microscopic liquid structure, nevertheless, requires novel
analysis tools because traditional methods, such as pair correla-
tion functions, often fail to provide insights into the microstruc-
ture of heterogeneous liquids. Network-based analysis tools have
recently been applied to ACoS simulations.19 Within these models,
H-bonded or spatially colocalized molecules are considered to be
“connected” to each other in the network. Analysis algorithms can
be applied to describe the topology of the network, which can then
describe the extended structure and interactions within the liquids
[Fig. 1(b)].20–29

One could argue that ACoS descriptions derived fromMD sim-
ulations are highly dependent on the choice of force field because
intermolecular interactions are difficult to model with classical
MD.30,31 Nonetheless, microheterogeneity is observed using a vari-
ety of force fields.19,29,32,33 Specific liquid morphologies may be
model dependent, but phase separation itself is readily captured with
relatively simple united-atommodels.34 For instance, Perera and co-
workers reported aggregate structures in alcohol–water,32,35 DMSO–
water,29 and other ACoSs using a variety of force fields and meth-
ods.29,32,35–40 Similarly, in ionic solutions, despite strong electro-
static interactions, cluster morphologies emerge from a combination
of electrolyte properties.25,41–44 Mason and co-workers investigated

the differences between guanidinium sulfate and guanidinium thio-
cyanate using neutron diffraction and MD simulations and showed
that only sulfate leads to phase separation.45,46 Similarly, Cho and co-
workers used ultrafast spectroscopy together with MD simulations
to show that chaotropic anions build ion networks intertwined with
water networks, while kosmotropic anions form quasi-crystalline
ion clusters.47–51 These examples showcase the powerful combina-
tion of molecular spectroscopy and simulations: Experiments are
used to benchmark force fields ensuring that the MD produces an
accurate description of the microscopic ensembles, and then, tra-
jectories are analyzed to link specific molecular interactions with
solvent properties of interest.39,52–55

Liquid microstructure is perhaps one defining aspect of ACoSs;
however, the evolving environments within the liquid are signifi-
cantly more challenging to characterize. Dynamics in ACoSs span
several timescales, and therefore, the measured relaxation rates are
highly dependent on the experimental technique as well as the
experimental probe employed. Even within the same ACoSs, dif-
ferent measurements capture different dynamics.18,21,55–72 For exam-
ple, ultrafast spectroscopy on vibrational probes reports on the fast
H-bond exchange.19,57–61,72–74 Time-resolved fluorescence measure-
ments report on solvation dynamics as well as the molecular reori-
entation probe itself.19,74,76,77 Measured lifetimes are interpreted in
terms of the local solvation environment around the probe, which
is sometimes modeled using MD simulations.65 The relationship
between molecular interactions, phase separation, and local dynam-
ics is unique to each system. In DMSO–water ACoSs, for example,
picosecond dynamics are fastest around 35 mol. % DMSO, which
coincides with the highest positive deviation in density, suggesting
that bulk properties, such as average molecular packing efficiency,
provide incomplete descriptions of the molecular interactions in
ACoSs.5,19

In this perspective, we present an overview of the current
understanding of ACoSs and provide an outlook focused on major
obstacles that must be overcome to achieve a comprehensive
description that links molecular interactions to microscopic hetero-
geneity in these complex liquids.

III. INTERMOLECULAR INTERACTIONS

Thermodynamics provides the most fundamental descriptions
of ACoSs. Liquid heterogeneity, dynamics, and bulk properties of
ACoSs are fundamentally determined by intermolecular interactions
among different components. Initial ACoS studies focused on bulk
thermodynamics, including excess enthalpies or entropies of mix-
ing or excess volume, to describe the deviations from ideality. These
quantities are useful because they can be directly computed from
pair correlation functions via Kirkwood–Buff integrals.29,32,35–37,39,40

Such bulk quantities provide limited insight into the microstructure
and intermolecular interactions in the liquids yet are nonetheless
useful benchmarks for models and simulations.32,37,39,75

A. H-bond energies and configurations

Significant efforts have been dedicated to accurately modeling
H-bond interactions. Energies and configurations have been com-
puted using a wide repertoire of electronic structure methods.76–81

Experimentally determining H-bond thermodynamics remains
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difficult as H-bond making/breaking involves reorganization of the
extended network, and as a result, measured enthalpies are highly
composition-dependent. In this section, we provide examples of
commonly studied systems to illustrate key challenges associated
with characterizing H-bonding in ACoSs.

Water contains an equal number of H-bond donors and
acceptors, forming an approximately tetrahedral H-bond network.82

Within low cosolvent concentrations, the donor/acceptor balance
and the tetrahedral structures are largely preserved. Higher cosol-
vent concentrations alter this donor/acceptor balance, resulting in
unoccupied H-bond sites. H-bond populations are therefore highly
composition dependent.32,35–38,42–44,46,83,84 For example, DMSO can
accept two H-bonds through its oxygen lone pairs; however,
DMSO–DMSO non-polar interactions contribute to molecular seg-
regation, producing a mosaic of H-bonding environments.1,65,85

H-bond networks are largely preserved in the water-rich regions
despite the overall donor/acceptor imbalance.76–78 MD simulations
suggest stable 1-DMSO:2-water structures in dilute DMSO solutions
and stable 2-DMSO:1-water species in the DMSO-rich (>50 mol. %)
regime.76–78 Bagchi and co-workers suggested the presence of per-
colating water networks in aqueous DMSO solutions.65,86–88 Oh
et al. proposed the “step in” mechanism involving two species
to describe the H-bond forming and breaking mechanism in
DMSO–water mixtures.89 These examples highlight the complex-
ity of H-bond making/breaking mechanisms in heterogeneous
solutions.

Alcohols have been widely studied due to their importance
in chemical and industrial applications. Alcohol–water ACoS het-
erogeneity, in particular, has been characterized using neutron
diffraction, vibrational spectroscopy, and an array of MD simu-
lations.1,9,21,41,84,90 Nishi et al. proposed the presence of a distinct
(C2H5OH)m(H2O)n species whose composition varied significantly
with the ethanol mole ratio.91,92 Another challenging cosolvent is
tert-butyl alcohol. Kusalik et al. found phase separation in con-
centrations as low as 8 mol. %.91 Elber and co-workers showed
that minor alterations to the Lennard-Jones coefficients improve
the accuracy of the predicted bulk liquid properties.34 These stud-
ies, once again, show that phase separation is the result of a sub-
tle balance between the interaction potentials for different species.
Another interesting polar moleculeN-methyl acetamide (NMA) has
received significant attention, particularly within the ultrafast com-
munity, as a minimal amino-acid model.93 Recently, Pshenichnikov

and co-workers showed that hydrophobic interactions between
methyl groups in aqueous NMA induce clustering,94 suggesting
that the protein backbone may contribute significantly to folding
through hydrophobic collapse and self H-bond interactions.

Comparing composition-dependentH-bond populations across
different cosolvents is a common approach to connect inter-
molecular interactions, heterogeneity, and H-bonding environ-
ments.36,37,53,74,95–97 While this approach appears useful at the first
glance, replacing even one atom alters the cosolvent properties
and therefore produces widely different ACoS environments; thus,
comparative studies often fail to produce fundamental insights.
For example, acetone differs from DMSO by only one atom,
but replacing S with C alters the molecular geometry from pla-
nar to non-planar and lowers the dipole moment strength (2.91
D and 3.96 D for acetone and DMSO, respectively).98,99 Water–
acetone H-bond enthalpies (∼20 kJ/mol) are significantly weaker
than DMSO–water enthalpies (∼60 kJ/mol).95,100 Within a com-
parative approach, MD simulations have one important advan-
tage: molecular properties such as atomic charges and Van der
Waals radii can be controlled independently of molecular geome-
tries. Indeed, force field comparisons are useful in understand-
ing the relation between intermolecular interactions and phase
separation.36,37,53,74,95–97

B. Extended H-bond structures

The specific mechanisms by which the cosolvent perturbs
the H-bond networks and, more importantly, the role of H-
bonding in microscopic segregation are not completely under-
stood.1,34,53,95–97 The need to achieve a mechanistic picture has
recently driven the development of quantitative methods based on
models adopted from graph theory. These mathematical tools are
ideally suited to describing cosolvent effects on H-bond network
topologies.47–51,103,104 Within this approach, a givenH-bond network
is described as an adjacencymatrix representing vertices (molecules)
and edges (H-bonds). In water, each molecule can make up to
four H-bonds although 5-bond configurations are observed tran-
siently.30 An example of an H-bond network in a DMSO–water
ACoS is shown in Fig. 1(b). Eigenvectors of the matrix represent the
instantaneous size of the networks.19 Cho and co-workers recently
developed mathematical tools to characterize aggregation in aque-
ous electrolytes.50,105,106 Simulations predict ion clusters within the

FIG. 2. Snapshots of MD simulation tra-
jectories showing water channels in an
electrolyte solution. Reprinted with per-
mission from Lim et al., J. Am. Chem.
Soc. 140, 15661 (2018). Copyright 2018
American Chemical Society.
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water H-bond network, and, most interestingly, the formation of
nanometer-scale water “channels” (Fig. 2).18 Network models have
recently offered a fresh perspective of DMSO–water ACoSs. Clus-
ters of ∼25 water molecules are observed at 30 mol. % DMSO,
suggesting that heterogeneity occurs on the nm length scale.19 H-
bond networks display hub-and-spoke topologies consisting of a
central cluster surrounded by smaller “wire-like” networks that are
only connected to the main hub by a few H-bonds [Fig. 1(b)].
These are two examples of heterogeneity on the nanometer length
scale. The rapid reorganization of the clusters along with their
nanometer size makes it particularly challenging to experimen-
tally verify these predictions; nonetheless, experiments are gener-
ally consistent with heterogeneity on the above-mentioned length
scales.

Geometric order parameters are commonly used to describe
local ordering in water. Most notably, Debenedetti and co-
workers107 have constructed a tetrahedral order parameter (q) that
considers the angles between a central water molecule and its four
nearest neighbors. This parameter takes on a value of 1 for the per-
fectly tetrahedral structure of ice and 0 for an ensemble of random
configurations (i.e., an ideal gas). The translational order param-
eter, Sk, considers variation in distances between a central water
and its four nearest neighbors.108 Likewise, the parameter takes
on a value of 1 for a perfectly ordered tetrahedral configuration
with identical distances between a central water and its four near-
est neighbors. Despite both parameters measuring similar charac-
teristics, the Pearson correlation between these two order param-
eters is only 0.26. In fact, among six order parameters examined
by Laage and co-workers (Fig. 3), the highest Pearson correlation
among any pair is 0.52, suggesting that quantitative descriptions
are highly subject to the definition used.109 Through their compari-
son, the authors suggested that the asphericity and tetrahedral order
parameters are most sensitive to local structural fluctuations around
hydrophobic molecules. To our knowledge, systematic order param-
eter comparisons within ACoS simulations have not been carried
out; nonetheless, the tetrahedral order parameter has been useful
in quantifying local structural fluctuations in DMSO–water ACoS
simulations.19

FIG. 3. Joint probability distributions showing the correlation between the tetra-
hedral order parameter (q) and the asphericity parameter (Sk) of water. Adapted
with permission from E. Duboué-Dijon and D. Laage, J. Phys. Chem. B 119, 8406
(2015). Copyright 2018 American Chemical Society.

IV. MD SIMULATIONS

Experiments and simulations often go hand-in-hand: experi-
ments are used to benchmark models, and, in turn, trajectories assist
in interpreting experiments, providing an atomistic view of ACoS
phase separation and serving as a platform to test hypotheses and
design future experiments.110,111

A. Interaction potentials

Selecting suitable MD potentials remains a significant chal-
lenge.111–116 Reparameterizing force fields to reproduce specific
experimental measurements is common.41,117–119 For instance,
Soetens and Bopp showed that optimizing water and methanol
force field parameters reproduces key macroscopic properties, such
as density and partial molar volumes, over the entire composi-
tion region.120 Popular water models such as SPC/E, TIP4P, and
TIP4P-Ew combined with OPLS-AA have also been useful for
modeling alcohols.31,38,103,110,121–123 Electrolytes remain a greater
challenge because ion–ion interactions are increasingly difficult
to model. Potentials generally overestimate attractive interactions,
leading to artificial aggregation of charged species.62,105,106,124–126

Pair-specific corrections to the Lennard-Jones potentials for cations
have increased the accuracy of ion–biomolecule binding affini-
ties,124–126 and similar parameter optimizations may also prove
useful for electrolytes. In conclusion, significant improvements to
potentials and algorithms have been made in recent years, mainly
driven by the need to more accurately reproduce bulk measur-
able quantities, including thermodynamics, density, partial volumes,
and viscosity; most recently, these metrics include microstructure-
specific measurements such as neutron diffraction patterns and H-
bond populations. Future work should focus on developing more
general approaches to parameterize several classes of cosolvents or
ions at once, avoiding the need to benchmark individual systems
against the experiment.

B. Multiscale dynamics

Like biomolecules, ACoS dynamics span several decades in
time from picosecond H-bond lifetimes to millisecond bulk reor-
ganization of the liquid, as represented in Fig. 4. This behavior
stems from rough free energy landscapes, similar to how proteins
undergo hierarchical dynamics when sampling different regions
of conformational space.127–130 The liquid microstructure emerges
from the balance between three types of intermolecular interactions:
water–water, water–cosolvent, and cosolvent–cosolvent. Naturally,
dynamic reorganization exhibits composition-dependent behavior
across timescales. We use the term “dynamic heterogeneity” to
describe multiscale relaxation in ACoSs, analogous to glasses and
supercooled liquids where heterogeneity produces nonexponential
relaxation.131 Stretched exponentials also describe certain ACoS
dynamics,132 suggesting a rough potential energy landscape, but, in
addition, ACoS dynamics span several timescales, similar to pro-
teins (Fig. 4), indicating a range of peaks and valleys across different
energy scales within the landscape.133

Dynamics in ACoSs have been studied extensively with vary-
ing success.19,57–61,70–74 Two challenging questions have not yet been
fully addressed: (1) How does spatial heterogeneity correlate with
dynamic heterogeneity? (2) Given that the environment around a
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FIG. 4. Schematic diagram of ACoS relaxation timescales probed by different
experiments.

molecular probe is composition-dependent, how can one interpret
the multiscale motions of the liquids from time-resolved measure-
ments on a local probe? The second question is particularly challeng-
ing because different probes report on different dynamics, as dic-
tated by the local environment around the probe.19,56–58,64–66,74,134,135

Figure 4 shows a summary of the relaxation timescales measured
using different techniques, demonstrating that no single technique
can capture the full range of timescales, and as a consequence,
a wide repertoire of techniques are required to measure dynamic
heterogeneity.19,25–28,67–72,74,134–136

ACoS dynamics are considerably slower than bulk water.
Cosolvents perturb the tetrahedral H-bond networks and increase
H-bond lifetimes.53,62–69,71 In general, solvation dynamics become
slowest within equimolar concentrations. For example, in DMSO–
water mixtures, the orientational dynamics of a fluorescent probe
and nuclear magnetic resonance (NMR) proton spin relaxation both
report the slowest dynamics near equimolar concentrations.134,137

Observed trends in local dynamics generally agree with the trends
in bulk viscosity.18,26,83,120,138

FIG. 5. MD snapshots generated from a DMSO–water MD simulation (trajectories
from data in Ref. 30). DMSO is shown in yellow and water in red. Two probes
formamide (blue) and dimethylformamide (black) are represented. Formamide is
preferentially surrounded by water, while dimethyl formamide is surrounded by
DMSO.

Unlike dilute solutions, where the solute experiences a uniform
solvent environment, heterogeneity produces a gradient of molecu-
lar environments around a dilute probe. The probe may be localized
to either of the two liquid phases or the interface. Figure 5 illustrates
this phenomenon for two molecular probes: formamide (FA, highly
polar) and dimethylformamide (DMF, less polar) in a 30 mol. %
DMSO–water ACoS simulation.19 In this example, FA localizes pri-
marily to the aqueous phase, whereas DMF localizes to the DMSO-
rich phase, showing that probe-dependent solvation dynamics may
be useful for determining the extent of preferential interactions as
well as for characterizing the dynamics within individual phases.

V. SUMMARY AND OUTLOOK

Spatial heterogeneity and multiscale dynamics define the phys-
ical properties of aqueous cosolvent systems. These properties devi-
ate significantly from the ideal behavior and may be distinct from
the individual components. Within a practical perspective, tailored
ACoS compositions have important real-world applications, for
example, modulating the kinetics of chemical reactions by orders of
magnitude.10,11

In this perspective, we argue that the most powerful approach
for understanding the mechanisms of phase separation at the molec-
ular scale is a combination of MD simulations together with time-
resolved measurements on different dynamical probes. When prop-
erly benchmarked, simulations provide an atom-by-atom view of the
liquid structure. While atomistic trajectories provide the ultimate
molecular description, defining liquid microstructure and hierarchi-
cal dynamics requires sophisticated and nuanced analysis methods.

ACoSs have received renewed attention in recent years because
these liquids may serve as model systems for complex phase sepa-
ration in biological environments. The ACoS field will continue to
grow and confront the important challenges outlined here. The cur-
rent focus remains on binary liquids; we predict that future efforts
will explore the physical chemistry of biological phase-separation
using large-scale simulations and, ultimately, describe the environ-
ments within intracellular compartments, such as membraneless
organelles.
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