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Abstract
There is an increasing interest in detecting genes, or genomic re-
gions, that have been targeted by natural selection. The interest
stems from a basic desire to learn more about evolutionary pro-
cesses in humans and other organisms, and from the realization that
inferences regarding selection may provide important functional in-
formation. This review provides a nonmathematical description of
the issues involved in detecting selection from DNA sequences and
SNP data and is intended for readers who are not familiar with popu-
lation genetic theory. Particular attention is placed on issues relating
to the analysis of large-scale genomic data sets.
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SNP: single
nucleotide
polymorphism
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INTRODUCTION

Population geneticists have for decades been
occupied with the problem of quantifying the
relative contribution of natural selection in
shaping the genetic variation observed among
living organisms. In one school of thought,
known as the neutral theory, most of the vari-
ation within and between species is selectively
neutral, i.e., it does not affect the fitness of
the organisms (58, 59). New mutations that
arise may increase in frequency in the popula-
tion due to random factors, even though they
do not provide a fitness advantage to the or-
ganisms carrying them. The process by which
allele frequencies change in populations

due to random factors is known as genetic
drift.

A second school of thought maintains that
a large proportion of the variation observed
does affect the fitness of the organisms and
is subject to Darwinian selection (39). These
issues have not been settled with the availabil-
ity of large-scale genomic data, but the debate
has shifted from a focus on general laws or pat-
terns of molecular evolution to the description
of particular instances where natural selec-
tion has shaped the pattern of variation. This
type of analysis is increasingly being done be-
cause it has become apparent that inferences
regarding the patterns and distribution of se-
lection in genes and genomes may provide im-
portant functional information. For example,
in the human genome, the areas where dis-
ease genes are segregating should be under
selection (assuming that the disease pheno-
type leads to a reduction in fitness). Even very
small fitness effects may, on an evolutionary
time scale, leave a very strong pattern. There-
fore, in theory it may be possible to identify
putative genetic disease factors by identifying
regions of the human genome that currently
are under selection (7). In general, positions in
the genome that are under selection must be
of functional importance. Inferences regard-
ing selection have therefore been used exten-
sively to identify functional regions or protein
residues (12, 91). The purpose of this paper
is to review the current knowledge regard-
ing the effect of selection on a genome and to
discuss methods for detecting selection using
molecular data, especially genomic DNA se-
quence and single nucleotide polymorphism
(SNP) data.

The Nomenclature of Selection
Models

Much confusion exists in the literature regard-
ing how various types of selection are defined,
in particular because some of the terminology
is used slightly differently within different sci-
entific communities. At the risk of contribut-
ing further to this confusion, I propose here
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some simple definitions for some of the com-
mon terms used in the discussion of selection
models before moving on to the main topics
of this review.

The basic population genetic terms are
well-defined. The classical population genetic
models that students of biology will first en-
counter are models with two alleles, typically
denoted A and a. Selection then occurs if the
fitnesses of the three possible genotypes (wAA,
wAa, and waa) are not all equal. There is di-
rectional selection if the fitnesses of the three
genotypes are not all equal and if wAA > wAa >

waa or wAA < wAa < waa. Directional selec-
tion tends to eliminate variation within pop-
ulations and either increase or decrease vari-
ation between species depending on whether
A or a is the new mutant. Overdominance oc-
curs if the heterozygote has the highest fitness
if wAA < wAa > waa. Overdominance is a case of
balancing selection where variability is main-
tained in the population due to selection. In
haploid organisms, selection occurs if wA �= wa

and overdominance is not possible. The dif-
ference in fitness between alleles is the selec-
tion coefficient, i.e., for the haploid model the
selection coefficient could be defined as sA =
wA − wa.

In the molecular evolution literature, it
has been common to use the terminology of
positive selection, negative selection, purify-
ing selection, and diversifying selection. Here
we define negative selection as any type of
selection where new mutations are selected
against. Likewise, we define positive selection
as any type of selection where new mutations
are advantageous (have positive selection co-
efficients). In the context of the simple two-
allele models, both directional selection and
overdominance can be cases of positive selec-
tion. Purifying selection is identical to neg-
ative selection in that it describes selection
against new variants. Diversifying selection
has in the population genetics literature been
synonymous with disruptive selection, a type
of selection where two or more extreme phe-
notypic values are favoured simultaneously.
This type of selection will often increase vari-

Balancing
selection: selection
that increases
variability within a
population

Positive selection:
selection acting upon
new advantageous
mutations

Negative selection:
selection acting upon
new deleterious
mutation

Neutrality test: a
statistical test of a
model which
assumes all
mutations are either
neutral or strongly
deleterious

Neutral mutation:
a mutation that does
not affect the fitness
of individuals who
carry it in either
heterozygous or
homozygous
condition

ability, and diversifying selection has, there-
fore, in the molecular evolution literature re-
cently been used more generically to describe
any type of selection that increases variabil-
ity. However, as disruptive selection may re-
duce genetic variability when one of the ex-
treme types become fixed in the population,
and since there are many other forms of selec-
tion that can increase levels of genetic variabil-
ity, the more generic use of the term ‘diversi-
fying selection’ should probably be avoided.

When a new mutant does not affect the fit-
ness of the individual in which it arises (i.e.,
wAA = wAa = wa), it is said to be neutral.
In general, neutrality describes the condition
where the loci under consideration are not af-
fected by selection. A statistical method aimed
at rejecting a model of neutral evolution is
called a neutrality test.

POPULATION GENETIC
PREDICTIONS

One of the main interests in molecular pop-
ulation genetics is to distinguish molecular
variation that is neutral (only affected by
random genetic drift) from variation that
is subject to selection, particularly positive
selection. An important point is that neu-
tral models usually allow for the presence of
strongly deleterious mutations that have such
strong negative fitness consequences that they
are immediately eliminated from the popula-
tion (58). If selection only involves such muta-
tions of very strong effect, the only mutations
that will actually segregate in the population
are the neutral mutations. Therefore, neu-
tral models include the possible existence of
pervasive strong negative selection. Although
negative or purifying selection may be of great
interest because it may help detect regions or
residues of functional importance, much in-
terest in the evolutionary literature focuses
on positive selection because it is associated
with adaptation and the evolution of new form
or function. One of the main points of con-
tention in population genetics has been the
degree to which positive selection is important
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Selective sweep:
the process by which
a new advantageous
mutation eliminates
or reduces variation
in linked neutral sites
as it increases in
frequency in the
population

in explaining the pattern of variability within
and between species (39, 59).

Much of the theoretical literature in pop-
ulation genetics over the past 50 years has
focused on developing and analyzing models
that generalize the previously mentioned ba-
sic di-allelic models to models where more
than two alleles may be segregating, where
multiple mutations may arise and interact—
possibly in the presence of recombination,
where the environment may be changing
through time, and where random genetic drift
may be acting in populations subject to vari-
ous demographic forces (25, 39). From theory
alone we have gained many valuable insights,
including the fact that the efficacy of selection
depends not only on the selection coefficient,
but primarily on the product of the selection
coefficient and the effective population size.
An increased effect of selection may be due to
either an increased population size or a larger
selection coefficient. Among other important

Figure 1
The effect of a selective sweep on genetic variation. The figure is based on
averaging over 100 simulations of a strong selective sweep. It illustrates
how the number of variable sites (variability) is reduced, LD is increased,
and the frequency spectrum, as measured by Tajima’s D, is skewed, in the
region around the selective sweep. All statistics are calculated in a sliding
widow along the sequence right after the advantageous allele has reached
frequency 1 in the population. All statistics are also scaled so that the
expected value under neutrality equals one.

findings is that balancing selection may oc-
cur for many reasons other than overdomi-
nance, (e.g., fluctuating environmental con-
ditions) and could therefore, potentially, be
quite common (38, 39). However, the efficacy
of selection will tend to be reduced when mul-
tiple selected alleles are segregating simulta-
neously in the genome. The mutations will
tend to interfere with each other and reduce
the local effective population size (8, 29, 40,
57). Many population geneticists used to be-
lieve that the number of selective deaths re-
quired to maintain large amounts of selection
would have to be so large that selection would
probably play a very small role in shaping ge-
netic variation (43, 60, 61). These types of ar-
guments, known as genetic load arguments,
were instrumental in the development of the
neutral theory. However, the amount of selec-
tion that a genome can permit depends on the
way mutations interact in their effect on or-
ganismal fitness and on several other critical
model assumptions (25, 62, 71, 107). Popula-
tion genetic theory does not exclude the possi-
bility that selection is very pervasive and can-
not alone determine the relative importance
and modality of selection in the absence of
data from real living organisms (25, 39).

Much excitement currently exists in the
population genetics communities over the fact
that many predictions generated from the
theory may now be tested in the context of
the large genomic data sets. In particular,
we should be able to detect the molecular
signatures of new, strongly selected advanta-
geous mutations that have recently become
fixed (reached a frequency of one in the pop-
ulation). As these mutations increase in fre-
quency, they tend to reduce variation in the
neighboring region where neutral variants are
segregating (13, 51, 52, 68). This process, by
which a selected mutation reduces variabil-
ity in linked sites as it goes to fixation, is
known as a selective sweep (Figure 1). The
hope is that by analysis of large compara-
tive genomic data sets, and large SNP data
sets we will be able to determine how and
where both positive and negative selection
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has affected variation in humans and other
organisms.

POPULATION GENETIC
SIGNATURES OF SELECTION

One of the main effects of selection is to mod-
ify the levels of variability within and between
species (Table 1). A selective sweep tends to
drastically reduce variation within a popula-
tion, but will not lead to a reduction in species-
specific differences. Conversely, negative
selection acting on multiple loci will tend to
reduce variability between species more dras-
tically then variability within species. Table 1
summarizes how various types of selection af-
fect variability. Note that changes in the mu-
tation rate alone will have the same effect on
interspecific (between-species) and intraspe-
cific (within-species) variability. However, se-
lection affects intraspecific and interspecific
variability differently. Many of the common
population genetic methods for detecting se-
lection are therefore based on comparing
variation with and between species, most fa-
mously the HKA test (48). In this test, the
rate of polymorphisms to divergence is com-

pared for multiple genes. If the ratio varies
more among genes than expected on a neu-
tral model, neutrality is rejected.

Population Differentiation

Selection may in many cases increase the de-
gree of differentiation among populations. In
particular, recent theory shows that a selective
sweep can have a dramatic impact on the level
of population subdivision, particularly when
the sweep has not yet spread to all populations
within a species (20, 65, 97). When a locus
shows extraordinary levels of genetic popula-
tion differentiation, compared with other loci,
this may then be interpreted as evidence for
positive selection.

One of the first neutrality tests proposed,
the Lewontin-Krakauer (63) test, takes advan-
tage of this fact. This test rejects the neutral
model for a locus if the level of genetic dif-
ferentiation among populations is larger than
predicted by a specific neutral model. It has
recently been resurrected in various forms (1,
9, 10, 53, 92, 114), primarily driven by the
availability of large-scale genomic data. For
example, Akey et al. (1) looked at variation

Table 1 The effect of selection and mutation on variability within and between species

Evolutionary factor
Intraspecific
variabilitya

Interspecific
variability

Ratio of interspecific
to intraspecific

variability Frequency spectrum
Increased mutation rate Increases Increases No effect No effect
Negative directional
selection

Reduced Reduced Reduced if selection is
not too strong.

Increases the
proportion of low
frequency variants

Positive directional
selection

May increase or
decrease

Increased Increased Increases the
proportion of high
frequency variants

Balancing selection Increases May increase or
decrease

Reduced Increases the
proportion of
intermediate
frequency variants

Selective sweep (linked
neutral sites)

Decreased No effect on mean rate
of substitution, but
the variance increases.

Increased Mostly increases the
proportion of low
frequency variants.

aNote that selection also affects other features of the data not mentioned here, such as levels of LD, haplotype structure, and levels of
population subdivision.
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Frequency
spectrum: the
allelic sample
distribution in
independent
nucleotide sites

LD: linkage
disequilibrium

in FST (the most common measure of popu-
lation differentiation) among human popula-
tions genome-wide. Beaumont & Balding (9)
developed a sophisticated statistical method
for identifying loci that may be outliers in
terms of levels of population subdivision.

The Frequency Spectrum

Selection also affects the distribution of al-
leles within populations. For DNA sequence
or SNP data, some of the most commonly ap-
plied tests are based on summarizing informa-
tion regarding the so-called frequency spec-
trum. The frequency spectrum is a count of
the number of mutations that exist in a fre-
quency of xi = i/n for i = 1, 2, . . . , n−1, in
a sample of size n. In other words, it repre-
sents a summary of the allele frequencies of
the various mutations in the sample. In a stan-
dard neutral model (i.e., a model with random
mating, constant population size, no popula-
tion subdivision, etc), the expected value of xi

is proportional to 1/i. Selection against dele-
terious mutations will increase the fraction of
mutations segregating at low frequencies in
the sample. A selective sweep has roughly the
same effect on the frequency spectrum (13).
Conversely, positive selection will tend to in-
crease the frequency in a sample of mutations
segregating at high frequencies. The effect of
selection on the frequency spectrum is sum-
marized in Figure 2.

Many of the classic neutrality tests, there-
fore, focus on capturing information regard-
ing the frequency spectrum. The most famous
example is the Tajima’s D test (112). In this
test, the average number of nucleotide dif-
ferences between pairs of sequences is com-
pared with the total number of segregating
sites (SNPs). If the difference between these
two measures of variability is larger than what
is expected on the standard neutral model, this
model is rejected. The effect of a selective
sweep on Tajima’s D is shown in Figure 1.
Fu & Li (34) extended this test to take infor-
mation regarding the polarity of the informa-
tion into account by the use of an evolutionary

outgroup (e.g., a chimpanzee in the analysis
of human genetic variation), and more refine-
ments were introduced by Fu (32, 33). Fay &
Wu (28) suggested a test that weights informa-
tion from high-frequency derived mutations
higher. These tests are probably the most
commonly applied neutrality tests to date.

Models of Selective Sweeps

The pattern of variability left by a selective
sweep is a rather complicated spatial pattern
(Figure 1). By taking information regarding
this pattern into account, the power of the
neutrality tests can be improved, and it may
even be possible to pinpoint the location of
a selective sweep. Kim & Stephan (56) devel-
oped a method based on an explicit population
genetic model of a selective sweep. Using this
model, they could calculate the expected fre-
quency spectrum in a site as a function of its
distance to an advantageous mutation. By fit-
ting the data to this model, they could esti-
mate the location of the selective sweep and
the strength of the selective sweep, and per-
form hypothesis tests regarding the presence
of a sweep. This method is particularly useful
in that it takes advantage of the spatial pattern
left by the sweep along the sequence.

LD and Haplotype Structure

Levels of linkage disequilibrium (LD), the
correlation among alleles from different loci,
will increase in selected regions. Regions con-
taining a polymorphism under balancing se-
lection will tend to reduce LD if the poly-
morphism is old, but may increase LD in a
transient phase. Selective sweeps also increase
levels of LD in a transient phase (Figure 1), al-
though this phase may be relatively short (82).
Recently, there has been increased awareness
that an incomplete sweep (when the adaptive
mutation has not yet been fixed in the popula-
tion) leaves a distinct pattern in the haplotype
structure (87). This has led to the develop-
ment of many statistical methods for detect-
ing selection based on LD. Hudson et al. (47)
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Figure 2
The frequency spectrum of under a selective sweep, negative selection, neutrality, and positive selection.
The frequency spectra under negative and positive selection are calculated using the PRF model by
Sawyer & Hartl (88) for mutations with 2Ns = −5 and 5, respectively, where N is the population size and
s is the selection coefficient. For the selective sweep, the frequency spectrum is calculated in a window
around the location of the adaptive mutation immediately after it has reached fixation in the population.
In all cases, a demographic model of a population of constant size with no population subdivision is
assumed.

developed a test based on the number of alle-
les occurring in a sample. Andolfatto et al. (4)
developed a related test to determine whether
any subset of consecutive variable sites con-
tains fewer haplotypes than expected under
a neutral model. A similar test was also pro-
posed by Depaulis & Veuille (23). A variation
on this theme was proposed by Sabeti et al.
(87) who considered the increase in the num-
ber of distinct haplotypes away from the loca-
tion of a putative selective sweep. Kelly (54)

considered the level of association between
pairs of loci. Kim & Nielsen (55) extended
the method of Kim & Stephan (56) to include
pairs of sites to incorporate information re-
garding linkage disequilibrium.

Macdonald-Kreitman Tests

Finally, the MacDonald-Kreitman test (69)
explores the fact that mutations in cod-
ing regions come in two different flavors:
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nonsynonymous mutations and synonymous
mutations. It summarizes the data in what has
become known as a MacDonald-Kreitman
table, which contains counts of the num-
ber of nonsynonymous and synonymous
mutations within and between species. If
selection only affects the nonsynonymous
mutations, negative selection will reduce the
number of nonsynonymous mutations and
positive selection will increase the number
of nonsynonymous mutations, relative to the
number of synonymous mutations. However,
the effect will be stronger in divergence data
than in polymorphism data. A test similar to
the HKA test can therefore be constructed
comparing the ratios of nonsynonymous to
synonymous muations within and between
species. If these ratios differ significantly, this
provides evidence for selection.

STATISTICAL CONCERNS

The neutrality tests are all tests of compli-
cated population genetic models that make
specific assumptions about the demography of
the populations, in particular a constant popu-
lation size and no population structure. In ad-
dition, in some of the tests there may be other
implicit assumptions regarding distributions
of recombination rates and mutation rates.
Many of these tests have long been known
to be highly sensitive to the demographic as-
sumptions. For example, Simonsen et al. (96)
showed that Tajima’s D test (112) would re-
ject a neutral model very frequently in the
presence of population growth. The molecu-
lar signature of population growth is in many
ways similar to the local effect of a selective
sweep, and neutrality tests are often used as
a method to detect population growth (85).
Nielsen (73), Przeworski (82), and Ingvarsson
(50) also argued that simple models of popula-
tion subdivision can lead the commonly used
neutrality tests to reject the neutral model
with high probability, even in the absence of
selection. In addition, even if the presence of
selection can be established, in many cases it
can be difficult to distinguish between the pat-

tern left by selective sweeps and selection on
slightly deleterious mutations (so-called back-
ground selection) (18, 19).

Tests based on patterns of LD may be par-
ticularly sensitive to the underlying model
assumptions, because they (in addition to
assumptions regarding demography) contain
strong assumptions regarding the underlying
recombination rates. Recent studies suggest
that recombination rates are highly variable
among regions (70) and among closely re-
lated species (83, 117). If that it is true, it
may not be advisable to focus attention to-
ward patterns of LD when attempting to de-
tect selection. Nonetheless, haplotype struc-
ture can be highly informative, particularly
in detecting incomplete selective sweeps (87).
Further research into how haplotype patterns
can be used robustly to infer selection may be
warranted.

Because of the effect of demographic as-
sumptions on the population genetic neutral-
ity tests, the results of these tests have of-
ten been contentious and often have not led
to firm conclusions regarding the action of
selection. One exception is the MacDonald-
Kreitman (69) test. This test has increased ro-
bustness because the sites in which synony-
mous and nonsynonymous mutations occur
are interspersed among each other and there-
fore similarly affected by demography and ge-
netic drift. In fact, the MacDonald-Kreitman
(69) test is robust to any demographic assump-
tion (73). Unfortunately, it may not be very
suitable for detecting recent selective sweeps
because both nonsynonymous and synony-
mous mutations, linked to the beneficial mu-
tation, will be similarly affected by the selec-
tive sweep. Also, the MacDonald-Kreitman
(69) test cannot distinguish between past and
present selection. Reducing the information
in the data simply to the number of nonsyn-
onymous mutations and synonymous muta-
tions leads to a significant loss of information.

One possible way to circumvent the prob-
lem of demographic confounding effects is to
compare multiple loci. For example, Galtier
et al. (35) have implemented a statistical
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method, applicable to microsatellite loci, to
test whether the signature of population
growth is constant among loci or varies among
loci. If the effect varies significantly among
loci, beyond what can be explained by the de-
mographic model, this may be interpreted as
evidence for a selective sweep. In general, one
can assume that if strong departures from the
neutral model are seen only on one or a few
outlier loci, this may be interpreted as evi-
dence for selection on these loci. However,
certain demographic factors, such as popu-
lation subdivision, may increase the variance
among loci (73). Certain demographic mod-
els may be more likely than others to produce
outlier loci even in the absence of selection.

The application of population genetic tests
other than the MacDonald-Kreitman test re-
quires careful consideration of the possible
range of demographic factors that may af-
fect the results (2, 73). It is not very mean-
ingful in itself to reject the standard neutral
model using these methods without paying
careful attention to the underlying demo-
graphics. Even the interpretation of signifi-
cant results of the MacDonald-Kreitman test
requires attention to demography if the direc-
tionality (positive versus negative) of selection
is to be inferred (26). Fortunately, many re-
cent studies go to great lengths in trying to ex-
clude the possibility that rejections of a neutral
model may be caused by demographic effects
(3, 116).

SIGNATURES OF SELECTION
IN COMPARATIVE DATA

While population genetic approaches aim at
detecting ongoing selection in a population,
comparative approaches, involving data from
multiple different species, are suitable for de-
tecting past selection. The major tool used
to detect selection from comparative data is
to compare the ratio of nonsynonymous mu-
tations per nonsynonymous site to the num-
ber of synonymous mutations per nonsynony-
mous site (dN/dS). If there is no selection,
not even strongly deleterious mutations, syn-

dN : number of
nonsynonymous
mutations per
nonsynonymous site

ds: number of
synonymous
mutations per
synonymous site

dN /dS ratio: the
rate ratio of
nonsynonymous to
synonymous
substitutions

onymous and nonsynonymous substitutions
should occur at the same rate and we would ex-
pect dN/dS = 1. If there is negative selection,
dN/dS < 1 and if there is positive selection,
dN/dS > 1. The dN/dS ratio is therefore a
proxy for the effect of selection that helps to
identify not only selection, but also the di-
rectionality of selection. It is therefore a very
commonly used tool for detection of positive
selection and has been used in a variety of
cases, for example, to demonstrate the pres-
ence of positive selection on HIV sequences
(78) and on the human major histocompati-
bility locus (MHC) (49). However, as negative
selection will tend to dominate in evolution,
comparing the average rate of synonymous
and nonsynonymous substitution in aligned
sequences is a very conservative tool. If the
gene is functional so that many or most mu-
tations will disrupt function, the amount of
positive selection needed to elevate the dN/dS

above one is enormous. To overcome this
problem, methods have been devised for de-
tecting positive selection that takes variation
in the dN/dS ratio into account (78, 127). The
basic idea is to allow the dN/dS ratio to follow
a statistical distribution among sites. If a dis-
tribution that allows values of dN/dS > 1 fits
the data significantly better than a model that
does not allow for such values, this is inter-
preted as evidence for positive selection. The
methodology has been widely used and has led
to a sharp increase in the number of loci where
researchers have detected the presence of pos-
itive selection (31, 100, 125). This has also led
to some skepticism toward this methodology
(105, 106), although it has been found to per-
form well in simulation studies and is based on
well-established statistical principles (5, 120,
124).

Several different statistical methods allow
site-specific inferences regarding positive se-
lection (30, 78, 104). The objective of these
methods is to determine if specific sites have
been targeted by positive (or negative) selec-
tion. In several cases, these methods have been
used to make functional prediction regarding
particular protein residues (91).
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The same type of methodology used to
model variation in the dN/dS ratio among
sites has also been used to model estimates
of dN/dS along particular lineages of a phy-
logeny (123, 126, 128). This allows the testing
of hypotheses regarding selective pressures on
particular evolutionary lineages. Models have
also been developed that allow site-specific
inferences on a particular group of lineages
on a phylogeny (128). Several excellent re-
cent reviews describe the statistical methods
used to detect selection from comparative
data in more detail (124, 125). A summary
of the different tests of neutrality is given in
Table 2.

Targets of Positive Selection

Using analyses of comparative data, a clear
picture emerges of the systems that most of-

ten are involved in positive selection of the
kind that leads to increases in the dN/dS ratio
(75). Typically, it involves an interaction be-
tween two organisms, or two different genetic
components within the same organism, that
compete or interact in such a way that an
equilibrium is never reached. The best known
examples are host-pathogen interactions that
lead to positive selection of genes in pathogens
(27, 30, 45, 78, 100) or in host immune
and defense systems (49, 75, 90, 100). Other
examples include genes involved in game-
togenesis or expressed on the surface of
gametes (75, 109, 110, 122). The forces cre-
ating positive selection in these genes may in-
clude sperm competition (122) and genetic
conflicts between sperm and egg-cell (108).
Positive selection also seems to be common in
cases where selfish genes have the opportunity
to create segregation distortion, potentially

Table 2 A very incomplete list of methods for detecting selection from DNA sequence and SNP data

Test Data Pattern
Requires

multiple loci

Robust to
demographic

factors? References
Tajima’s D and
related

Population genetic
data

Frequency spectrum No No (28, 32–34, 112)

Modeling of
selective
sweep— spatial
pattern

Population genetic
data

Frequency
spectrum/spatial
pattern

No No (55, 56)

Tests based on
LD

Population genetic
data

LD and/or
haplotype structure

No No (4, 23, 47, 54, 87)

FST based and
related tests

Population genetic
data

Amount of
population
subdivision

Yes Noa (1, 9, 10, 53, 92,
114)

HKA test Population genetic
and comparative
data

Number of polymor-
phisms/substitutions

Yes No (48)

Macdonald-
Kreitman-type
tests

Population genetic
and comparative
data

Number of
nonsynonymous
and synonymous
polymorphisms

No Yes (16, 69)

dN /dS ratio tests Comparative data or
population genetic
data without
recombination (6)

Nonsynonymous
and synonymous
substitutions

No Yes (49, 78, 104, 123,
128, 129)

aThe degree to which these tests are robust to the underlying demographic assumptions is controversial and has not been fully explored.
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reducing the fitness of the organism (46, 75).
This type of genomic conflict may, for exam-
ple, occur in loci associated with centromeres
(46, 66, 67) or involved in apoptosis dur-
ing spermatogenesis (75). Positive selection
in terms of elevated dN/dS ratios tend to de-
tect selection situations where repeated se-
lective fixations have occurred in the same
gene or in the same site, due to a contin-
ued dynamic interaction. In contrast, popula-
tion genetic methods have the ability to detect
selection on a single adaptive mutation that
recently has swept through the population.

So far, very little research has been done to
detect positive selection in noncoding regions
based on comparative data. Although meth-
ods similar to those used to detect elevated
dN/dS ratios can be devised for noncoding re-
gions (119), sites in noncoding regions cannot
easily be divided into possible selected sites
and nonselected sites, similarly to nonsynony-
mous and synonymous sites in coding regions.
Nonetheless, the presence of highly variable
sites in noncoding regions may be signs of
positive selection, and methods to identify
such sites may find good use in the analysis of
comparative genomic data. A serious practical
problem that may arise in the application of
such methods is the possibility of confounding
misalignments with hypervariable regions.

Most of the literature on statistical meth-
ods for detecting selection from compara-
tive data (e.g., from dN/dS ratios) and from
population genetic data has been poorly con-
nected. Although the comparative approaches
have provided the most unambiguous evi-
dence for positive selection, results have rarely
been interpreted in terms of population ge-
netic theory. One probable reason is that mul-
tiple population genetic models could gen-
erate the same pattern of observed dN/dS

ratios, and that any detailed inferences of pop-
ulation genetic processes using comparative
data would be based on a very strong as-
sumptions regarding the way fitnesses are as-
signed to mutations (79). Comparative data in
themselves are, therefore, unlikely to provide
more detailed information regarding popu-

lation genetic processes but relatively vague
assertions of positive and negative selection
and their distribution in the genome. Infer-
ences regarding the type of negative or pos-
itive selection operating (e.g., balancing ver-
sus positive directional selection) must involve
population genetic data. Moreover, compara-
tive approaches cannot alone determine if se-
lection is currently acting in a population. For
such inferences population genetic data are
also needed.

GENOMIC APPROACHES

The availability of large-scale genomic data
has created new challenges and opportunities,
especially in allowing for more nonparametric
outlier analyses. Genes with increased levels
of LD, reduced or enhanced levels of variabil-
ity, increased levels of population differentia-
tion, or skewed allele frequency spectra may
be good candidates for selected loci. Recently,
there has been heightened interest particu-
larly in using increased population subdivision
among populations as a method for detecting
selection (1, 9, 44, 53, 64, 92, 93, 101, 102,
114). For example, Akey et al. (1) used varia-
tion in FST (a common measure of population
subdivision) in the human genome to identify
regions of increased population subdivision.

However, the availability of genomic data
does not solve the fundamental problem that
population-level demographic processes and
selection are confounded. Many demographic
processes, such as certain types of population
subdivision, may increase the variance in the
statistics used to detect selection. Certain de-
mographic models are, therefore, more likely
than other models to produce outliers. The
outlier approach in population genetics does
not solve the problem that a postulated sig-
nature of selection, inferred from population
genetic data, may instead be the product of
complicated demographics. Nonetheless, cer-
tain approaches based on detecting extreme
levels of population subdivision seem to have
some robustness to the model assumptions
(9, 114).
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PRF: Poisson
random field

PRF Models

The simultaneous analysis of multiple ge-
nomic loci allows the estimation of parame-
ters that are common among loci, potentially
leading to increased power and robustness.
For example, Bustamante et al. (16) analyzed
MacDonald-Kreitman tables from Arabidopsis
and Drosophila in a statistical framework that
allows the divergence time between species
to be a shared parameter among all loci,
leading to increased statistical power. Simi-
lar approaches can be used to increase the
robustness of the statistical methods by ex-
plicitly estimating demographic parameters,
thereby taking the uncertainty introduced by
the unknown demographic processes into ac-
count. This is particularly convenient in the
framework of Poisson random field (PRF)
models introduced by Sawyer & Hartl (88).
These models assume that all loci (individ-
ual SNP sites) are independent, i.e., effec-
tively unlinked. This implies that they may
provide a good approximation in the analysis
of SNP data from multiple locations through-
out the genome, but less so in the analysis of
DNA sequence data from a single or a few
loci. In these models, the expected frequency
spectrum (or the entries of a MacDonald-
Kreitman table) can be calculated directly us-
ing mathematical models. This means that
selection coefficients for particular classes of
mutations can be estimated directly, and var-
ious hypotheses regarding selection can be
tested in a rigorous statistical framework (15–
17, 89). For example, it is possible to estimate
which types of amino acid-changing muta-
tions have the largest effect on fitness (15,
118). Such methods may eventually be very
useful when designing statistical methods for
predicting which mutations are most likely to
cause disease. However, inferences based on
PRF models differ fundamentally from most
other methods for identifying selection, be-
cause the effect of selection on linked neu-
tral sites is not incorporated into the models.
Whereas most methods for detecting positive
selection in terms of selective sweeps consider

the effect of a positively selected mutation on
the nearby neutral variation, PRF models pro-
vide predictions regarding the selected mu-
tation itself. In most applications, estimates
based on PRF models will, therefore, be bi-
ased (17). Nonetheless, the PRF models pro-
vide a convenient computationally tractable
statistical framework for examining the effect
of selection on different classes of mutations.

Williamson et al. (118) used PRF models to
estimate the average selection coefficient act-
ing on different classes of mutations in the hu-
man genome. The novelty of their approach
(118) was that a demographic model was fitted
to the data from synonymous mutations, while
selection coefficients were estimated for the
same demographic model applied to nonsyn-
onymous mutations. The resulting test was
shown to be robust to many different as-
sumptions regarding demographic processes.
By explicitly incorporating demography into
the model, a high degree of robustness was
achieved. Unfortunately, there are no simi-
lar approaches for detecting selection from
individual loci containing multiple linked mu-
tations. The current methods for taking de-
mographic processes into account when ana-
lyzing data from loci with linked mutations
involve extensive simulations of data under
various demographic models (3, 75, 116).

SNP Data

With the availability of large-scale SNP data
sets, it should, in principle, be possible to
provide detailed selection maps in humans
and other organisms. Standard methods for
detecting selection from population genetics
can, in principle, be applied to provide a de-
tailed picture of the regions of the genome
that may have been targeted by selection.
However, most SNP data have been obtained
through a complicated SNP discovery process
that minimally involves the discovery (or as-
certainment) of SNPs in a small sample fol-
lowed by genotyping in a larger sample. The
process by which the SNPs have been selected
affects levels of LD observed in the data (77),
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the frequency spectrum (77), and levels of
population subdivision (74, 115). It also affects
the variance in these statistics, complicating
genomic methods based on outlier detection.
The solution to this problem is to explicitly
take the ascertainment process into account.
Most statistical methods can be corrected rel-
atively easily (76, 77), leading to new valid
methods for detecting selection that takes the
SNP ascertainment process into account. Un-
fortunately, most current SNP databases and
large-scale SNP genotyping efforts (37) are
not associated with sufficiently detailed infor-
mation regarding the ascertainment process
necessary for appropriate ascertainment bias
corrections. At present, it is difficult or impos-
sible to make valid inferences regarding selec-
tion from most large-scale SNP data sources.
It is to be hoped that this will change in the fu-
ture as researchers become more aware of the
importance in maintaining detailed records
regarding SNP ascertainment processes.

Comparative Genomic Data

As more and more genomes are sequenced,
comparative approaches for detecting posi-
tive selection at a genome-wide scale are be-
coming increasingly common (22, 75). The
standard methods for detecting positive (or
negative) selection using dN/dS ratios can be
applied directly in studies on a genomic scale.
However, current methods can be improved
by establishing models that take advantage of
the fact that (ignoring within-species variabil-
ity) all genes in a phylogeny share the same
evolutionary tree.

FUNCTIONAL INFERENCES

In the field of bioinformatics there has been
a long tradition of using conserved sites in
comparative data to infer function. The im-
plicit assumption is that high levels of con-
servation are caused by negative selection
against new deleterious selection, i.e., func-
tional constraints. In the absence of site-
specific suppression of the biological mutation

rate, highly reduced levels of variability must
be caused by negative selection.

Phylogenetic Footprinting

Although there exist many methods for quan-
tifying how conserved a site, or a set of sites, is,
the most statistically solid methods for iden-
tifying conserved sites are known as phylo-
genetic footprinting. In these methods, the
rate of substitution in a particular site (or col-
lection of sites) is estimated by considering
the pattern of mutation along the underly-
ing phylogeny. This is typically done by map-
ping mutations onto the phylogenetic tree
using parsimony (12) and is complicated by
the fact that the alignment may be ambiguous
in noncoding regions for divergent species.
These methods have been used for a variety
of purposes and have been particularly suc-
cessful in identifying regulatory elements in
noncoding DNA (24, 111). The advantage
of these methods is that they explicitly take
the underlying evolutionary correlations (the
phylogeny) into account, leading to increased
statistical power and accuracy over methods
that do not consider the phylogeny.

One of the most exciting recent discover-
ies in the field of genomics is the presence of
extremely conserved regions, with no known
function, in mammalian genomes (11). Such
regions may be regulatory regions, contain-
ing conserved structural features or unanno-
tated protein-coding genes or RNA genes.
To determine if these regions are truly un-
der selection, neutrality tests comparing in-
traspecific and interspecific variability could
be used. There is even the possibility of posi-
tive selection in noncoding regions. More re-
search is needed to develop appropriate statis-
tical methods for identifying selection outside
coding regions from genomic scale compara-
tive and population genetic data.

Disease Genetics

In disease genetics, there is an increased
awareness that regions of the human genome
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that have been targeted by positive selection
may be disease associated (7). Disease-causing
mutations should affect organismal fitness, ex-
cept if the age of onset of the disease is very
late. There is, therefore, an intimate relation-
ship between disease and selection that poten-
tially can be exploited in identifying candidate
disease loci and candidate SNPs.

A very promising application is in the iden-
tification of putative disease causing SNPs.
Evolutionary inferences from comparative
and population genetic data, in combination
with functional and structural information,
can be used to predict which mutations most
like have negative fitness consequences. The
mutations with the most severe fitness con-
sequences are obviously the mutations that
are most likely to be disease causing. Sev-
eral different methods have already been
described that allow predicting of poten-
tial disease causing mutation (72, 84). These
methods may be potentially be improved
by using explicit population genetic models.
This seems to be a particularly promising
application of PRF models as these models
can describe explicitly the selection coeffi-
cients acting on particular classes of mutations
(15).

Positive Selection

While there has long been a focus on the
use of conservation (negative selection) to
find functional elements, increased attention
has recently been directed toward the pos-
sibility of using inferences regarding posi-
tive selection to elucidate functional relation-
ships. In human genetics, several cases are
known where recessive disease-causing mu-
tations were thought to be carried to high
frequencies in the populations, because they
confer a fitness advantage in the heterozy-
gote condition. Diseases that have been hy-
pothesized to have been targeted by this type
of overdominant selection include sickle-cell
anemia (42), glucose-6-phosphate dehydro-
genase deficiency (86), Tay-Sachs disease (99),
cystic fibrosis (94), and Phenylketnonuria

(121). Not known is how many of the com-
mon disease factors have been influenced by
overdominant selection, but these observa-
tions do suggest that regions of the human
genome that have been targeted by balancing
selection may contain disease-causing variants
worth exploring.

In virology, site-specific inferences regard-
ing positive selection have been used in several
cases to identify functionally important sites.
In the HIV virus, site-specific inferences of
dN/dS ratios have been used to identify posi-
tions that may be involved in drug resistance
(21). In HIV and other viruses, sites that may
interact with the host immune system have
been identified by detecting site-specific se-
lective pressures, and it has been proposed
that such methods may assist in the devel-
opment of vaccines (36, 95). It has also been
proposed that site-specific inferences of dN /dS

ratios may help predict the evolution of viru-
lent strains of influenza (14). Recently, site-
specific inferences of dN /dS ratios from dif-
ferent primate species were used to identify
a new species-specific retroviral restriction
domain (91).

EVIDENCE FOR SELECTION

There is an increasing amount of evidence
that selection is important in shaping varia-
tion within and between species. In human
SNP data, there is a clear difference in the
frequency spectrum between nonsynonymous
and synonymous mutations (103, 118). This
observation in itself shows that a large pro-
portion of the mutations that are segregating
in humans (and presumably in other species
as well) are affected by selection. In addition,
there is a rapidly growing list of specific genes
that show evidence for positive selection in
both humans and other organisms (7, 31, 98,
113, 125). This explosion of results showing
a presence of positive selection may in fact
suggest that positive selection is much more
common than previously believed. Positively
selected mutations may just have remained
hidden among all the negative selected
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mutations. In addition, ambiguity in the
interpretation of classical population genetic
neutrality tests, due to the presence of con-
founding demographic factors, may have pre-
cluded the establishment of firm conclusions
regarding the pervasiveness of selection. As
more large-scale data have accumulated, and
methods that are robust to demographic as-
sumptions have been applied, a clearer pic-
ture of the pervasiveness of positive selection
has been established. Modern versions of the
neutral theory (80, 81) allow for a substan-
tial amount of negative selection, and even
some positive selection. As the evidence for
selection accumulates, the debate regarding
the causes of molecular evolution should fo-
cus on whether selection is so dominating that
effective population sizes and standing levels
of variation are best described by the mod-
els of repeated selective sweeps favoured by
Gillespie (40, 41), or whether classical models
of genetic drift are most appropriate. In the
models that Gillespie has proposed, known
as genetic draft models, mutations causing
species differences are not neutral mutations
increasing in frequency due to genetic drift,
but primarily neutral mutations increasing in

frequency due to linkage with adaptive muta-
tions sweeping through the population. Even
though only few mutations are adaptive, the
population genetic dynamics is determined by
the selective forces acting on the adaptive mu-
tations, not by genetic drift. There is no math-
ematical or empirical evidence to suggest that
this model is unrealistic, and as the evidence
in favor of positive selection accumulates, the
question arises whether models of draft should
replace models of drift.

With the new availability of very large
population genetic and comparative genomic
data sets, we should soon be able to deter-
mine how many genes, and how big a pro-
portion of mutations, have been affected by
positive and negative selection. This will also
lead to more evolutionary explorations into
the molecular nature of adaptation, help pre-
dict which SNPs in humans may be disease
associated, and lead to improved functional
annotations of genomic data. Methods that
combine comparative and population genetic
data, and methods that have a high degree
of robustness to the underlying demographic
factors may be particularly useful in this
endeavor.

SUMMARY POINTS

1. Both positive and negative selection leave distinctive signatures at the molecular level
that can be detected using statistical tests.

2. In population genetic data, selection may affect levels of variability, linkage disequi-
librium, haplotype structure and allelic distribution in each nucleotide site (frequency
spectrum). In comparative data, selection has a strong effect on the dN/dS ratio.

3. Statistical methods for detecting selection differ in the assumptions they make and
how powerful they are. Most methods applicable to population genetic data rely on
strong assumptions regarding the demography of the populations, while comparative
methods are free of such assumptions.

4. An increasing amount of evidence suggests that positive selection is much more per-
vasive than previously thought.

5. Inferences regarding selection provide a powerful tool in functional studies, for ex-
ample for the prediction of possible disease related genomic regions.
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UNRESOLVED ISSUES

1. Can robust statistical population genetic tests be developed that can help identify
genomic regions targeted by positive selection?

2. Will inferences regarding selection help identify disease loci in humans and other
organisms?

3. Should we focus on genetic draft instead of genetic drift?
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