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The behavior of simple fluids under shear is investigated using molecular dynamics simulations.
The simulated system consists of a fluid confined between two atomistic walls which are moved in
opposite directions. Two approaches for shear flow simulations are compared: in one case, the
sheared fluid is not thermostatted and only the confining walls are maintained at a constant
temperature, while in the other, a thermostat is employed to keep the entire mass of the sheared fluid
at a constant temperature. In the first case the sheared fluid undergoes significant viscous heating at
the shear rates investigated, consistent with experimental observations and with theoretical
predictions. Most simulations to date, however, have used the second approach which is akin to
studying a fluid with infinite thermal conductivity. It is shown here that results for transport
coefficients are significantly affected by the thermostat; in fact, the transport properties of the fluid
determined using the two methods exhibit a qualitatively different shear rate dependence. It is also
shown that the temperature profiles observed in our simulations can be described by continuum
mechanics, provided the temperature dependence of the viscosity and thermal conductivity is taken
into account. © 1997 American Institute of Physics. #S0021-9606!97"52831-5$

I. INTRODUCTION

Confined fluids display interesting physical behavior and
are of practical importance. The equilibrium properties of
thin films have been extensively studied via computer
simulation1–4 and our understanding of the static structure is
quite advanced. In contrast, the study of fluids far from equi-
librium is hampered by the lack of established, well-proven
methods for theoretical analysis and simulations, and there
are several puzzling experimental phenomena that are not
understood. For example, recent surface forces apparatus
measurements on confined, molecularly thin films5,6 indicate
that the viscosity of thin films can be as much as three orders
of magnitude higher than the bulk value, and no explanation
for this phenomenon is available. In this work we focus on
the development of simulation algorithms and analysis tech-
niques appropriate to simple confined fluids in shear flows.

In addition to fundamental issues concerning molecu-
larly thin liquid films, engineering applications such as poly-
mer processing and tribology also provide ample motivation
for developing techniques for molecular-level investigation
of the behavior of fluids undergoing shear. Such processes
are generally modeled using macroscopic conservation equa-
tions, the solution of which requires specification of appro-
priate boundary conditions and numerical values for trans-
port coefficients.7 An ability to predict these boundary
conditions, transport coefficients, and stress-strain relation-
ships from molecular-level information would be helpful,

particularly for polymer solutions and melts at high shear
rates, where measurements are difficult. In this regard, it is
interesting to note that the commonly employed no-slip !or
stick" boundary condition has been called into question by
recent theoretical and experimental studies.8–10 Molecular
simulations provide an ideal tool for investigating these is-
sues, and for investigating the relevant structure-property re-
lationships.

A number of molecular simulations of shear flow have
appeared in the literature over the last few years.11–20 These
can be classified into two broad categories: homogeneous
shear methods and boundary driven shear methods. Homo-
geneous shear methods11 impart shear on a fluid by modify-
ing the equations of motion and employing ‘‘sliding brick’’
periodic boundary conditions. These techniques are intended
to simulate a small region in the bulk of a sheared fluid.
Periodic boundary conditions are used in all three directions
to model an infinite system. The results of homogeneous
shear simulations are generally extrapolated to low shear to
estimate zero shear rheological properties !e.g., shear viscos-
ity". Most of the extrapolation schemes used for this purpose
are based on phenomenological arguments and, unless the
Newtonian plateau region of viscosity is captured within the
shear rate range investigated in simulations, determination of
zero shear viscosity from homogeneous shear simulations is
questionable. Boundary driven shear methods impart shear
on a fluid by the actual motion of confining walls,
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as is the case in rheometric experiments. Since a solid
boundary is modeled explicitly, such methods are of more
relevance for our studies of boundary conditions. On the
other hand, the boundaries do impart structure in the sheared
fluid and estimating bulk properties from such simulations
can be delicate.

For both homogeneous shear methods and boundary
driven shear methods, most simulations of shear flow re-
ported in literature to date have been carried out by thermo-
statting the sheared fluid to maintain its entire mass at a
constant temperature. These simulations therefore corre-
spond to a fluid with infinite thermal conductivity. This un-
physical aspect of these simulations has been pointed out
previously in the literature, most recently by Liem et al.21

and by Padilla and Toxvaerd.22 These authors showed that22

at a shear rate of %̇!0.5 !in standard Lennard-Jones reduced
units", which falls well within the shear rate range commonly
investigated in simulations, the rate of heat removal by the
thermostat is larger than the rate of heat conduction across
the fluid. In this paper we quantify the viscous heating ef-
fects and we show that they can be important for shear rates
as low as %̇!0.2, causing a measurable temperature rise in
the sheared fluid. We also take the additional step of corre-
lating these effects using continuum mechanics. We show
that a continuum mechanics analysis can be used to extract
the relevant transport coefficients !e.g., viscosity and thermal
conductivity" even from these non-isothermal simulations.
Further, the analysis presented here can also be used to find
an upper limit to the shear rates that can be investigated by
more traditional, thermostatted simulations. It must be
pointed out that the main reason for observing viscous heat-
ing effects in simulations is the use of very high shear rates,
necessary to obtain a high signal to noise ratio. It thus might
be argued that these viscous heating effects observed in
simulations are unphysical. Indeed, although viscous heating
effects are not observed in experiments on simple fluids, they
are routinely observed in both rheometric experiments and
industrial processing operations for polymeric systems. A
vast amount of literature exists7,23,24 dealing with viscous
heating effects in polymer processing operations and the
continuum mechanics analysis used in this work is based on
those ideas. Furthermore, although the enormously high
shear rates used in simulations are inaccessible to experi-
ments as yet, they are comparable to the actual shear rates
encountered in high performance lubrication applications
such as rocket engines and computer disk drives.

It is thus apparent that two important issues about non-
equilibrium simulations must be addressed at the outset. The
first issue is that of developing suitable algorithms and tech-
niques applicable to real systems. The second issue is that of
developing a methodology for bridging the gap between mo-
lecular simulations and continuum mechanics. We present an
analysis which combines both the ‘‘molecular’’ and ‘‘mac-
roscopic’’ approaches by directly simulating a system that
closely resembles an experimental device for shearing con-
fined fluids, and by providing a quantitative continuum me-

chanics analysis of our results. For simplicity, in this initial
study, we have chosen to work with simple monomeric fluids
interacting via purely repulsive Lennard-Jones interactions.

For boundary driven shear methods, a number of differ-
ent models for the moving walls have been used in the lit-
erature. In one of the first molecular simulation investiga-
tions of shear flow, Ashurst and Hoover12 devised artificial
fluid walls to impart shear on the fluid. As a result, surface
effects such as inhomogeneous density profiles were absent
from their work. For systems as small as 108 particles, their
results showed that a linear velocity profile is developed in
Couette flow simulations. For soft-sphere and Lennard-Jones
systems they observed non-Newtonian !shear thinning" fluid
behavior. Similar walls were also used by Bitsanis et al.14,15
in their simulations of Lennard-Jones fluids. They showed
that for fluid films six molecular diameters thick, the flow
properties could be explained by continuum mechanics if the
viscosity was allowed to vary locally in the context of their
local average density model !LADM" for transport
coefficients.14 However, for fluid films thinner than four mo-
lecular diameters, LADM was unable to capture the dramatic
increase in viscosity observed in experiments. Their results
demonstrated the importance of fluid layering normal to the
walls on the flow behavior of confined fluids.

Trozzi and Ciccotti13 used stochastic, structureless walls
to simulate Couette flow. In their simulations, when a fluid
particle reached the stochastic wall, it was reintroduced into
the system at the same location but with a different velocity.
The new velocity components of the particle in directions
parallel to the wall were sampled from a Maxwellian distri-
bution at the wall temperature, in a manner that ensured that
the mean flow direction velocity was the same as the wall
velocity and the mean velocity in the other direction parallel
to the wall was zero. They observed significant slip and tem-
perature drop at the walls, at conditions corresponding to the
triple point of a Lennard-Jones fluid. For a system consisting
of a fluid confined between stochastic walls separated by 12
molecular diameters, they showed that the velocity profile
across the sheared fluid was linear and the temperature pro-
file was parabolic, as predicted by continuum mechanics.

Atomistic walls are more realistic than the surfaces de-
scribed above. Koplik et al.16 found that the velocity profiles
in molecular dynamics simulations of Poiseuille and Couette
flow of Lennard-Jones fluids were similar to those predicted
by continuum mechanics, even when the walls were atomis-
tic !their wall atoms did not move during the simulation".
Later, working with pseudo-crystalline solid walls, Thomp-
son and Robbins17 showed that for Lennard-Jones fluids, the
wall-induced structure in the direction parallel to the walls
did play an important role in determining the flow boundary
conditions. In addition to the boundary conditions, Thomp-
son et al.18,19 also studied the shear response of confined
fluids with simulations in which the component of the stress
tensor normal to the walls was held fixed. Most of their
results were for simple fluids, polymer chains composed of
six beads, and for film thicknesses smaller than three sphere
diameters. They found that, for these small film thicknesses,
spherical molecules crystallize and short chain molecules en-
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ter a glassy state. Using pseudo-crystalline walls similar to
those mentioned above,17 Manias et al.20 also simulated hex-
amers in a Couette flow in channels of about six atomic
diameters. By varying the strength of wall-fluid interactions,
they observed a variety of boundary conditions that ranged
from no-slip, to slip at the wall-fluid interface, and to slip
within the fluid. A strong correlation between velocity and
density profiles was observed and slip was found to occur in
low density areas and interfacial regions.

In the boundary driven shear simulations of Thompson,
et al.,19 Manias et al.,20 as well as in all homogeneous shear
simulations,11 a thermostatting mechanism was used to im-
pose a constant temperature across the entire fluid film; the
heat generated in the fluid by ‘‘viscous heating’’ was thus
removed instantaneously. Such a feat cannot be realized ex-
perimentally, and it is therefore of interest to examine to
what extent the results of isothermal simulations would de-
viate from reality. !As a caveat, note that simulations are
generally performed at shear rates higher than those acces-
sible by conventional experiments." These viscous heating
effects have been pointed out previously in the literature;21,22
here we take the additional step of quantifying them in terms
of continuum mechanics in order to assess their effect on the
simulated values of transport coefficients.

In this work, we report simulations of confined simple
fluids under shear. We compare shear flow simulations car-
ried out without thermostatting the sheared fluid with those
that employ a thermostat to maintain the sheared fluid at a
constant temperature. We find that imposing a constant fluid
temperature across the film can lead to rather different results
for the transport properties than those obtained when only
the walls are maintained at a constant temperature. We use
continuum mechanics to analyze our simulation data and
show that it is possible to obtain quantitative estimates for
the transport coefficients required by continuum models.

The rest of this paper is organized as follows: In section
II we describe our simulation approach. In section III we
present results for density, velocity and temperature profiles
for simple fluids, we compare the shear rate dependence of
viscosity obtained by using the two different approaches for
shear flow simulations regarding the use of thermostat. We
conduct a series of calculations at conditions of constant nor-
mal load, and we analyze the flow behavior using continuum
mechanics. In section IV we present a summary of our re-
sults and several concluding remarks.

II. SIMULATION METHOD

There are two types of atoms in the simulations: those
comprising the walls and those comprising the fluid. All at-
oms have the same mass, m , and interact with each other via
a spherically symmetric, pairwise additive, purely repulsive
potential, & , given by

&!r "!4'! " (

r # 12"" (

r # 6# 1
4$)!rc"r ", !1"

where rc!21/6( . The potential parameters ( and ' are taken
as units of length and energy. We employ reduced units for

time and temperature given by *!(m(2/')1/2 and '/kB , re-
spectively, where kB is Boltzmann’s constant.

The simulation cell consists of the fluid confined be-
tween two atomistic walls at a separation H and parallel to
the xy plane in Cartesian coordinates. Periodic boundary
conditions are employed in the directions parallel to the
walls. The walls consist of a single layer of atoms attached to
FCC lattice sites by stiff harmonic springs.25 The walls are
characterized by two parameters: the spacing between atoms
and the force constant of the springs. A value of 1.3 is used
for the former; the nearest neighbor distance between wall
atoms is 0.92. A value of 500 in dimensionless units is used
for the latter; this ensures that the mean square displacement
of wall atoms is below the Lindemann criterion for melting
at the temperature of our simulations.17 No fluid atoms ever
leak through the walls during the course of a simulation.
Shear is imparted by moving the lattice sites to which the
wall atoms are attached at constant speed and in opposite
directions.

Different methods are used to calculate the trajectories
of the atoms depending on whether the atoms are coupled to
a heat bath or not. If the atoms are not coupled to a heat bath,
the trajectories are calculated using a velocity Verlet algo-
rithm. If the atoms are coupled to a heat bath, the trajectories
are calculated using a Verlet-type algorithm for Brownian
dynamics.26 The following equations are then used to calcu-
late the particle trajectories:

r! t#+t "!r! t "#c1+tv! t "#c2+t2a! t "#+rG, !2"

v! t#+t "!c0v! t "#!c1"c2"+ta! t "#c2+ta! t#+t "

#+vG. !3"

The numerical coefficients c0, c1, c2, and the correlated ran-
dom components +rG and +vG are evaluated using the pre-
scription given by Allen and Tildesley.26 In most of our
simulations, the sheared fluid is not thermostatted and only
the confining walls are maintained at a specified temperature
by coupling the motion of their atoms to a heat bath.18 In
order to investigate the effects of thermostatting on the vis-
cosity of the fluid, a set of simulations was also performed
by using a thermostatting scheme reported in literature17,19
where, in addition to the walls, the fluid is also kept at a
constant temperature by coupling the y component of the
equation of motion of its atoms to a heat bath maintained at
the desired temperature. !Note that we do not advocate the
use of this particular type of thermostat; we only use it to
compare our results to those published in the literature." This
is achieved by adding Langevin noise and frictional terms to
the equation of motion in the y direction:

mÿ!"
+
+y !U ""m, ẏ#W , !4"

where , is the friction coefficient and W is the Gaussian
random force. The variance of W is related to , by the
fluctuation dissipation theorem:

-W! t "W! t!".!2mkBT,+! t"t!". !5"
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The equation of motion in the y direction is then integrated
using the Verlet-type algorithm described above for the wall
atoms. All trajectories are calculated with a time step of
0.002 * . A value of 4.0 in reduced units was used for the
friction coefficient in all cases.

Simulations are started from an ordered fluid structure.
Initial velocities of fluid atoms are sampled from a uniform
distribution corresponding to the wall temperature. Most
simulation runs consist of an equilibration stage of at least
300 000 time steps followed by a production run of 700 000
time steps. The initial ordered structure disappears during the
equilibration period, and the properties of the system are
confirmed to be time independent before the production run
is initiated. All the profiles reported are calculated by block
averaging over blocks of 50 000 time steps each, with aver-
ages within each block determined by sampling every 20
time steps. Quantities in the z-direction are determined by
averaging over bins of size ! 0.5 ( .

Calculation of the temperature requires knowledge of the
local streaming velocity. The latter quantity is determined by
two methods: an average over the previous 20 time steps,
and an average over a block of the first 50 000 steps imme-
diately following equilibration. The temperature profiles ob-
tained using the two averaging procedures are indistinguish-
able. The viscosity is determined by measuring the wall
shear stress and dividing it by the imposed shear rate. An
alternate approach would be to determine the off-diagonal
components of the stress tensor *zx , but large statistical un-
certainties make this impractical. !It is perfectly acceptable
to measure the stress at the walls since, in the absence of
secondary flows, the condition of mechanical equilibrium re-
quires that the shear stress be constant at all z locations."

The systems investigated in this work consist of 1552
fluid atoms and 256 wall atoms. Unless specified otherwise,
results are presented for the following simulation conditions:
H ! 18 ( , Twall ! 2.0 and / ! 0.844, where H is the
distance between the two walls and / is the number density.
All quantities are given in Lennard-Jones reduced units.

For completeness, viscosity and thermal conductivity are
also determined for bulk fluids from equilibrium simulations.
These simulations are carried out in the microcanonical
!NVE" ensemble. The simulated cell is a cube of edge length
10 ( , with the number of atoms adjusted so that the average
density is the same as in the corresponding non-equilibrium
simulations. Periodic boundary conditions are employed in
all three directions. Each simulation consists of an equilibra-
tion stage of 150 000 time steps, followed by a production
stage of at least 250 000 steps. For the first 125 000 steps of
the equilibration period, the velocities of all the particles are
re-scaled every twentieth time step to maintain the desired
temperature. The temperature during production run remains
constant at the desired value !within the statistical uncer-
tainty of the simulations". Values of stress and energy fluxes
are recorded every fifth time step during production runs.
The viscosity, 0 , is then calculated according to:27

0!
V

10kBT
%
0

1

-P! t ":P!0 ".dt , !6"

where P(t) is the traceless symmetric part of the pressure
tensor at time t , V is the volume, and T is the temperature.
The thermal conductivity, k , is obtained from28

k!
1

VkBT2
%
0

1

-Jz! t "Jz!0 ".dt , !7"

where Jz is the z component of the energy flux. A simple
arithmetic average of autocorrelation functions for the en-
ergy fluxes in the three directions is used for the calculation
of thermal conductivity. It is well known that due to prob-
lems such as long time tails in the autocorrelation functions,
the values of transport coefficients calculated using the
Green-Kubo methods exhibit a notoriously high degree of
uncertainty. In this work, such calculations are performed
only as an independent check for the values extracted by
continuum mechanics; we did not use any sophisticated tech-
niques for accurate determination of these coefficients from
Green-Kubo methods. Five independent equilibrium runs
were performed at each temperature. For each run, it was
confirmed that the autocorrelation functions show a rapid
initial decay and assume a value of zero for the first time
around 0.6* , after which their value fluctuates around zero.
The transport coefficient calculated by numerical integration
of the autocorrelation function will depend on the upper limit
chosen for the time integral; we calculated an average value
for each run by choosing 31 upper time limits spaced equally
between reduced times of 3* and 6* . Finally, an average
transport coefficient for the given temperature was evaluated
by averaging over the values for the five independent runs.

III. RESULTS AND DISCUSSION
A. Density, velocity and temperature profiles

Figure 1 shows the density profile in the direction nor-
mal to the walls divided by the average density in the simu-
lation cell. The density profiles exhibit two distinct regions:
an interfacial region near the walls and a bulk-like region of
uniform density in the central region. In the interfacial re-

FIG. 1. Density profiles for H ! 18.0 ( , Twall ! 2.0, / ! 0.844 and %̇ ! 0.0
!crosses", %̇ ! 0.2 !line", and %̇ ! 1.0 !dashed line".
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gion, the fluid exhibits strong layering against the walls; at
least four well defined layers are observed. The oscillations
in the density profile die out at a distance of about 4-5 (
from either wall. Figure 1 shows that the density profile at a
shear rate of 0.2 is virtually identical to that observed at
equilibrium !no flow". However, the density profile at a shear
rate of 1.0 exhibits a depletion of fluid particles in the central
region of the channel. As discussed below, we attribute this
behavior to a significant increase in the temperature of the
sheared fluid in such a region.

For an isothermal system, continuum mechanics predicts
a linear velocity profile throughout the cell when there is no
slip at the wall. Figure 2 compares the actual velocity profile
of the fluid at a shear rate of %̇ ! 0.2 with the continuum
mechanics prediction. The actual velocity profile in the sys-
tem is almost linear and very similar to that predicted by
continuum mechanics. There is a slight discontinuity at ei-
ther wall, which indicates a slight tendency for slip in these
systems. Such slip is, however, negligible compared to what
is observed in polymer melts at comparable shear rates.29 It
is also important to note that even in the absence of attractive
interactions a no-slip behavior persists up to shear rates that
are significantly higher than those typically measured in ex-
periments.

At the shear rates generally employed in molecular
simulations, a sheared fluid undergoes significant viscous
heating. Figures 3a and 3b show the temperature profiles of
the sheared fluid at various shear rates ranging from %̇ ! 0.1
to 1.0. Figure 3a shows that a substantial temperature in-
crease is already seen at shear rates of %̇ ! 0.1 and 0.2; these
shear rates are in the middle of the spectrum of shear rates
used in simulations. At higher shear rates, e.g. %̇ ! 0.7 and
1.0, there is a pronounced increase in the temperature of the
sheared fluid !Figure 3b". The shapes of the temperature pro-
files observed in simulations are approximately parabolic;
they are not completely parabolic because of the temperature
dependence of viscosity and thermal conductivity. Such de-

partures from a parabolic profile have been observed previ-
ously by Liem et al.21 In the following sections, we show
that it is possible to quantitatively predict flow behavior in
molecularly thin films using continuum mechanics, provided
the temperature dependence of viscosity and thermal conduc-
tivity is taken into account.

B. Shear rate dependence of viscosity

Shearing the fluid imparts considerable energy to the
system. In an actual laboratory experiment, the viscous heat
generated in the system is conducted to confining walls
which are in contact with the surroundings. This process is
closely mimicked by our simulation approach, where only
the walls are maintained at a constant temperature and the
sheared fluid is not thermostatted. Previous simulation stud-
ies reported in the literature have often constrained the entire
mass of the sheared fluid to remain at a constant temperature.
This has been achieved either by using a Gaussian
thermostat,11 or by coupling one of the components of the
equations of motion !the component perpendicular to the
shear plane" to a heat bath,17,19 or by re-scaling the velocities
of fluid atoms.20,30 To quantify the effects of using

FIG. 2. Velocity profile for H ! 18 ( , Twall ! 2.0, / ! 0.844, and %̇ ! 0.2.
The profile shown by dotted lines is continuum mechanics prediction ob-
tained by assuming no-slip boundary condition. Horizontal lines are error
bars.

FIG. 3. Temperature profiles for H ! 18.0 ( , Twall ! 2.0, / ! 0.844 and !a"
from top to bottom: %̇ ! 0.2, %̇ ! 0.1; !b" from top to bottom: %̇ ! 1.0,
%̇ ! 0.7, %̇ ! 0.2. Dotted line shows the wall temperature in both figures.
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a thermostat on the flow behavior, we compare the viscosity
of the fluid obtained using simulations that thermostat the
sheared fluid with those that do not employ a thermostat. For
this purpose, following Thompson et al.,17,19 we carried out a
set of simulations in which the fluid was thermostatted by
coupling its y component of the equation of motion to a heat
bath maintained at a specified temperature. As mentioned
earlier, we do not advocate the use of this procedure, but we
merely use it to compare the results obtained by different
temperature control schemes. The simulation conditions are:
/!0.844 and Twall!0.722 for the case where thermostat is
not used, and /!0.844 and Tfluid!0.722 for the case in
which the fluid is thermostatted. These conditions are iden-
tical to those used by Evans et al.11 in their homogeneous
shear simulations, in which they showed that viscosity is
proportional to the square root of the shear rate.

Figure 4 depicts results for viscosity as a function of the
square root of shear rate for these two simulation techniques.
For the case where the entire fluid is maintained at a constant
temperature !y-rescaling", viscosity values are within 15% of
those reported by Evans et al.11 This agreement is encourag-
ing, considering that Evans et al.11 used a different thermo-
stat !Gaussian" and that the viscosity values measured in our
work exhibit a weak dependence on the characteristics of the
wall. Figure 4 also shows that at low shear rates the viscosity
values obtained by constant wall temperature simulations are
within 10% of those obtained from constant fluid tempera-
ture studies. At high shear rates, however, viscous heating
becomes significant and these two approaches lead to a
markedly different behavior. The non-isothermal shear rate
dependence of viscosity is actually opposite to that observed
in isothermal calculations.

Figure 5 shows the shear rate dependence of viscosity
obtained using our simulation approach, where a thermostat
is not used and only the walls are maintained at a constant

temperature (Twall!2). At low shear rates (%̇ less than 0.3",
the fluid is Newtonian and its viscosity remains constant. At
higher shear rates, viscosity increases with shear rate. We
attribute the observed shear thickening behavior to the iso-
choric increase in temperature and hence pressure in the sys-
tem.

In order to characterize the separate effects of tempera-
ture and pressure on the viscosity, we carry out a series of
shear flow simulations where the average of the component
of the stress tensor normal to the walls, -Pzz., is held con-
stant. This is achieved by adjusting the number density until
-Pzz. is equal to the desired value at the given temperature;
for these simulations -Pzz. ! 13.0($0.05), which is the
value measured in simulations at %̇ ! 0.05 and / ! 0.844.
!For these constant normal load simulations, we choose to
adjust the number of atoms rather than the distance between
the walls because the temperature profile is a strong function
of wall separation." The viscosities obtained from these
simulations are also shown in Figure 5. Our results indicate
that if the normal load on the walls is kept constant, the fluid
exhibits shear thinning behavior, whereas if the average den-
sity is kept constant, the fluid exhibits shear thickening be-
havior. These observations are consistent with results of ho-
mogeneous shear non-equilibrium molecular dynamics
!NEMD" methods.

The results of Figures 4 and 5 demonstrate that the shear
rate dependence of viscosity determined by molecular simu-
lations is highly sensitive to the simulation technique used.
As opposed to equilibrium systems, where only pressure,
density and temperature are sufficient to specify the state of
the system, a number of additional variables are necessary to
characterize the non-equilibrium shear flow behavior of con-
fined fluids: shear rate, temperature of the confining walls,
thickness of the fluid film !which affects the temperature
profile in the sheared fluid", and the various components of
the pressure tensor. Of the different approaches compared in
this work, we believe that simulations where the walls were

FIG. 4. Viscosity as a function of square root of shear rate for /!0.844.
The crosses show results obtained with the fluid temperature maintained at
Tfluid!0.722, a linear fit to these results is also shown. The circles denote
results obtained with only the walls maintained at Twall!0.722.

FIG. 5. Shear rate dependence of viscosity with only the walls maintained at
Twall ! 2.0 for H ! 18.0 ( . Circles are for /!0.844 and crosses are for
Pzz!13.0($0.05).
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held at a constant temperature !and in some cases where a
constant normal load is applied" resemble more closely a real
experimental situation than calculations where the entire
mass of sheared fluid is maintained at a constant tempera-
ture.

C. Connection with continuum mechanics

In the previous section we observed that the fluid veloc-
ity profiles are roughly linear and that the temperature pro-
files are roughly parabolic. This is similar to continuum me-
chanics predictions for planar Couette flow under the
assumption of constant viscosity and thermal conductivity.
In fact, Holian et al.31 have previously shown that the struc-
ture of a strong shockwave !density, stress, energy and tem-
perature profiles" in a Lennard-Jones fluid obtained by mo-
lecular simulations can be described by continuum
mechanics to within 30%, provided the state dependence of
transport coefficients is taken into account. We follow a
similar approach and show that, provided the temperature
dependence of viscosity and thermal conductivity is ac-
counted for, it is possible to use continuum mechanics to
arrive at a quantitative description of the flow behavior for a
non-isothermal planar Couette flow.

We use perturbation theory to incorporate the tempera-
ture dependence of transport coefficients into a continuum
mechanics description of the fluid.7 An expression can be
derived for the temperature profile of the sheared fluid in
terms of three parameters: the ratio of viscosity and thermal
conductivity 00 /k0 !evaluated at the wall temperature", and
two parameters 21 and 31 defined by:

k/k0!1#21) , !8"

00 /0!1#31) , !9"

where ) is a dimensionless temperature difference given by
)!(T"Twall)/Twall . For a fluid film of thickness H , simul-
taneous solution of the momentum and energy balance equa-
tions yields the following expression for the temperature pro-
file:

)!
B
2 !4"42""

B221
8 !42"243#44"

"
B231
24 !4"242#243"44", !10"

where the reduced position is defined by 4!z/H , and B is a
dimensionless constant given by: B!400Uwall

2 /k0Twall .
Three adjustable parameters arise naturally in this problem;
these are 00 /k0, 21 and 31.

The validity of this continuum mechanics solution at
atomic length scales is determined by fitting simulated tem-
perature profiles at five different shear rates: %̇ ! 0.1, 0.125,
0.15, 0.175 and 0.2 to the above expression. Figure 6 shows
the results of the fit and demonstrates that a single set of
parameter values can fit the simulated profiles for these five
different shear rates. The parameters derived from the fitting
procedure have values: 00 /k0!0.3083, 21!2.936 and
31!"2.009.

As an independent test of the above numbers, we use
Green-Kubo formulas to determine viscosity and thermal
conductivity from equilibrium simulations at three tempera-
tures: T!1.7, 2.0 and 2.15 !these temperatures bracket
Twall!2.0). These calculations provide a completely inde-
pendent route for measuring the transport coefficients at zero
shear. Results from these equilibrium calculations of zero-
shear viscosity and thermal conductivity are shown in Table
I. It is seen that the value of the ratio 0/k obtained from the
equilibrium simulations via the Green-Kubo formulae is
within 20% of the value of 00 /k0 obtained from the fit to the
continuum mechanics solution. The agreement is particularly
encouraging when one considers that the relative error bars
on the numbers obtained from the equilibrium simulations
are also of the order of 10–15%. Unfortunately, these error
bars preclude a meaningful extraction of the parameters 21
and 31 from equilibrium simulations. There are two addi-
tional complications in a comparison between the transport
properties obtained from equilibrium and non-equilibrium
simulations. The first complication is that the former pro-
vides values of transport coefficients at zero shear, whereas
the latter provides the values at non-zero shear rates. Some
extrapolation scheme is required to estimate the limiting
zero-shear values from non-equilibrium simulations. The
second complication is that non-equilibrium simulations are

FIG. 6. Temperature profiles for H ! 18.0 ( , Twall!2.0 and / ! 0.844.
Profiles obtained by simulation are shown by points for %̇ ! 0.1 !crosses",
0.125 !diamonds", 0.15 !circles", 0.175 !squares" and 0.2 !triangles". Con-
tinuum mechanics solution fit is shown by a line for each value of shear rate.
Reduced temperature ) is defined by )!(T"Twall)/Twall and reduced dis-
tance 4 is defined by 4!z/H .

TABLE I. Viscosity and thermal conductivity from equilibrium simulations
via the Green Kubo formulae. Error bars are the standard deviation about the
mean of five independent simulations.

Temperature Viscosity Thermal conductivity
(kBT/') (0) (k) 0/k

1.70 2.02$0.18 8.16$0.56 0.25$0.04
2.00 2.10$0.13 8.56$0.61 0.25$0.03
2.15 2.28$0.22 8.16$1.07 0.28$0.06
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necessarily non-isoenergetic and non-isothermal !because of
viscous heating" whereas equilibrium simulations are iso-
energetic. As a result, the pressure of a sheared fluid is some-
what higher than that observed in equilibrium simulations at
the same density and at a bulk temperature equal to Twall for
the sheared systems. These effects are small at the range of
shear rate values !0.1–0.2" studied here, but some ambigu-
ities are unavoidable.

IV. CONCLUSIONS

A molecular level approach has been presented for simu-
lation of an experimental set-up for rheological measure-
ments of thin films under shear. It has been shown that the
density profiles in sheared fluids are in general the same as
those observed at equilibrium. Only at very high shear rates
do the shear profiles deviate from those at equilibrium, and
this effect could be entirely due to a non-homogeneous tem-
perature across the system. As predicted by continuum me-
chanics, at steady state the simulated velocity profiles are
linear throughout the system. Compared to polymer chains,
monomers exhibit hardly any tendency for slip at the fluid-
wall interface.

It is shown that for the shear rates typically used in
simulations, viscous heating effects are significant. As a re-
sult, simulated transport coefficients !e.g., viscosity and ther-
mal conductivity" are sensitive to the use of thermostat in the
simulations. We favor a simulation approach that does not
thermostat the fluid but maintains only the confining walls of
the system at a constant temperature thus allowing a flux of
heat across the sheared fluid. This approach is consistent
with experimental situations. Isothermal shear flow simula-
tions that thermostat the sheared fluid could arguably be re-
garded as unphysical in the sense that the simulated fluid is
implicitly assumed to have infinite thermal conductivity and
therefore exhibits artificial dynamics.

In fact, actual experiments are carried out under the con-
ditions of constant wall temperature, and sometimes constant
normal load on the walls. Realistic simulations of experi-
mental conditions could also allow the wall-to-wall distance
to fluctuate during the course of a calculation. However, the
temperature profile developed across the sheared fluid is a
strong function of the wall-to-wall separation and would also
fluctuate with variations in the fluid film thickness. Since one
of the main objectives of this work was to describe these
temperature profiles by using continuum mechanics, we have
conducted simulations for constant wall-to-wall separation
and have analyzed the results using continuum mechanics.

If the temperature dependence of viscosity and thermal
conductivity is accounted for explicitly, it is possible to ana-
lyze the temperature profiles observed in thin film molecular
simulations using continuum mechanics. We find that the
continuum mechanics prediction for the ratio of viscosity
and thermal conductivity is in quantitative agreement with an
independent estimate obtained from equilibrium simulations

using Green-Kubo formulas. The formalism presented here
provides a means of obtaining meaningful values of transport
coefficients from these non-isothermal, high shear rate flow
simulations. We are currently using this formalism to inves-
tigate tribological properties of thin films of polymeric fluids
as well as wall slip effects during polymer processing.
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