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ABSTRACT: Molecular simulation is used to compute the
solubility of small gases in nitrile butadiene rubber (NBR) with
a Widom particle-insertion technique biased by local free
volume. The convergence of the method is examined as a
function of the number of snapshots upon which the insertions
are performed and the number of insertions per snapshot and
is compared to the convergence of the unbiased Widom
insertion technique. The effect of varying the definition of local
free volume is also investigated. The acrylonitrile content of
the polymer is altered to examine its influence on the solubility
of helium, CO2, and H2O, and the solubilities of polar gases are found to be enhanced relative to those of nonpolar gases, in
qualitative agreement with experiment. To probe this phenomenon further, the solubilities are decomposed into contributions
from the neighborhoods of different atoms, using a Voronoi cell construction, and a strong bias is found for CO2 and H2O in
particular to be situated near nitrogen sites in the elastomer. Temperature is shown to suppress the solubility of CO2 and H2O
but to increase that of helium. Increasing pressure is found to suppress the solubility of all gases but at different rates, according
to a balance between their molecular sizes and electrostatic interactions with the polymer. These results are relevant to the use of
NBR seals at elevated temperatures and pressures, such as in oil and gas wells.

■ INTRODUCTION

The wide range of applications of elastomers stems from the
numerous chemical compositions of the base polymer in
combination with fillers and plasticizers. The former can
enhance properties such as resistance to chemical attack by
fuels, whereas the latter can enhance mechanical properties,
such as stiffness and strength.
This diversity has led to their widespread use in sealing

components, such as hoses, gaskets, O-rings, and so forth,1 in
the oil and gas industry, in which one of their key roles is to
protect sensitive monitoring equipment from contamination by
fluids under conditions found downhole, where temperatures
and pressures can reach 225 °C and 200 MPa, respectively.2−4

Under these conditions, two modes of permeation-driven
failure are observed. The first involves the permeation of gases
through the seal, leading to corrosion of the electronic
components that were intended to be protected. The second
occurs upon decompression, when the seals are returned to the
surface too quickly, leading to a rapid pressure reduction,
followed by swelling and rupture in a process known as
explosive decompression.5 This latter phenomenon is driven by
the initial permeation of gases into the seal, saturating some of
the voids naturally dispersed throughout the rubber,6 followed
by insufficiently rapid egress of the gases out of the seal when
the external pressure is relieved.7

The permeation of small gases through a polymer membrane
can be described by the solution−diffusion model,8 in which
the boundary conditions for diffusion through the polymer are
set by the product of the solubility coefficient and the external

pressures on either side of the membrane, using Henry’s law.9

Therefore, one potential option to ameliorate the decom-
pression problem is to focus on the solubility, which inherently
limits the amount of gas absorbed by the seal and sets the
pressure gradient that produces the rupture. To do this, an
understanding of the factors controlling solubility in the
elastomer is required.
In this work, we focus on the solubility of small gases in

poly(butadiene-stat-acrylonitrile), known as nitrile butadiene
rubber (NBR) (Figure 1), widely used for sealing applications
in the oil and gas industry due to its resistance to
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Figure 1. NBR, a statistical copolymer of butadiene (left) and
acrylonitrile (ACN) (right).
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hydrocarbons10 but which under certain conditions is liable to
swelling and explosive decompression.11

The permeability and diffusivity of small gases through NBR
were characterized by Van Amerongen in the 1940s by
experiment,12,13 using a permeation cell to observe gas uptake
as a function of time, obtaining the permeability from the slope
and diffusivity from the time lag.12 From the solution−diffusion
model, the solubility was subsequently inferred as the quotient
of the two.8 Among the gases investigated, ranging in size from
helium to methane, CO2 was found to have the highest
permeability, a fact attributed to its enhanced solubility as
compared to that of smaller molecules, such as helium, which
have higher diffusivities. Van Amerongen attributed this
enhanced absorption to the electrostatic interaction between
CO2 and NBR. To investigate this phenomenon at a molecular
level, we employ atomistic simulations to understand the
factors affecting gas permeation as a function of the chemistry
of the polymer and environmental conditions.
Simulating the experimental procedure used by Van

Amerongen directly is impractical due to the time and length
scales involved (see ref 14 for a discussion). The use of periodic
boundary conditions enables the equilibrium solubilities of
gases in the bulk environment of the polymer to be calculated.
One method based on this approach is Widom insertion,15

which can be used to compute the excess chemical potential of
a gas dissolved in a membrane at temperature T, using an
ensemble average of N separate, random, trial insertions of a
solute molecule, the ith of which changes the internal energy of
the system by ΔEi

μ = − ⟨ −Δ ⟩k T E k Tln exp( / )i Nex B B (1)

where kB is the Boltzmann constant. This quantity is defined in
the dilute limit, that is, such that there are no gas−gas
interactions inside the polymer, and is directly related to the
solubility, s

μ= − = ⟨ −Δ ⟩s k T E k Texp( / ) exp( / )i Nex B B (2)

As the polymer remains fixed, whereas the gas particles are
randomly positioned, the efficacy of the Widom insertion is
limited to small molecules for which polymer relaxation is
unimportant.14 Furthermore, as the insertions are performed
randomly, there is a high probability of atomic overlap between
the solute and host, leading to the majority of insertions
contributing a negligible amount to the solubility. Therefore,
care has to be taken to ensure adequate sampling, particularly at
high polymer densities.
One approach to alleviate this sampling problem is to use

biased insertion techniques, such as excluded volume map
sampling,16 in which regions of free volume are first identified,
into which gas molecules are then inserted. This bias is then
corrected for when computing the ensemble average in eqs 1
and 2 by multiplying the computed solubility by the fractional
free volume.17 As the fractional free volume is less than 10%18

in the amorphous polymer system considered here, this can
result in a speedup of at least a factor of 10, assuming that the
same number of insertions per unit volume are performed.
However, as insertions can take place only in the sites
predetermined to be free volume, this method is inherently
sensitive to the manner in which the free volume is defined.
To our knowledge, Kucukpinar and Doruker18 are the only

other authors to have investigated gas solubility in NBR
through simulation. They studied the solution of small gases

(the largest being methane) in NBR with 39% ACN content
using a grid-based biased insertion technique and the
COMPASS force field.19 Although they were able to reproduce
the ordering of solubilities found in experiment (CO2 > O2 >
N2 > Ne > He), precise values were generally overestimated by
up to a factor of 3.4. This overestimation of solubilities (and
indeed diffusivities) is found across the literature of polymer
simulations20−23 and is usually attributed to the formation of
unphysically large voids in the simulation cell or the sensitivity
of solubility to the force field, which is heightened by the
exponential factor in eq 1. Nevertheless, simulations remain a
powerful tool in predicting and explaining trends in transport
properties, offering a controlled and systematic way to vary the
model parameters. Some of these parameters are difficult to
control in experiment, for example, replicating service
conditions, whereas others are impossible to alter, for example,
using hypothetical nonpolar H2O, with the partial charges of all
atoms set to zero, to determine the impact of electrostatics on
the diffusion of H2O through NBR.18 Therefore, simulations
provide insight complementary to that attainable from
experiment.
In this article, we build upon our previous work on modeling

bulk properties of NBR through atomistic simulation24 to
identify the key factors influencing the solubility of small gases
in NBR, focusing on helium, CO2, and H2O, as a function of
both base polymer composition and environmental conditions
that reflect those found in an oil and gas exploration context.
We demonstrate the importance of careful sampling of the
polymer phase space when performing Widom insertion, both
in terms of the size of the ensemble upon which insertions are
performed and the number of insertions required for
convergence. We probe the effect of increasing the ACN
content in NBR, demonstrating that electrostatics is vital to the
solution process in this elastomer, obtaining good agreement
with the experimental trends. Using a Voronoi cell approach,
the total solubilities are broken down into contributions from
particular atomic environments, explicitly illustrating the
preference of inserted molecules to sit near nitrogen sites in
the elastomer. The temperature and pressure are varied and
shown to suppress the solubility of polar solutes relative to that
of nonpolar ones, suggesting that the behavior under oil and gas
well conditions may be very different from that observed to
date in simulations and experiments conducted under
atmospheric conditions.

■ METHOD

NBR Model. Initially, a 1000 monomer long linear
copolymer of ACN−butadiene was generated,a with a specified
ACN content, using reactivity ratios of 0.02 and 0.28 for ACN
and butadiene, respectively.25 The copolymer was packed into a
cubic simulation cell with periodic boundary conditions at a
density comparable to that of experiment, 1000 kg m−3,10 using
a Monte Carlo method based on the self-avoiding random walk
procedure of Theodorou and Suter.26 In this approach, the
backbone carbon atoms of the chain are placed at fixed
distances and angles from one another but with varying
dihedral angles, using the parameters from the COMPASS
force field19 and the Amorphous Cell module of BIOVIA
Materials Studio v7.0. As no cross-linking was permitted, it is
possible, in principle, for one starting configuration to
transform into another through relaxation processes, such as
reptation. However, such transformations are impossible on the
time scale accessible to molecular dynamics, and in practice, the
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starting configurations are independent. This process is
repeated n = 24 times to generate an ensemble of
conformations sampling the configurational phase space.
These structures were then passed into LAMMPS,27 and the

all-atom OPLS potential of Jorgensen et al.28 was used to
describe the interatomic interactions. The functional form of
this force field is
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2
if atoms i and j are separated by three bonds, f ij =

1 if they are separated by more than three bonds, and f ij = 0
otherwise. Geometric combination rules are used, that is,
σ σ σ=ij ii jj and ϵ = ϵ ϵij ii jj . The parameters are shown in

Tables 1−4.

The structures were then subjected to energy minimization
(by the FIRE method29), compression, and relaxation (from 0.1
to 500 MPa and back to 0.1 MPa over 0.5 ns); a further energy
minimization; an annealing step (from 25 to 525 °C and back
to 25 °C over 1.0 ns); another cycle of compression and
relaxation as before; and finally a simulation at standard
ambient temperature and pressure (SATP; 25 °C and 100 kPa)
for 2.0 ns. The entire equilibration procedure lasted 4 ns in
total. The temperature and pressure were controlled using the
Nose−́Hoover algorithm,30 with a damping parameter of 0.1 ps
for the temperature and 1 ps for the pressure.

For configurations at elevated temperatures, the same
protocol described above was used, after which the structures
were heated to the required temperature at a constant rate of
10 °C ns−1, followed by a 1.5 ns simulation at constant
temperature and pressure.
A different approach was used to generate configurations at

elevated pressures because it is not possible in molecular
dynamics to simulate the reptation processes that occur in a
real polymer subjected to compression. Consequently, a
polymer that is compressed to a target pressure under an
NPT (isothermal−isobaric) ensemble in a simulation will have
a lower density than the same polymer compressed to the same
pressure in experiment, leading to the solubility being
systematically overestimated with respect to that from experi-
ment. Hence, rather than attempting to simulate compression
of the polymer, initial polymer configurations were directly
generated at different densities using the Monte Carlo
procedure described above, subjected to an energy minimiza-
tion, and equilibrated in an NVT (canonical) ensemble, to
maintain their densities, for a total of 4 ns. Effectively, we are
using density as a surrogate variable for pressure. This can be
inverted by considering the bulk modulus, B, which is related to
the pressure, P, and density, ρ, at a constant mass, M

ρ
ρ

=
⎛

⎝
⎜

⎞

⎠
⎟B

Pd

d
M (4)

where we have assumed that the bulk modulus is independent
of pressure.b For most elastomers, the bulk modulus is
approximately 1 GPa.23 The solubility as a function of density
can then be computed, from which the effect of pressure can be
inferred.

Table 1. OPLS Force Field Atom Types for NBR

atom types

element type mass (g mol−1) σ (nm) ϵ (kcal mol−1) q (e) note

carbon (sp3) CT 12.011 0.35 0.066 −0.18 C in CH3

carbon (sp3) CT 12.011 0.35 0.066 −0.12 C in CH2

carbon (sp3) CT 12.011 0.33 0.066 −0.02 C of CH2 in (CH2)−CN

carbon (sp3) CT 12.011 0.33 0.066 0.04 C of CH in (CH)−CN

carbon (sp2) CM 12.011 0.355 0.076 −0.115 C in (CH)(CH)

carbon (sp) CZ 12.011 0.33 0.066 0.46 C in CN

nitrogen NZ 14.007 0.32 0.17 −0.56 N in CN

hydrogen HC 1.008 0.25 0.03 0.06 H in CH2,3

hydrogen HC 1.008 0.242 0.03 0.115 H in (CH)(CH)

hydrogen HC 1.008 0.25 0.015 0.06 H in (CH1,2)−CN

Table 2. OPLS Force Field Bond Types for NBR

bond types

bonds kr (kcal mol
−1 nm−2) r0 (nm)

CT−CT 53 600 0.1529

CT−CM 63 400 0.151

CT−CZ 78 000 0.147

CT−HC 68 000 0.109

CMCM 109 800 0.134

CM−HC 68 000 0.108

CZNZ 130 000 0.1157

Table 3. OPLS Force Field Angle Types for NBR

angle types

angles kθ (kcal mol−1 rad−2) θ0 (°)

CT−CT−CT 116.7 112.7

CT−CT−CM 126 111.1

CT−CT−CZ 116.7 112.7

CT−CT−HC 75 110.7

CT−CMCM 140 124

CT−CZNZ 300 180

CT−CM−HC 70 117

CM−CT−HC 70 109.5

CMCM−HC 70 120

CZ−CT−HC 70 108.5

HC−CT−HC 66 107.8
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Each equilibrated structure was then evolved dynamically,
and m = 250 snapshots were taken for each, one every 25 ps for
6.25 ns, to improve sampling for the calculation of solubility.
The fastest vibrational modes in the system (the C−H bonds)
were always constrained using the SHAKE algorithm31 to
enable a time step of 2.5 fs to be used, except during annealing
steps in the equilibration protocol, during which no constraints
were applied and a 1 fs time step was used.
This model for NBR was validated in our previous work24 by

comparing predicted bulk properties, such as density and glass-
transition temperature, as a function of ACN content to
experimental data. The densities were found to agree with the
experimental values to within 5%, and the experimentally
observed trend of an increasing glass-transition temperature
with ACN content was reproduced.10

Solubility. Overview. Solubilities were computed by
performing Widom insertion15 using Gromacs32 and its “Test
Particle Insertion” routine. Random (unbiased) insertions and
insertions biased by the free volume were performed.
Parameters for helium were taken from the OPLS force

field,28 whereas H2O and CO2 were described using the SPC33

and EPM234 force fields, respectively. Although many
alternative potentials exist in the literature, particularly for
H2O and CO2, we chose to use physically reasonable atomistic
descriptions and then focus on investigating qualitative trends,
rather than to seek precise quantitative agreement with
experiment, something that solubility simulations in polymers
often find difficult to do.14 The parameters for the inserted
molecules are provided in Table 5.

For all simulations performed in the NPT ensemble, the
excess chemical potential given in eq 1 is corrected for volume
fluctuations35

μ = −
⟨ −Δ ⟩

⟨ ⟩
k T

V E k T

V
ln

exp( / )i i N

i N
ex B

B

(5)

where Vi is the instantaneous volume of the simulation cell.
This correction is typically small, as the standard deviation in
the cell volumes of the equilibrated structures is less than 0.5%.

Unbiased Widom Insertion. N insertions are performed at
random positions and, if applicable, with random molecular
orientations, within a snapshot of the polymer generated from
molecular dynamics. No relaxation is performed to accom-
modate the inserted species. The change in the total potential
energy, ΔEi, upon insertion is calculated, the Boltzmann factor
is calculated, and these factors are averaged to obtain the
solubility according to eqs 1, 2, and 5.
The implementation of this method in Gromacs proceeds as

follows: for a given snapshot of a frozen polymer, an initial
insertion position is randomly chosen anywhere inside the
simulation cell, the atom or molecule is inserted, it is treated as
a rigid body and rotated if possible, and the initial neighbor list
and long-range electrostatic energies are computed. Then, the
remaining short-range terms in the energy are also calculated,
to yield ΔEi. For the next a − 1 insertions (where a is a user-
defined parameter), the gas molecule is shifted randomly about
its initial position within a sphere of radius r (and a further
random rotation is applied if applicable), whose value is small,
such that the neighbor list and long-range electrostatic energies
can be assumed to remain unchanged, before the other terms in
the energy are computed, to obtain ΔEi at each step. A new

Table 4. OPLS Force Field Dihedral Types for NBR

dihedral types

dihedrals kϕ1
(kcal mol−1) kϕ2

(kcal mol−1) kϕ3
(kcal mol−1) kϕ4

(kcal mol−1)

CT−CT−CT−CT 1.3 −0.05 0.2 0

CT−CT−CT−CM 1.3 −0.05 0.2 0

CT−CT−CT−CZ 0 0 0 0

CT−CT−CT−HC 0 0 0.3 0

CT−CT−CMCM 0.346 0.405 −0.904 0

CT−CT−CM−HC 0 0 0 0

CT−CT−CZNZ 0 0 0 0

CT−CM−CM−CT 0 14 0 0

CT−CMCM−HC 0 14 0 0

CM−CT−CT−CM 0 0 0 0

CM−CT−CT−CZ 0 0 0 0

CM−CT−CT−HC 0 0 0.366 0

CMCM−CT−HC 0 0 −0.372 0

CZ−CT−CT−HC 0 0 0.366 0

NZ−CZ−CTHC 0 0 0 0

HC−CT−CT−HC 0 0 0.3 0

HC−CT−CM−HC 0 0 0.318 0

HC−CMCM−HC 0 14 0 0

Table 5. Nonbonded Parameters, Bond Lengths, and Angles for Gases Used for Widom Insertion

molecule atom σ (Å) ϵ (kcal mol−1) q (e) r0 (Å) θ0 (°) source

He He 2.556 0.02 0.0 OPLS28

CO2 C 2.757 0.0559 0.6512 rCO = 1.149 θOCO = 180 EPM234

O 3.033 0.16 −0.3256

H2O H 0.0 0.0 0.41 rHO = 1.0 θHOH = 109.47 SPC33

O 3.166 0.1554 −0.82
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initial position is then chosen randomly in the box, and this
process is repeated until N insertions in total have been
performed. The insertions are subsequently computationally
inexpensive and easily parallelizable.c The parameters a and r
were set to 10 and 0.05 nm, respectively.
To obtain solubilities within a standard error of 5%, N = 108

insertions are required for all gas molecules, with the exception
of helium, for which N = 106 insertions are found to be
sufficient, on m = 250 equilibrated snapshots from each of n =
24 independent configurations generated with the Monte Carlo
procedure described earlier.
Biased Widom Insertion. As insertions into regions already

occupied by atoms contribute a negligible amount to the
solubility, biased insertions are performed only where there is
free volume. A map of the free volume is defined for a given
snapshot, insertions are performed at random positions (and
orientations) within such regions, and the total solubility is
calculated after accounting for the bias that has been
introduced.
To generate a map of the free volume, the cubic simulation

cell is divided into a cubic grid of Ngrid = 106 points, with a
helium probe atom placed at each grid point. Using the
distance, rij, from a probe at point i to polymer atom j, the
number density at that point, f i, is computed in terms of
distance δij

∑ δ=
=

f H( )
i

j

N

ij

1

atoms

(6)

δ α σ σ= − − | |r(1 )ij j ijHe (7)

where H is the Heaviside step function, σHe and σj are the
Lennard-Jones widths of the helium probe and polymer atom,
respectively, α is a free parameter used to tune the definition of
the free volume, and summation is performed over Natoms of the
polymer.d The free-volume sites are defined as those for which
f i = 0.
The set of free-volume sites for a given snapshot is then

passed into a modified version of Gromacs’ particle-insertion
routine, tpi.c, in which insertions are performed in each of
the voxels centered on the grid points. As they are small, no
larger than 0.1 nm, it is assumed that the neighbor list and long-
range electrostatic energy remain unchanged within a given
voxel; therefore, additional positions and orientations after the
first one may be sampled while only recomputing the short-
range terms in the energy. The effect of changing the number
of insertions per grid point is examined in the Results and
Discussion section, and the sensitivity of solubility to the free
volume is examined in the Supporting Information. The final
values chosen are α = 0.2, Ngrid = 106, and 100 insertions per
grid point defined as free volume. For a fractional free volume
of 1%, this corresponds to 106 insertions in total, 100 times
fewer than that in the full Widom insertion method. Although it
takes time to generate a free-volume map, this is required only
once per snapshot, as it is independent of the molecule being
inserted and ultimately the speedup is close to a factor of 100.e

The bias introduced by sampling insertions only in regions of
free volume is accounted for by multiplying the solubility by the
probability of insertion in free volume, that is, the fractional free
volume

μ= −s
N

N
k Texp( / )fv

grid
ex B

(8)

where Nfv is the number of free-volume sites, that is, those
where f i = 0.

Localized Solubility. To identify the atomic environments in
NBR in which polar gases have lower energies, the total
solubility of each gas in NBR of a fixed ACN content (41.3%)
at SATP was decomposed into contributions according to the
type of atom in the polymer closest to the inserted molecule.
Voronoi cells were constructed around each atomic site of the
polymer, ignoring hydrogen atoms, using the Voro++ library,36

and unbiased Widom insertions were sorted into the Voronoi
cells according to the positions of the centers of mass of the
inserted molecules, together with the corresponding Boltzmann
factors. Sorted insertions belonging to atoms of the same
orbital hybridization state, sp1, sp2, sp3 carbons and nitrogen,
are grouped, and the Boltzmann factors are summed and
normalized by the total Boltzmann factor across all groups so
that the relative contribution of different atomic sites can be
compared across different inserted molecules and the
solubilities per group sum to the total solubility.
Owing to the demands on processor, memory, and storage of

writing and sorting, of the N = 108 insertions performed on up
to n × m = 24 × 250 = 6000 configurations, most of which
contribute a negligible amount to the solubility, only a subset of
insertions whose insertion energies were less than 5kBT (T = 25
°C) were used. For CO2, this approach reduced the number of
insertions written per snapshot from 108 to approximately 8 ×

104, that is, a factor of 1000 fewer insertions to process, while
maintaining the precision of the solubility at better than one
part in 106 as compared to that on using all insertions.

Errors. Standard Error. When determining the standard
error, it would be incorrect to treat all n × m snapshots as
independent, as snapshots generated from the same starting
configuration will be correlated with one another because the
relaxation time of the polymer exceeds the duration of the
simulations. Instead, for initial configuration i, where i = 1, 2, ...,
n, the solubilities, sij, computed for m snapshots, where j = 1, 2,
..., m, are used to calculate an average solubility, si. The set of
values of si is then averaged over the n independent starting
configurations to obtain s,̅ and the standard error, SE, may be
calculated using the standard deviation, σ, of the n values of si
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(12)

The standard error in the solubility is reduced using n
independent starting configurations because the spread in the
average solubilities, si, for each starting configuration is smaller.

Resampling. The convergence of the standard error in the
solubility with n, SE(n), becomes poor when n is small. For
example, the standard error for n = 2 depends on which two
initial configurations are chosen. These fluctuations eventually
become negligible for a sufficiently large n. Randomized
subsampling can be used to dampen the fluctuations,37−39 by
sampling subsets of data, computing the statistical quantity of
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interest for each subset, and averaging all quantities. This
enables the computation of, for example, the average standard
error as a function of the number of independent
configurations, aSE( ), which is useful for determining how
many configurations are needed to obtain the solubility to
within a desired level of precision. The method to compute

aSE( ) is as follows: given n average solubilities in total,
randomly select a of them, compute the standard error as
previously described over the a solubilities, and repeat this
process until aSE( ) has converged (103 attempts were found to
be sufficient).

■ RESULTS AND DISCUSSION

Convergence. First, we present a study of the convergence
of the solubilities computed with the unbiased and biased
Widom insertion techniques with respect to the number of
independent initial configurations, n; the number of snapshots,
m, taken from molecular dynamics simulations after equilibrat-
ing each initial configuration; and the number of insertions per
snapshot, N. We justify the choice of n = 24 and m = 250 on
the basis of the convergence of the standard error in the
solubility of CO2, and the significant inhomogeneity of CO2

insertions for small n and m is discussed in the Supporting
Information. Then, we justify the choice of N = 108 for the
unbiased Widom insertion technique and highlight the
advantages that biased insertion offers over unbiased insertion
by reducing N for the same precision in the solubility.
For biased Widom insertions, the sensitivity of the solubility

to the free volume is discussed in the Supporting Information
in terms of the number of grid points and the free-volume
tuning parameter, α, set at 106 and 0.2, respectively. All
convergence simulations are performed at SATP for NBR of
41.3% ACN content.
Number of Starting Configurations, n, and Number of

Snapshots for Each, m. Figure 2 shows the standard error in
the solubility of CO2 as a percentage of its average solubility, as
a function of n and m for the unbiased and biased Widom
insertion techniques. Random resampling is performed using
103 steps to smooth out the fluctuations that would otherwise
arise for small n. Increasing n brings about the most rapid
reduction in the standard error. However, this has to be
balanced against computational cost because equilibrating an
independent configuration requires a 4 ns simulation, whereas
generating an additional snapshot takes only 25 ps. Balancing
these considerations while minimizing the standard error in
solubility led to the choice of n = 24 and m = 250. The
convergence is almost identical for unbiased and biased Widom
insertion techniques.
Number of Insertions. Figure 3 shows the convergence of

the solubility of CO2 as a function of the number of insertions,
for both the unbiased and biased Widom insertion techniques.
For the former, 1010 insertions were performed on each
snapshot, corresponding to a sampling density of approximately
108 nm−3, and this defined the limiting solubility, slim. A subset,
N, of these insertions were randomly selected and averaged to
obtain solubility sN, and the relative root-mean-squared
deviation of sN from slim was computed, that is, |sN − slim|/slim.
Because of the noise in the data, random resampling was
performed as described earlier. This procedure was repeated
over a single snapshot generated from each of n = 24
independent configurations, and the fractional error was
averaged as a function of the number of insertions. With

every increase in the number of insertions, the difference in the
fractional error drops, suggesting that it is asymptotically
approaching the N → ∞ solubility limit. In practice, it was
found that using 108 insertions over n × m = 24 × 250 = 6000
snapshots was sufficient to ensure a standard error in the
solubility of no more than 5%.
For biased Widom insertion, the approach to calculating slim

is similar except that the total number of insertions is not a
user-definable parameter, as it depends on the fractional free
volume of the system. Instead, we define the number of grid
points (106) and number of insertions per grid point (104), and
the total number of insertions is then inferred as the fractional
free volume times the product of these two quantities. The

Figure 2. Convergence of CO2 solubility with the number of
independently generated configurations and number of dynamically
evolved snapshots, in terms of the standard error as a percentage of the
solubility, for (a) unbiased Widom insertions and (b) biased Widom
insertions. The unbiased Widom insertion technique uses 108

insertions per snapshot. The biased Widom insertion technique uses
106 grid points, 100 insertions per grid point identified as free volume,
and α = 0.2, corresponding to an average of 2.55 × 106 insertions per
snapshot, that is, a speedup of a factor of almost 40 compared to that
for the unbiased Widom insertion technique.
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biased Widom insertion technique converges significantly faster
than the unbiased Widom insertion technique, reaching a
fractional error of less than 5% with approximately 100 times
fewer insertions, corresponding to 50 insertions per grid point.
To account for possible variations between different inserted
molecular species and NBR of differing ACN contents, a
conservative value of 100 insertions per grid point was chosen.
Solubility under Standard Conditions. When studying

the permeation of small gas molecules through NBR, Van
Amerongen12 found that CO2 demonstrated a higher gas
permeability compared to that of nonpolar gases, due to its
higher solubility. For example, the permeability of CO2 in NBR
(32% ACN content) is almost double that of helium, despite its
diffusivity being approximately an order of magnitude smaller.
Here, we seek a quantitative understanding of the enhanced
solubility of CO2.
One of the main parameters that may be varied when

creating a commercial formulation of NBR is the ACN content.
As the ACN content is increased, the glass-transition
temperature of the polymer increases, it becomes stiffer, and
its resistance to swelling from fuels improves.10

In Figure 4, our computed solubilities for CO2 and helium as
a function of ACN content are compared to the limited
experimental data available, taken from Van Amerongen.12,13

Consistent with other Widom insertion simulations in the
polymer literature,14 the solubilities are overestimated with
respect to experiment by a factor of between 2 and 5.
Despite the comprehensive convergence tests performed in

this work, it is not possible to rule out the possibility of
sampling issues in these simulations. It may be the case that in
reality the length scale over which the polymer is homogeneous

is longer than the typical dimensions of a molecular simulation,
for example, due to the presence of submicroscopic voids.6

Another factor is the force field, to which the solubility is
sensitive as a result of the exponential dependence on energy,
shown in eqs 1 and 2. The nonbonded parameters in force
fields, such as OPLS, are parameterized using bulk static
properties, such as density and heat of vaporization,28 and it is
unlikely that this will ensure correct treatment of properties
dependent on local atomic environments, such as solubility of
gases and transport properties.
Nevertheless the experimental trends with ACN content are

reproduced. In particular, the solubility of CO2 is found to be
higher than that of helium, despite CO2 being larger. This could
be attributed to electrostatics, as CO2 is a quadrupolar
molecule, but it may also be related to van der Waals effects,
as Lennard-Jones interactions are both stronger and longer-
ranged for CO2. To investigate the contribution of electro-
statics, the solubility of nonpolar CO2, that is, with its partial
charges set to zero, was studied and compared to the solubility
of normal CO2, helium, H2O, and nonpolar H2O (Figure 5).
The solubilities of all gases increased with increasing ACN

content, but the increase is most pronounced with polar gases.
This suggests that electrostatic interactions between the ACN
monomer and the molecules are responsible for this trend,
which seems reasonable given that the ACN monomer contains
the largest dipole in the polymer, in the CN functional
group, and H2O and CO2 contain a dipole and quadrupole,
respectively.
The nonpolar CO2 and H2O molecules exhibit higher

solubilities than helium, suggesting that the stronger and
longer-ranged van der Waals interactions in these molecules are
able to overcome their larger molecular volumes. Indeed, this
also appears to be the case for nonpolar CO2 versus nonpolar
H2O, as CO2 has the higher solubility despite being larger
(nonpolar SPC H2O is effectively just an oxygen atom,f as the

Figure 3. Convergence of CO2 solubility with the number of
insertions is shown for both the unbiased and biased Widom insertion
techniques, in terms of the fractional error of the solubility, |sN − slim|/
slim, where sN is the solubility after N insertions. For the unbiased
Widom insertion technique, slim corresponds to the solubility after a
total of 1010 insertions. For the biased Widom insertion technique, slim
corresponds to the solubility obtained after performing 104 insertions
per grid point defined as free volume. The number of grid points is
106, the free-volume tuning parameter, α, is 0.2 (see eq 7), and the
average fractional free volume is (2.55 ± 0.07)%. The fractional error
is averaged over one snapshot obtained from each of 24 initial
configurations. The error bars represent the standard deviation in the
fractional error.

Figure 4. Solubility of helium and CO2 as a function of ACN content
from simulation and experiment. Experimental data from Van
Amerongen12,13 for NBR at SATP. Insertions were performed using
the biased Widom insertion technique, with 100 insertions per grid
point identified as free volume, 106 grid points, and α = 0.2. NBR
snapshots were generated at SATP.
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hydrogen atoms are only virtual charge sites with zero Lennard-
Jones interactions).
It is perhaps surprising that the solubility increases even

though the density of NBR is known to increase with ACN
content both in experiment40 and in simulation.24 However, in
our simulations, the total free volume increases with ACN
content as well, by approximately 11%, when going from 0%
ACN (i.e., amorphous polybutadiene) to 50.2% ACN NBR.
This could be attributed to the increasing number of side chains
in the system, randomly distributed along the chain, hindering
efficient packing of the polymer and therefore increasing the
available volume for insertions, the number of successful
insertions, and the solubility.

To investigate further the reasons for the increasing solubility
with ACN content, a break-down of the total solubility of
various gases in NBR into localized contributions from each
atom type in the polymer (excluding hydrogen), where the
hybridization states of carbon atoms are distinguished, is shown
in Figure 6. The fractional volume associated with each atomic
environment is calculated using the Voronoi cell construction
described earlier and is also shown in Figure 6. Given that there
is only one nitrogen atom per ACN monomer, it is unsurprising
that nitrogen and the sp-carbon that it is bonded to take up the
least volume in the system. However, despite this, a
disproportionate fraction of the solubility of all gases comes
from insertions that fall closest to nitrogen atoms. This is
especially noticeable for gases with electrostatic interactions,
such as CO2 and H2O, with almost all of the solubility of water
being attributed to nitrogen environments.
For helium, as the interactions with the polymer are almost

entirely repulsive (ϵ = 0.02 kcal mol−1), its distribution of
solubilities will effectively be the same as that for a hard sphere,
that is, it will largely reflect the free volume in the system.
Other gases with no electrostatic interactions with the polymer
exhibit similar distributions in their solubilities to those of
helium.

Solubility at Elevated Temperature and Density.
Temperature. As shown in Figure 7, raising the temperature
affects the solubility of different gas species in different ways,
suppressing the solubility of CO2, nonpolar CO2, and H2O but
enhancing that of helium and nonpolar H2O. The computed
and experimental12,13 solubilities for CO2 and helium are also
compared, showing that our simulations on CO2 agree with the
trend found in experiment; however, the slight increase in the
solubility of helium between 25 and 50 °C found
experimentally seems to be too subtle to be seen in our
simulations.

Density. As reported widely in the literature, care has to be
taken when performing any type of Widom insertion on dense
systems when fewer attempted insertions are successful, owing
to the increased probability of atomic overlap between the
solute and host. The CO2 convergence tests performed at
atmospheric pressure and 25 °C were repeated at two higher
densities to test the effect of independently varying the free-
volume tuning parameter, α, from 0.2 to 0.5; the number of

Figure 5. Calculated solubilities of CO2, H2O, and helium as a
function of ACN content. For CO2 and H2O, the solubilities are also
shown for the cases in which the atomic charges are turned off (q = 0).
Insertions were performed using the biased Widom insertion
technique, with 100 insertions per grid point identified as free volume,
106 grid points, and α = 0.2. NBR snapshots were generated at SATP.

Figure 6. Total solubility for each gas decomposed into fractional contributions according to the atomic environment in which the gas is located.
The fractional volumes associated with each atomic environment are shown on the right for comparison. Insertions were performed using the
unbiased Widom insertion technique, with N = 108. NBR of 41.3% ACN content was generated at SATP.
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grid points per dimension, Ngrid
1/3, from 100 to 400; and the

number of insertions per grid point from 100 to 2000. For ρ =

1200 kg m−3 ( ≈ =P B 250 MPa
1

4
), it was found that in all

cases the average solubility was within 5% of the original value

of 0.027. For ρ = 1440 kg m−3 ( ≈ =P B 500 MPa
1

2
), the

solubility was within an order of magnitude of the original value
of 10−15, that is, effectively zero. Therefore, we returned to
using the original parameters.
The solubility as a function of density is shown in Figure 8, in

which the density of NBR at SATP in the simulation is ρ ≈ 960
kg m−3.24 Although all gases exhibit a decrease in their
solubilities with increasing density, the rates at which they
decrease vary. As the larger of the two molecules, the solubility
of CO2 falls below that of helium at a density of 1250 kg m−3,
equating to a pressure of approximately 300 MPa. Given their
behavior with increasing temperature, shown in Figure 7, this
crossover point should occur even sooner if both the
temperature and pressure are raised concurrently, as they
might be in an oil and gas drilling context. This is demonstrated
by Figure 8b, which shows the solubility as a function of
pressure at 200 °C, resulting in a crossover density of
approximately 1025 kg m−3.
The solubility of H2O at 25 °C reaches 0 at a density of 1600

kg m−3 or pressure of approximately 670 MPa, far beyond the
conditions found in oil and gas wells, in which, typically,
pressures reach 200 MPa and temperatures reach 225 °C.2−4

This can be attributed to the virtual charges present in the SPC
model of water on the hydrogen sites and the lack of any
Lennard-Jones repulsion from these sites, with overlap being
prevented largely by the central oxygen atom. The electrostatic
attraction from the virtual charges appears to overcome the
Lennard-Jones repulsion up to large densities. This is supported
by the observation that the solubility of H2O without any
partial charges is significantly lower. Electrostatics does not
seem to be as big a factor for CO2, suggesting that steric effects
dominate in this case.

■ CONCLUSIONS

In this work, molecular simulation was used to investigate the
solubilities of small molecules in NBR. The need for careful
sampling when performing Widom insertion was demonstrated
for insertions performed randomly using the unbiased Widom
insertion technique as well as those performed in regions of free
volume using the biased Widom insertion technique. Following
examination of the various parameters, it was found that the
biased Widom insertion technique provides a minimum
speedup of a factor of 40 when compared with the unbiased
Widom insertion technique, with no loss of precision in the
calculated solubility to within the 5% standard error found in
both cases. These sampling tests were repeated in two systems
at higher pressures (approximately 250 and 500 MPa) to

Figure 7. Solubilities of various gases in NBR as a function of
temperature. Inset: comparison of simulated and experimental
solubilities for CO2 and helium. Simulations were performed at
standard pressure for NBR of 41.3% ACN content. Insertions were
performed using the biased Widom insertion technique, with 100
insertions per grid point defined as free volume, 106 grid points, and α
= 0.2. Experimental data are from Van Amerongen12,13 for NBR of
39% ACN.

Figure 8. Solubilities of various gases as a function of density. Lines are
shown to guide the eye and are terminated when the solubility reaches
0 or the density reaches 1840 kg m−3, whichever comes first.
Simulations were performed for NBR of 41.3% ACN content at (a) 25
°C and (b) 200 °C. Insertions were performed using the biased
Widom insertion technique, with 100 insertions per grid point defined
as free volume, 106 grid points, and α = 0.2.
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ensure that convergence was maintained in cases in which fewer
successful insertions contribute to the solubility. No significant
change in the solubility was observed.
As a copolymer of ACN and butadiene, the monomer

composition of NBR is often varied in industrial applications,
e.g., increasing the ACN content to increase mechanical
stiffness. Gaining an understanding of how the density of the
polymer and solubilities of different gases are affected by these
changes is of interest. The bulk properties of NBR (and
HNBR), such as density and glass-transition temperature, were
investigated using simulations in our previous work,24 whereas
the permeability of a few gases as a function of the ACN
content was studied experimentally in the 1940s by Van
Amerongen.12,13

In this work, we utilized molecular simulations to understand
the possible causes of some of the trends observed in
experiment. The effect of varying the ACN content was
studied, and the trends of increasing solubility of CO2 and
helium were reproduced, in qualitative agreement with
experiment, whereas H2O, for which no experimental data
were available for comparison, demonstrated the highest
solubility of all, owing to its dipole moment. Precise values of
the solubilities were systematically overestimated by a factor of
2−5, consistent with other Widom insertion simulations in the
literature,14 a result often attributed to a combination of length-
scale issues, for example, the presence of voids in the real
polymer that are on a length scale larger than that studied in a
typical molecular simulation and deficiencies in the force field,
which the solubility is sensitive to.
To probe the enhanced absorption of polar gases in NBR,

solubilities were computed according to the local atomic
environment of the sites selected by the gases. It was found that
nonpolar gases followed a similar pattern, mirroring fairly
closely the free-volume distribution. Polar gases showed a clear
bias toward being situated near the nitrogen sites of the
elastomer, suggesting that electrostatics is the key reason for
their enhanced solubilities.
As NBR is commonly used in elastomer seals that are

subjected to high pressures and temperatures, for example, in
an oil and gas exploration context, the solubility of gases in
NBR at elevated temperatures and densities was examined. It
was found that raising the temperature affected different gases
in different ways, increasing the solubility of helium but
suppressing that of H2O and CO2. Increasing the density
reduced the solubility of all gases; however, it did so at different
rates, with the solubility of CO2, for example, dropping below
that of helium but at densities far exceeding those an elastomer
might reach in an oil and gas context. Our results further
showed that if both the temperature and pressure were raised
concurrently, as they typically would in an industrial setting,
this crossover would occur even sooner.
This work is a first step toward understanding the trends in

the solubility of small gases in NBR through molecular
simulations. As the cyano group was shown to be a vital
contributor to the enhanced solubility of polar gases, it is
evidently a potential candidate for chemical modification to
reduce the costly problems of elastomer seal swelling and
explosive decompression.
The source code and data underlying this article, including

the initial structures in the LAMMPS format, LAMMPS
equilibration files, the free-volume analysis code, and the
modified GROMACS particle-insertion code, are available
through figshare41 and can be used under the Creative

Commons Attribution license. Copies of references that do
not have permanent digital object identifiers are available on
request from the corresponding author.
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■ ADDITIONAL NOTES
aThe degree of polymerization of NBR in experiment is 400−
20 000.10
bAlthough in practice the pressure−volume curve fits a Birch−
Murnaghan relationship, the nonlinearity is not too severe,
especially at low pressures, and therefore this is a reasonable
assumption.
cFor example, we are able to run 108 insertions on a 8763 atom
system in under 6 min on 16 cores using two Intel Xeon E5-
2640 v2 processors on a dual-socket motherboard.
dIn practice, the sum is terminated as soon as a nonzero term is
found, as we are only interested in the free volume and not the
precise number density of the excluded volume.
eWithout using any optimization techniques, such as
constructing cell lists to limit the domain of potential atomic
neighbors, the free-volume map generation over 106 grid points
takes only 30 s on a single core.
fAlbeit one with a slightly larger σ than that usually utilized for
oxygen.
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