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Abstract
Image-based profiling techniques have become
increasingly popular over the past decade for their
applications in target identification, mechanism-
of-action inference, and assay development.
These techniques have generated large datasets of
cellular morphologies, which are typically used
to investigate the effects of small molecule per-
turbagens. In this work, we extend the impact of
such dataset to improving quantitative structure-
activity relationship (QSAR) models by introduc-
ing Molecule-Morphology Contrastive Pretrain-
ing (MoCoP), a framework for learning multi-
modal representation of molecular graphs and
cellular morphologies. We scale MoCoP to ap-
proximately 100K molecules and 600K morpho-
logical profiles using data from the JUMP-CP
Consortium and show that MoCoP consistently
improves performances of graph neural networks
(GNNs) on molecular property prediction tasks
in ChEMBL20 across all dataset sizes. The pre-
trained GNNs are also evaluated on internal GSK
pharmacokinetic data and show an average im-
provement of 2.6% and 6.3% in AUPRC for full
and low data regimes, respectively. Our find-
ings suggest that integrating cellular morpholo-
gies with molecular graphs using MoCoP can
significantly improve the performance of QSAR
models, ultimately expanding the deep learning
toolbox available for QSAR applications.

1. Introduction
Quantitative structure-activity relationship (QSAR) model-
ing is a critical step for virtual screening in drug discov-
ery, helping researchers prioritize modifications to chemical
structures that shift modeled properties in a favorable di-
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rection. Since the Merck Molecular Activity Challenge,
applying deep learning techniques to QSAR modeling has
gained significant attention due to their ability to extract
complex nonlinear relationships between chemical struc-
tures and their associated activities. Typically, QSAR mod-
els are trained to predict the activity of a molecule based on
its in silico representation, which can have varying levels of
complexity ranging from computed chemical properties, 2-
and 3-D descriptors (Rogers & Hahn, 2010; Sheridan et al.,
1996; Carhart et al., 1985; Nilakantan et al., 1987; Schaller
et al., 2020), and molecular graphs (Kearnes et al., 2016;
Yang et al., 2019).

However, performance of QSAR models is limited by the
amount of available data, especially when assays are low-
throughput, expensive to run, or only commissioned at the
later stages of the drug discovery process. To overcome
this limitation, methods such as active learning (Reker &
Schneider, 2015; Smith et al., 2018), large-scale multitask
learning (Xu et al., 2017; Ramsundar et al., 2015; Kearnes
et al., 2017) pretraining (Hu et al., 2020), and few-shot
learning approaches (Altae-Tran et al., 2017; Nguyen et al.,
2020) have been shown to improve model performance in
low data regime.

Improving the in silico representation of molecules can also
enhance performance of QSAR models. Recent trends in
small-molecule drug discovery have shifted toward high-
content screening approaches, with cellular imaging emerg-
ing as a relatively high-throughput (Kurita & Linington,
2015; Kraus et al., 2017; Chandrasekaran et al., 2021)
method to profiling small molecules in relevant biologi-
cal system. The Cell Painting assay (Bray et al., 2016) –
an unbiased and scalable approach for capturing images of
cells – have made large and reusable repositories of paired
molecule and cell images possible (Bray et al., 2017; Fay
et al., 2023; Chandrasekaran et al., 2023). These images
contain cellular morphologies induced by small molecule
perturbagens and can be used as an alternative in silico rep-
resentation of these molecules (Kraus et al., 2017; Godinez
et al., 2018; Hofmarcher et al., 2019; Stirling et al., 2021).
Convolutional neural network-based approaches have been
shown to improve the predictivity of QSAR models across
a wide range of assays (Hofmarcher et al., 2019), leading to
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Figure 1. Molecule-morphology contrastive learning workflow. We first jointly learn a molecule encoder and morphology encoder using
contrastive learning on paired (molecule, morphology) data in available in the JUMP-CP dataset (left). Transfer learning is then performed
by fine-tuning the pretrained molecule encoder on specific downstream tasks (right).

increased hit rates and optimization of compounds to elicit
a desired phenotype (Cuccarese et al., 2020). However, the
use of such models is limited by two factors: (1) cellular
images are commonly plagued by batch effects, requiring
extensive engineering efforts to learn domain agnostic rep-
resentation (Ando et al., 2017; Sypetkowski et al., 2023),
and (2) only molecules that have paired cellular images can
be used as input during inference, restricting the application
of these models in virtual screening scenarios where such
images are not available for the majority of molecules.

In parallel, contrastive learning has been shown to be ef-
fective for learning representations of multi-modal data.
ConVIRT (Zhang et al., 2020) uses a modified InfoNCE ob-
jective (Oord et al., 2019) to learn a joint embedding space
of medical images and human annotations. CLIP (Radford
et al., 2021) scales up this approach to 400M (image, text)
pairs, enabling zero-shot transfer to downstream image clas-
sification tasks. Recently, CLOOME (Sanchez-Fernandez
et al., 2022) uses the InfoLOOB objective (Fürst et al.,
2022) to jointly learn a molecule encoder and a morphol-
ogy encoder for molecular retrieval task using the dataset
introduced by Bray et al. (2017). Using the same dataset,
Zheng et al. (2022) extends this approach by including
masked-graph modeling objective for pretraining graph neu-
ral networks (GNNs), showing improved performances on
downstream tasks in the Open Graph Benchmark (Hu et al.,
2021).

In this work, we further demonstrate the scaling of GNN-
based Molecule-morphology Contrastive Pretraining – ref-
ered to as MoCoP – from 30K molecules and 120K images
in Bray et al. (2017) to approximately 100K molecules and

600K images in JUMP-CP (Chandrasekaran et al., 2023).
Using the modified InfoNCE objective (Zhang et al., 2020;
Radford et al., 2021) and a gated graph neural network
(GGNN) molecule encoder, we first show the effects of pre-
training dataset sizes on morphology retrieval tasks. Trans-
fer learning performances of GGNN molecule encoder pre-
trained with MoCoP is benchmarked on QSAR modeling
task with varying training set sizes using the ChEMBL20
dataset (Gaulton et al., 2012). Finally, we demonstrate posi-
tive transfer of pretrained GGNNs on internal GSK pharma-
cokinetic data consisting of four different in vitro clearance
assays.

2. Background
Learning multi-modal molecule and morphology repre-
sentation with contrastive learning Contrastive learning
is a member of the metric learning family which aims to
learn an embedding space that pulls similar data together
and pushes dissimilar data apart. Contrastive learning has
experienced a resurgence in interest due to major advances
in self-supervised learning. More recently, it has been in-
creasingly employed to learn multi-modal data representa-
tion (Zhang et al., 2020; Desai & Johnson, 2021; Radford
et al., 2021). For MoCoP, we employ a symmetric variant of
InfoNCE loss for pretraining following prior works (Zhang
et al., 2020; Radford et al., 2021).

Intuitively, we aim to simultaneously learn a molecular en-
coder fmol and a morphology encoder fmorph by minimiz-
ing the modified InfoNCE loss. Specifically, the pretraining
dataset consists of N molecule-morphology pairs, defined

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted May 28, 2023. ; https://doi.org/10.1101/2023.05.01.538999doi: bioRxiv preprint 

https://doi.org/10.1101/2023.05.01.538999
http://creativecommons.org/licenses/by-nc-nd/4.0/


Molecule-Morphology Contrastive Pretraining for Transferable Molecular Representation

as {(xmoli ,xmorphi ) | i ∈ {1, ..., N}}. The i-th molecule-
morphology pair xmoli and xmorphi are first encoded by
their corresponding encoders fmol and fmorph to produce
their respective representations

hmoli = fmol(xmoli )

hmorphi = fmorph(xmorphi )

.

where hmoli ∈ Rdmol

and hmorphi ∈ Rdmorph

are the en-
coded representations of xmoli and xmorphi . Each encoder
representation is transformed using projection functions g
following

umoli = gmol(hmoli )

umorphi = gmorph(hmorphi )

where umoli ∈ Rproj and umorphi ∈ Rproj are vectors in
the muli-modal embedding space. During training, fmol,
fmorph, gmol, and gmorph are jointly optimized to minimize
the loss function

L = α · Lmol→morph + (1− α) · Lmorph→mol

where α is a weighting term and Lmol→morph and
Lmorph→mol are molecule- and morphology-specific In-
foNCE losses, defined as

Lmol→morph =
1

N

N∑
i=1

log
e〈u

mol
i ,umorph

i 〉/τ∑N
k=1 e

〈umol
i ,umorph

k 〉

Lmorph→mol =
1

N

N∑
i=1

log
e〈u

mol
i ,umorph

i 〉/τ∑N
k=1 e

〈umol
k ,umorph

i 〉

with 〈u,v〉 denoting the cosine similarity between vectors
u and v, and τ denotes a temperature scaling parameter.

Minimizing L produces encoders fmol and fmorph that
maximally preserve the mutual information between rep-
resentations hmoli and hmorphi . The resulting fmol is then
fine-tuned on downstream tasks for transfer learning.

3. Methods
JUMP-CP dataset We use a subset of the dataset
cpg0016-jump, available from the Cell Painting
Gallery on the Registry of Open Data on AWS
(https://registry.opendata.aws/cellpainting-gallery/ )
as part of the JUMP-CP Consortium (Chandrasekaran et al.,
2023). This subset (as of February 2023) contains approxi-
mately 700K morphological profiles of 120K compounds in
U2OS cells collected across 12 data generating centers.

Throughout our experiments, we use the precomputed well-
level profiles provided with JUMP-CP. Each feature in a
well-level profile is scaled independently using median and
interquartile range statistics of the plate that the well belongs
to. More concretely, the i-th feature of profile x ∈ Rd
belonging to plate p – denoted as xi,p – is preprocessed as
followed

xprocessedi,p =
xrawi,p −med(Xi,p)

IQR(Xi,p)

Where xrawi,p denotes the raw feature value, Xi,p denotes
the vector of all i-th features in plate p, and med and IQR
denote the median and interquartile range.

We follow Way et al. (2021) and remove features with
low variance, features with extreme outlier values, and any
blacklisted CellProfiler features that are known to be noisy
unreliable (Way, 2019). This results in the final set of 3,475
features.

ChEMBL20 dataset We use the ChEMBL20 dataset pro-
cessed by Mayr et al. (2018) to evaluate transfer learning.
The dataset has been used extensively to evaluate and bench-
mark machine learning approaches for QSAR modeling (Wu
et al., 2018; Yang et al., 2019; Nguyen et al., 2020). In short,
the dataset consists of approximately 450K compounds,
each with sparse annotations of 1,310 binary downstream
tasks spanning ADME, toxicity, physicochemical, binding,
and functional.

Internal GSK pharmacokinetic dataset Internal rodent
in vitro metabolism data were collated from four different
intrinsic clearance assay protocols: rat liver microsomes
(CLRLMint ), mouse liver microsomes (CLMLM

int ), rat hep-
atocytes (CLRHint ), and mouse hepatocytes (CLMH

int ). We
convert all readouts to intrinsic clearance based on percent
hepatic blood flow (PHBF) and aggregate replicate exper-
iments for the same compound and protocol by taking the
median reported PHBF. This yielded a dataset of 105,172
unique compounds with available data across all four end-
points. Finally, the data is binarized based on the median
PHBF value per endpoint.

Contrastive pretraining procedure Following notations
from Section 2, fmol and fmorph are a GGNN and a feed-
forward neural network (FFNN), respectively, while both
gmol and gmorph are single feedforward layers. Follow-
ing Zhang et al. (2020), gmol and gmorph are non-linear
transformations utilizing ReLU as the activation function.

The model is trained for 1,000 epochs – approximately
400,000 steps – with a batch size of 256 on approximately
100K of the 120K compounds and 600K of the 700K mor-
phological profiles. We follow the protocol proposed by
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Figure 2. Molecule and morphology retrieval performance at
positive-to-negative sampling ratio of 1:100 (top) and 1:1000 (bot-
tom) using MoCoP trained with increasing number of compounds
in JUMP-CP. Average top-k accuracy of retrieving molecule given
morphology and vice versa is reported for k ∈ {1, 5, 10} for each
sampling ratio.

CLIP (Radford et al., 2021) and OpenCLIP (Cherti et al.,
2022) to use the AdamW optimizer (Loshchilov & Hutter,
2019) with a learning rate of 10−3 and cosine annealing
learning rate scheduler with 50 warm-up epochs. MoCoP
hyperparameters are further detailed in Appendix B.1.

Transfer learning We explore two transfer learning
strategies for MoCoP: linear probe and fine-tuning whole
model, which we refer to as MoCoP-LP and MoCoP-FT
respectively. We use the Adam optimizer (Kingma & Ba,
2017) with a learning rate of 5× 10−5 and a batch size of
128 for both strategies.

Baselines We include two baselines: training from scratch
and fine-tuning from GGNNs pretrained with multitask su-
pervised learning, which we refer to as FS and Multitask-FT,
respectively.

Hyperparameter optimization is performed to ensure FS
baseline is competitive. Specifically we use ChEMBL 5%
and down-sampled GSK phamacokinetic datasets to carry
out a random search consisting of 50 parallel trials spanning
the search space described in Appendix A to maximize
validation performance. The down-sampling procedure is
detailed in Section 4.

For Multitask-FT, we first pretrain GGNNs to directly pre-
dict morphological profiles in a multi-task regression setting.
Pretraining hyperparameters are optimized using random
search consisting of 20 trials while fine-tuning hyperparam-
eters are hand-tuned for performances on validation set of
ChEMBL 5%.

4. Experimental Results and Discussion
Scaling MoCoP to JUMP-CP We first evaluate if Mo-
CoP is feasible with the JUMP-CP dataset following proce-
dure detailed in Section 3. Similar approaches have been
previously carried out on smaller datasets collected at a sin-
gle site (Sanchez-Fernandez et al., 2022; Zheng et al., 2022),
and the aim is to test its scalability on a larger and multi-
site dataset. To evaluate the pretraining performance, the
accuracy of molecule and morphology retrieval is measured.
Specifically, the average top-k accuracy – where k can be 1,
5, or 10 – of retrieving molecule given morphology and vice
versa is reported. The positive-to-negative sampling ratio is
set to 1:100 and 1:1000.

Shown in Figure 2, the performance of pretraining improves
as more compounds are included in the training process.
The trend continues even beyond the maximum of 101K
compounds, indicating pretraining can further benefit from
obtaining more data. This observation highlights the impor-
tance of large public repositories of cellular imaging data.
Additionally, we present training and validation curves in
Appendix B.2, which demonstrates a stable and convergent
training process.

Moreover, we have not extensively explored preprocessing
pipelines for morphological profiles, and we anticipate that
employing more advanced approaches to mitigate batch
effects could improve performance.

Transfer learning performances on ChEMBL20 We
aim to evaluate the quality of pretrained GGNN molecule
encoder by using ChEMBL20 as the downstream task.
Random splits based on compounds are carried out at an
80/10/10 ratio for training, validation, and test sets. For each
split, we further subsample 1%, 5%, 10%, and 25%, and
50% of the training set to simulate an increasingly sparse
data regime.

Table 1 shows transfer learning performance on ChEMBL20.
We report performance averaged across all tasks following
existing works utilizing this dataset (Mayr et al., 2018; Wu
et al., 2018; Yang et al., 2019). Our results indicate that fine-
tuning GGNNs pretrained with MoCoP (MoCoP-FT) con-
sistently outperformed training-from-scatch (FS) baseline
across all data regimes. This improvement is also observed
by simply applying a linear probe on the frozen molecule
encoder (MoCoP-LP). We also observe that MoCoP-LP out-

.CC-BY-NC-ND 4.0 International licenseavailable under a
was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprint (whichthis version posted May 28, 2023. ; https://doi.org/10.1101/2023.05.01.538999doi: bioRxiv preprint 

https://doi.org/10.1101/2023.05.01.538999
http://creativecommons.org/licenses/by-nc-nd/4.0/


Molecule-Morphology Contrastive Pretraining for Transferable Molecular Representation

Table 1. Performance on held-out test sets of different subsets of ChEMBL20 averaged across all tasks. FS baseline: GGNNs trained from
scratch; Multitask-FT baseline: Fine-tuning GGNNs pretrained using multitask supervised learning and fine-tuned; MoCoP-LP: Linear
probe on GGNNs pretrained with MoCoP; MoCoP-FT: Fine-tuning GGNNs pretrained with MoCoP. Mean and standard deviation are
obtained from 9 repeats from 3 splits and 3 seeds (see Section 3 for details). The best and second best values are in bold and regular text,
respectively.

METRIC DATASET FS MULTITASK-FT MOCOP-LP MOCOP-FT

AUROC

CHEMBL20 - 1% 0.511± 0.008 0.508± 0.007 0.545± 0.017 0.542± 0.010
CHEMBL20 - 5% 0.571± 0.010 0.574± 0.004 0.624± 0.018 0.621± 0.022
CHEMBL20 - 10% 0.597± 0.014 0.588± 0.009 0.638± 0.017 0.646± 0.021
CHEMBL20 - 25% 0.648± 0.017 0.643± 0.020 0.678± 0.015 0.689± 0.018
CHEMBL20 - 50% 0.669± 0.016 — — 0.693± 0.030
CHEMBL20 - 100% 0.706± 0.022 — — 0.721± 0.020

AUPRC

CHEMBL20 - 1% 0.487± 0.013 0.482± 0.015 0.511± 0.024 0.510± 0.016
CHEMBL20 - 5% 0.528± 0.010 0.525± 0.013 0.576± 0.026 0.569± 0.023
CHEMBL20 - 10% 0.550± 0.022 0.539± 0.023 0.588± 0.032 0.597± 0.036
CHEMBL20 - 25% 0.600± 0.028 0.595± 0.026 0.623± 0.027 0.640± 0.031
CHEMBL20 - 50% 0.623± 0.026 — — 0.654± 0.037
CHEMBL20 - 100% 0.662± 0.033 — — 0.681± 0.033

Table 2. Performance on held-out test sets of GSK internal phar-
macokinetic data. Mean and standard deviation are obtained from
9 repeats from 3 splits and 3 seeds (see Section 3 for details). The
best values are in bold text.

METRIC DATASET FS MOCOP-FT

AUROC

CLRH
int 0.762± 0.008 0.788± 0.014

CLMH
int 0.763± 0.031 0.791± 0.026

CLRLM
int 0.845± 0.011 0.864± 0.013

CLMLM
int 0.839± 0.018 0.852± 0.024

AVERAGE 0.802± 0.013 0.824± 0.014

AUPRC

CLRH
int 0.760± 0.023 0.790± 0.030

CLMH
int 0.775± 0.030 0.795± 0.031

CLRLM
int 0.851± 0.006 0.870± 0.004

CLMLM
int 0.831± 0.009 0.845± 0.014

AVERAGE 0.804± 0.011 0.825± 0.014

performs MoCoP-FT in lower data regime. Notably, we
encounter challenges with Multitask-FT, in which GGNNs
are first trained to directly predict morphological features
in a multi-task regression setting. This approach fails to
produce any improvements over FS baseline. Our finding is
consistent with previous research that highlights the superior
learning efficiency of contrastive objectives over predictive
objectives.(Chen et al., 2020; Tian et al., 2020; Radford
et al., 2021).

Transfer learning performances on internal GSK phar-
macokinetic data The quality of pretrained GGNNs is
further evaluated using a subset of GSK internal pharma-
cokinetic data as downstream tasks. This dataset consists of
4 tasks as detailed in Section 3. Unlike the previous experi-
ment with ChEMBL20, here we employ scaffold splitting,

Table 3. Performance on held-out test sets of GSK internal phar-
macokinetic data with down-sampled training data. Mean and
standard deviation are obtained from 9 repeats from 3 splits and 3
seeds (see Section 3 for details). The best values are in bold text.

METRIC DATASET FS MOCOP-FT

AUROC

CLRH
int 0.716± 0.046 0.763± 0.057

CLMH
int 0.716± 0.056 0.805± 0.049

CLRLM
int 0.800± 0.011 0.824± 0.018

CLMLM
int 0.779± 0.015 0.805± 0.023

AVERAGE 0.752± 0.028 0.799± 0.033

AUPRC

CLRH
int 0.715± 0.053 0.768± 0.049

CLMH
int 0.710± 0.044 0.799± 0.046

CLRLM
int 0.820± 0.011 0.842± 0.018

CLMLM
int 0.818± 0.019 0.846± 0.027

AVERAGE 0.766± 0.025 0.814± 0.031

which has been shown to provide better estimates of model
performances in QSAR tasks (Kearnes et al., 2017; Wu
et al., 2018). The compounds are first clustered using the
Butina algorithm implemented in RDKit with a Euclidean
distance function and a distance cutoff of 0.6. The clusters
are ordered by size, and for every of six clusters, four are
assigned to the training set, one to the validation set, and
one to the test set. The procedure is repeated with random
cluster ordering to create two additional splits. For each
split, a down-sampled version is created randomly selecting
a single compound from each cluster to uniformly sample
the chemical space in our dataset.

Using results from the previous experiment, we bench-
mark the most performant approach MoCoP-FT, where each
model is repeated 9 times with 3 splits and 3 seeds. We
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again observe that MoCoP-FT consistently outperforms FS
baseline across both full and down-sampled datasets, shown
in Table 2 and 3, respectively. On the full dataset, pretrained
GGNNs show an average improvement of 2.6% in AUPRC
across the 4 individual tasks. This effect is increased to
6.3% in AUPRC when less data is available for training. We
expect performance can be further improved by considering
using related endpoints as descriptors, as demonstrated by
Broccatelli et al. (2022).

This result offers a glimpse at the potential of using datasets
not directly related to the learning task at hand in improving
QSAR models. While the results in this study are limited
to a single publicly available high-content imaging dataset,
other high-dimensional readouts such as transcriptomics
and proteomics can be used to augment QSAR modeling
in similar manners. Further investigation of routine re-use
of high-dimensional data in standard QSAR workflows is
warranted in future works.

5. Conclusion
In this study, we explore MoCoP as a means to improve
the performance of QSAR models. We scale MoCoP to
approximately 100K molecules and 600K morphological
profiles, and evaluate pretrained GGNNs molecule encoder
on both public and internal downstream tasks.

Our results demonstrate that MoCoP consistently improves
the performance of GGNNs in QSAR tasks, especially in
low-data regimes when compared to training-from-scratch
and multitask supervised pretraining baselines. We observe
this trend in both the ChEMBL20 dataset and GSK inter-
nal pharmacokinetic data, indicating that the approach is
applicable across a range of datasets and tasks.

Our work also suggests that data from unbiased high-
dimensional assays, beyond cellular imaging, can improve
QSAR models via contrastive pretraining. Future works will
further explore this approach with other data sources such
as transcriptomics and proteomics. Overall, we believe our
work can be combined with existing methods to improve
model performances and expands the deep learning toolbox
available for QSAR applications.
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A. FS Baseline Hyperparameter Tuning
Hyperparameter optimization is done on the search space below using a random search consisting of 50 parallel trials. Bold
and underscored values denote the selected hyperparameters for ChEMBL20 and pharmacokinetic data, respectively.

HYPERPARAMETER SEARCH SPACE

LEARNING RATE {10−5 , 5× 10−5 ,10−4 , 5× 10−4 , 10−3 }
# OF GGNN LAYERS 4, 5, 6, 7, 8
BATCH SIZE 64, 128, 256, 512

B. Training MoCoP
B.1. Hyperparameters

MoCoP hyperparameters used in this work are provided in table B.1 below.

HYPERPARAMETER

# OF GGNN LAYERS IN fmol 6
FF LAYERS DIMENSIONS IN fmorph [512, 256, 128]
dmol 1024
dmorph 128
dproj 128
LEARNING RATE 10−3

LEARNING RATE SCHEDULER COSINE ANNEALING WITH LINEAR WARM-UP
# OF WARM-UP EPOCHS 50
# OF EPOCHS 1,000
BATCH SIZE 256

B.2. Training

We develop a simple sampling procedure to accommodate the one-to-many nature of molecule-to-morphology mapping.
Specifically, for each batch of size N , we first randomly select N unique compounds, and for each compound randomly
select a single corresponding morphology. We detail the procedure in Algorithm 1.

Algorithm 1 MoCoP Batch Sampling
Input:

Batch size N
Number of unique molecules K
All unique molecules Xmol = {xmoli | i ∈ {1, ...,K}}
Mapping of unique molecules to corresponding morphologies M = {(xmoli ,Xmorph

i ) | i ∈ {1, ...,K}}

batch← {}
for i = 1 to N do

Sample xmoli from Xmol

Collect corresponding Xmorph
i from mapping M

Sample xmorphi from Xmorph
i

Xmol ← Xmol \ {xmol}
batch← batch ∪ {(xmoli ,xmorphi )}

end for
Return batch

The sampling procedure above produces stable training behaviors for MoCoP, demonstrated in the training and validation
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curves in Figure 1. Training is carried out on a single NVIDIA V100 GPU over 6 days.
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Figure 1. Training and validation curves of MoCoP across 3 different JUMP-CP splits and random initializations. The reported metric is
calculated as the average top-1 accuracy for retrieving molecule and morphology in a batch.

C. Effects of Batch Size and dproj on Transfer Learning
A small hyperparameters study was conducted to investigate the effects of batch size and dproj on transfer learning
performance using the down-sampled GSK pharmacokinetic dataset as the downstream tasks. We observe that smaller batch
size produces more transferable molecule encoder while dproj does not significantly affect overall performances.

METRIC DATASET
BATCH SIZE = 1024 BATCH SIZE = 512 BATCH SIZE = 256

dproj = 128 dproj = 128 dproj = 128

AUROC

CLRH
int 0.747± 0.077 0.756± 0.053 0.780± 0.080

CLMH
int 0.772± 0.045 0.801± 0.042 0.831± 0.066

CLRLM
int 0.817± 0.008 0.825± 0.008 0.836± 0.030

CLMLM
int 0.791± 0.013 0.796± 0.003 0.816± 0.039

AVERAGE 0.782± 0.032 0.795± 0.024 0.815± 0.053

AUPRC

CLRH
int 0.741± 0.059 0.764± 0.048 0.779± 0.071

CLMH
int 0.761± 0.013 0.794± 0.010 0.841± 0.062

CLRLM
int 0.831± 0.002 0.840± 0.013 0.856± 0.027

CLMLM
int 0.829± 0.024 0.834± 0.017 0.857± 0.034

AVERAGE 0.800± 0.023 0.808± 0.016 0.833± 0.046

METRIC DATASET
dproj = 128 dproj = 256 dproj = 512

BATCH SIZE = 1024 BATCH SIZE = 1024 BATCH SIZE = 1024

AUROC

CLRH
int 0.747± 0.077 0.745± 0.068 0.737± 0.057

CLMH
int 0.772± 0.045 0.819± 0.049 0.819± 0.004

CLRLM
int 0.817± 0.008 0.817± 0.002 0.819± 0.003

CLMLM
int 0.791± 0.013 0.806± 0.009 0.803± 0.017

AVERAGE 0.782± 0.032 0.794± 0.031 0.815± 0.053

AUPRC

CLRH
int 0.741± 0.059 0.758± 0.058 0.735± 0.066

CLMH
int 0.761± 0.013 0.774± 0.029 0.803± 0.043

CLRLM
int 0.831± 0.002 0.833± 0.004 0.837± 0.010

CLMLM
int 0.829± 0.024 0.843± 0.015 0.840± 0.011

AVERAGE 0.800± 0.023 0.802± 0.025 0.803± 0.010
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