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MOMENT MEASURES OF MIXED EMPIRICAL RANDOM POINT

PROCESSES AND MARKED POINT PROCESSES

IN COMPACT METRIC SPACES. 2

UDC 519.21

M. G. SEMEĬKO

Abstract. This is a continuation of the paper by M. G. Semĕıko, Moment measures
of mixed empirical random point processes and marked point processes in compact
metric spaces. I, Theor. Probability and Math. Statist. 88 (2014), 161–174. Moment
measures of mixed empirical marked random point processes are investigated by using
the probability generating functions of random counting measures.

This is a continuation of the paper [1]. The numbering of equations in the current
paper continues the numbering in [1].

7. Main definitions of the theory of random mixed empirical ordered

marked point processes

Every trajectory E∗ of a finite strictly simple ordered marked point process

D = (E∗,X∗, P ∗)

in a bounded space (Y = X × K,AY = AX ⊗ AK ,BY = BX � BK) is a thinned set
in the Cartesian product Y = X × K [2]. If X is a compact metric space of states
endowed with a measure ϑ, metric ρX(xi, xj), and natural structures of measurable sets
AX and bounded sets BX and if the space of marks K is an interval [a, b] ⊂ R1, then
every trajectory E∗ of an ordered marked point process consists of a finite sequence of
points: E∗ = (y1, . . . , yi, . . . , yn) = ([x1; k1], . . . , [xi; ki], . . . , [xn; kn]), where yi = [xi; ki],
xi is a state and ki is its mark. The phase space Y = X ×K can be endowed with the
structure of a metric space by defining the distance between the points yi = [xi; ki] and
yj = [xj ; kj ], i �= j, by

ρY ([xi; ki], [xj ; kj ]) = ρX(xi, xj) + |ki − kj |.

Consider the following random procedure of constructing an ordered marked point
process. Introduce the following three random variables: x = x(ω), k = k(ω), and
ν = ν(ω) and assume that these random variables satisfy the following conditions.

7.1. The random variables x(ω), k(ω), and integer valued nonnegative random vari-
able ν(ω) are defined on the main probability space (Ω,F,P).
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7.2. The random variables x(ω), k(ω), and ν(ω) assume values in the sample spaces
(X,AX , Px), (K,AK , Pk), and (Z+,AZ+

, Pν), respectively, where

Px(BX) = P{ω : x(ω) ∈ BX} = μ1(BX), BX ∈ AX ,

Pk(BK) = P{ω : k(ω) ∈ BK} = μ2(BK), BK ∈ AK ,

and
Pν(BZ+

) = P{ω : ν(ω) ∈ BZ+
}, BZ+

∈ AZ+
.

7.3. The distribution Px(BX) of the random variable x = x(ω) is absolutely continuous
with respect to the measure ϑ in the measurable space (X,AX).

7.4. The distribution Pk(BK) of the random variable k = k(ω) is absolutely continuous
with respect to the Lebesgue measure in the measurable space (R1,AR1).

7.5. x(ω), k(ω), and ν(ω) are jointly independent random variables.
Consider the product of probability measures Py = Px ⊗Pk on the σ-algebra of Borel

sets AY = AX ⊗AK of the phase space Y = X ×K . Then (Y,AY , Py) can be viewed as
a sample probability space for the two dimensional random variable y(ω) = [x(ω); k(ω)]
that generates the probability measure

Py(BY ) = Py(BX ×BK) = P{ω : [x(ω); k(ω)] ∈ BX ×BK}
= P{ω : x(ω) ∈ BX , k(ω) ∈ BK} = P{ω;x(ω) ∈ BX}P{ω : k(ω) ∈ BK}
= Px(BX)Pk(BK) = μ1(BX)μ2(BK) = μ(BX ×BK) = μ(BY ),

where BY = BX ×BK ∈ EY = AY ∩ BY .
Let G1 and G2 be two independent random experiments corresponding to the sample

probability spaces (X,AX , Px) and (K,AK , Pk). Then G = (G1, G2) is a “compound”
random experiment with the sample probability space (Y,AY , Py). A number n ∈ Z+ is
chosen at random and then every trajectory of the ordered marked point process

E∗ = ([x1; k1], . . . , [xi; ki], . . . , [xn; kn])

of size n is formed as a result of n independent repetitions of the same “compound”
random experiment G = (G1, G2) that can be described as a simple random choice
without repetition of a pair yi = [xi; ki], i = 1, . . . , n, from the phase space Y = X ×K:
the state point xi is chosen from the space X (experiment G1), while its mark ki is chosen
from the space K (experiment G2).

Thus a trajectory E∗ can be viewed as a realization in the sample measurable space
(Y,AY ) of the following sequence:

E∗ = E∗(ω) = (y1(ω), . . . , yi(ω), . . . , yν(ω)(ω))

= ([x1(ω); k1(ω)], . . . , [xi(ω); ki(ω)], . . . , [xν(ω)(ω); kν(ω)(ω)])

of a random size ν(ω) of independent and identically distributed random elements (two
dimensional random variables) defined in the main probability space (Ω,F,P) and dis-
tributed according to the probability measure Py, where yi(ω) = [xi(ω); ki(ω)].

It is clear that the random variable ν(ω) admits the following representation:

ν(ω) = N∗ = N∗(E∗, Y ) = card[E∗ ∩ Y ] =
∑
y∈E∗

IY (y),

where N∗(E∗, Y ) is the random variable determining the number of points in the set E∗

of the space Y and where IY (y) is the characteristic function of the space Y .

Definition 7.1. A random process D = (E∗,X∗, P ∗) is called a strictly simple mixed
empirical ordered marked point process with independent marks in a bounded space
(Y,AY ,BY ) [2, 3].

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



MOMENT MEASURES OF EMPIRICAL POINT PROCESSES 177

Given n, N∗ = n, and an arbitrary bounded measurable set BY = BX×BK , BX ∈ EX ,
BK ∈ AK , consider a random empirical counting measure of the ordered marked point
process

N∗(BY ) = N∗(E∗, BY ) = card[E∗ ∩BY ] =
n∑

i=1

IBY
([xi; ki]).

The counting measure N∗(BY ) has the binomial distribution B(n, μ(BY )) with para-
metric measure μ(BY ) [3]:

(34)

P ∗{N∗(BY ) = k | N∗ = n} = Ck
nμ

k(BY )[1− μ(BY )]
n−k

= Ck
nμ

k
1(BX)μk

2(BK)[1− μ1(BX)μ2(BK)]n−k,

k = 0, 1, . . . , n.

If
{
Bj

Y = Bj
X ×Bj

K : j = 1, . . . , s, s ≥ 2,
⋃s

j=1 B
j
Y = Y

}
is an arbitrary finite sequence

of disjoint bounded measurable sets of the phase space Y , kj ∈ Z+, j = 1, . . . , s, k1 +
k2 + · · · + ks = n, then, given N∗ = n, the joint conditional distribution of counting
measures {N∗(Bj

Y ), j = 1, . . . , s} has the polynomial distribution [4]:

(35) P ∗
{
N∗(Bj

Y ) = kj , j = 1, . . . , s
∣∣∣ N∗ = n

}
=

n!

k1! . . . ks!
μk1

(
B1

Y

)
. . . μks (Bs

Y ) ,

where
∑s

j=1 μ(B
j
Y ) = 1.

8. Moment measures of a mixed empirical random ordered marked point

process with independent marks

We construct the joint probability generating function of the counting measures{
N∗(Bj

Y

)
, j = 1, . . . , s

}
,

where
⋃s

j=1 B
j
Y = Y (Bi

Y ∩ Br
Y = ∅, 1 ≤ i, r ≤ s, i �= r), by using the joint conditional

distribution (35) and a similar evaluation presented in Section 4 of [1]:

(36)
ΠN∗(B1

Y ),...,N∗(Bs
Y )(z1, . . . , zs) = ΠN∗(z1μ(B

1
Y ) + · · ·+ zsμ(B

s
Y ))

= ΠN∗(z1μ1(B
1
X)μ2(B

1
K) + · · ·+ zsμ1(B

s
X)μ2(B

s
K)).

Introduce the following notation for the measures of an ordered marked point pro-
cess D:

1. ν
(h)
D (Bj

Y ) = M [{N∗(Bj
Y )}h] is the moment measure of order h, h = 1, 2, . . . ;

2. ν
(h)
D (Bj1

Y × · · · × Bjh
Y ) = M [N∗(Bj1

Y ) . . . N∗(Bjh
Y )] is the mixed moment measure

of order h, 1 ≤ j1 < · · · < jh ≤ s, h = 1, . . . , s);

3. α
(h)
D (Bj

Y ) = M [N∗(Bj
Y )(N

∗(Bj
Y )−1) . . . (N∗(Bj

Y )−h+1)] is the factorial moment
measure of order h;

4. ν
(2)
D (Bj1

Y × Bj2
Y ) = M [N∗(Bj1

Y )N∗(Bj2
Y )] is the mixed moment measure of the

second order, 1 ≤ j1, j2 ≤ s, j1 �= j2;

5. D(N∗(Bj
Y )) = ν

(2)
D (Bj

Y ) − {ν(1)D (Bj
Y )}2 is the variance of the counting measure

N∗(Bj
Y );

6. cov[N∗(Bj1
Y ), N∗(Bj2

Y )] = ν
(2)
D (Bj1

Y × Bj2
Y )− ν

(1)
D (Bj1

Y )ν
(1)
D (Bj2

Y ) is the covariance

measure of dependence between the measures N∗(Bj1
Y ) and N∗(Bj2

Y ).
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Reasoning as in Section 4 of [1], we obtain

ν
(h)
D

(
Bj1

Y × · · · ×Bjh
Y

)
= μ

(
Bj1

Y

)
. . . μ

(
Bjh

Y

)
Π

(h)
N∗(1),(37)

α
(h)
D

(
Bj

Y

)
= μh

(
Bj

Y

)
Π

(h)
N∗(1), ν

(1)
D

(
Bj

Y

)
= μ

(
Bj

Y

)
Π′

N∗(1),(38)

ν
(2)
D

(
Bj

Y

)
= μ2

(
Bj

Y

)
Π′′

N∗(1) + μ
(
Bj

Y

)
Π′

N∗(1),(39)

ν
(2)
D

(
Bj1

Y ×Bj2
Y

)
= μ

(
Bj1

Y

)
μ
(
Bj2

Y

)
Π′′

N∗(1),(40)

D
(
N∗(Bj

Y )
)
= μ2

(
Bj

Y

)[
Π′′

N∗(1)− {Π′
N∗(1)}2

]
+ μ

(
Bj

Y

)
Π′

N∗(1),(41)

cov
[
N∗(Bj1

Y

)
, N∗(Bj2

Y

)]
= μ

(
Bj1

Y

)
μ
(
Bj2

Y

) [
Π′′

N∗(1)− {Π′
N∗(1)}2

]
.(42)

9. Mixed empirical Poisson random ordered marked point process

with independent marks

Theorem 9.1. If

1. the size of a sample ν = ν(ω) = N∗ is a random variable with the Poisson
distribution with parameter λ;

2. the random variable ν is independent of the random variables

{[xi(ω); ki(ω)] : i = 1, . . . , ν(ω)};

3. N∗(BY ) =
∑ν

i=1 IBY
([xi; ki]) is the random empirical counting measure of the

ordered marked point process;
4.

{
Bj

Y = Bj
X × Bj

K : j = 1, . . . , s, s ≥ 2
}
is an arbitrary finite sequence of disjoint

bounded measurable sets in the space Y : Bi
Y B

j
Y = ∅ i, j = 1, . . . , s, i �= j,

then

1*. the counting measure N∗(Bj
Y ), j = 1, . . . , s, of the empirical ordered marked

point process D = (E∗,X∗, P ∗) is distributed by the Poisson law with parametric

measure λμ(Bj
Y ):

P ∗{N∗(Bj
Y

)
= kj

}
=

[
λμ

(
Bj

Y

)]kj

kj !
e−λμ(Bj

Y ),

where μ(Bj
Y ) = Py(B

j
Y ), kj = 0, 1, 2, . . . ;

2*. the counting measures {N∗(Bj
Y ), j = 1, . . . , s} are jointly independent random

variables:

P ∗{N∗(Bj
Y

)
= kj , j = 1, . . . , s

}
=

s∏
j=1

P ∗{N∗(Bj
Y

)
= kj

}
.

Proof. The first statement is proved with the help of the full probability formula in view
of the binomial distribution (34):

P ∗{N∗(Bj
Y

)
= kj

}
=

∑
n≥kj

P ∗{N∗(Bj
Y

)
= kj | N∗ = n

}
P ∗{N∗ = n}

=
∑

n−kj≥0

n!

kj ! (n− kj)!
μkj

(
Bj

Y

)[
1− μ

(
Bj

Y

)]n−kj λ
n−kjλkj

n!
e−λ

=

[
λμ

(
Bj

Y

)]kj

kj !
e−λ

∑
m≥0

[
λ
(
1− μ

(
Bj

Y

))]m
m!

,

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



MOMENT MEASURES OF EMPIRICAL POINT PROCESSES 179

where m = n− kj . Since

∑
m≥0

[λ(1− μ(Bj
Y ))]

m

m!
= eλe−λμ(Bj

Y ),

we obtain

P ∗{N∗(Bj
Y

)
= kj

}
=

[λμ
(
Bj

Y

)
]kj

kj !
e−λμ(Bj

Y ).

To prove the second statement about the joint independence of the random variables
{N∗(Bj

Y ), j = 1, . . . , s} we use the full probability formula, polynomial law (35), and

assume that Bs+1
Y =

(⋃s
j=1 B

j
Y

)c
, k =

∑s
j=1 kj , ks+1 = n− k for n ≥ k. Then

(43)

P ∗{N∗(Bj
Y

)
= kj , j = 1, . . . , s

}
=

∑
n≥k

P ∗{N∗(Bj
Y

)
= kj , j = 1, . . . , s+ 1 | N∗ = n

}
P ∗{N∗ = n}

=
∑
n≥k

n!

k1! . . . ks!(n− k)!
μk1

(
B1

Y

)
. . . μks(Bs

Y )μ
n−k

(
Bs+1

Y

)λkλn−k

n!
e−λ

=
∑

n−k≥0

n!

k1! . . . ks!(n− k)!
μk1

(
B1

Y

)
. . . μks(Bs

Y )μ
n−k

(
Bs+1

Y

)λk1+···+ksλn−k

n!
e−λ

=
s∏

j=1

[λμ
(
Bj

Y

)
]kj

kj !
e−λ

⎡
⎣∑
m≥0

[
λμ

(
Bs+1

Y

)]m
m!

⎤
⎦ (m = n− k).

Since ∑
m≥0

[
λμ

(
Bs+1

Y

)]m
m!

= eλμ(B
s+1
Y ),

s+1∑
j=1

μ
(
Bj

Y

)
= 1,

we conclude that

(44)

exp{−λ[(·)]} = exp

⎧⎨
⎩−λ

(s+1∑
j=1

μ
(
Bj

Y

))⎫⎬⎭ exp
{
λμ

(
Bs+1

Y

)}

= exp

⎧⎨
⎩−λ

s∑
j=1

μ
(
Bj

Y

)⎫⎬⎭ .

Substituting (44) into (43) we get

P ∗{N∗(Bj
Y

)
= kj , j = 1, . . . , s

}
=

s∏
j=1

[
λμ

(
Bj

Y

)]kj

kj !
e−λμ(Bj

Y )

=
s∏

j=1

P ∗{N∗(Bj
Y

)
= kj

}
. �

Definition 9.1. A random process D = (E∗,X∗, P ∗) satisfying the assumptions of Theo-
rem 9.1 is called a strictly simple mixed empirical Poisson ordered marked point process
with independent marks in a bounded space (Y,AY ,BY ) [2, 3].

Corollary 9.1. If the random variable N∗ is distributed by the homogeneous Poisson
law with parameter λ, then, using the general results (37)–(42), we obtain the moment
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characteristics of the mixed empirical Poisson ordered marked point process D with in-
dependent marks:

ν
(1)
D

(
Bj

Y

)
= ν

(1)
D

(
Bj

X ×Bj
K

)
= λμ

(
Bj

X ×Bj
K

)
= λμ1

(
Bj

X

)
μ2

(
Bj

K

)
= ν

(1)
˜D

(
Bj

X

)
μ2

(
Bj

K

)
,

where ν
(1)
˜D (Bj

X) = λμ1(B
j
X) is the moment measure of the first order of the Poisson

ordered point process D̃ of state points considered in Section 5 of [1],

ν
(h)
D

(
Bj1

Y × · · · ×Bjh
Y

)
= λhμ

(
Bj1

Y

)
. . . μ

(
Bjh

Y

)
= ν

(1)
D

(
Bj1

Y

)
. . . ν

(1)
D

(
Bjh

Y

)
,

λ
(h)
D

(
Bj

Y

)
= λhμh

(
Bj

Y

)
=

[
ν
(1)
D

(
Bj

Y

)]h
, ν

(2)
D

(
Bj

Y

)
= λ2μ2

(
Bj

Y

)
+ λμ

(
Bj

Y

)
,

ν
(2)
D

(
Bj1

Y ×Bj2
Y

)
= λ2μ

(
Bj1

Y

)
μ
(
Bj2

Y

)
,

D
(
N∗(Bj

Y )
)
= λμ

(
Bj

Y

)
, cov

[
N∗(Bj1

Y

)
, N∗(Bj2

Y

)]
= 0.

10. Mixed empirical negative binomial ordered marked point process

with independent marks

Definition 10.1. A random process D = (E∗,X∗, P ∗) is called a strictly simple mixed
empirical negative binomial ordered marked point process with independent marks in
a bounded space (Y,AY ,BY ) if the size of a sample N∗ is a random variable with the
negative binomial distribution.

Similarly to Section 6 of [1], one can evaluate the following probability generating
functions:

(45) ΠN∗(B1
Y ),...,N∗(Bs

Y )(z1, . . . , zs) =

⎡
⎣1 + β

s∑
j=1

μ
(
Bj

Y

)
(1− zj)

⎤
⎦
−α

,

(46) ΠN∗(Bj
Y )(zj) =

[
1 + βμ

(
Bj

Y

)
(1− zj)

]−α

, j = 1, . . . , s.

Then, using (37)–(42) and (45), (46), we obtain the following moment characteristics

for a family of bounded measurable disjoint sets {Bj
Y , j = 1, . . . , s} that form a partition

of the phase space Y = X ×K:

ν
(h)
D

(
Bj1

Y × · · · ×Bjh
Y

)
= βh

h∏
i=1

(α+ i− 1)μ
(
Bj1

Y

)
. . . μ

(
Bjh

Y

)
1 ≤ j1 < · · · < jh ≤ s, h = 1, . . . , s,

α
(h)
D

(
Bj

Y

)
= βh

h∏
i=1

(α+ i− 1)μh
(
Bj

Y

)
, ν

(1)
D

(
Bj

Y

)
= λβμ

(
Bj

Y

)
,

ν
(2)
D (Bj

Y ) = λβμ(Bj
Y )[(α+ 1)βμ(Bj

Y ) + 1],

ν
(2)
D

(
Bj1

Y ×Bj2
Y

)
= α(α+ 1)β2μ

(
Bj1

Y

)
μ
(
Bj2

Y

)
,

D
(
N∗(Bj

y

))
= αβμ

(
Bj

Y

)[
βμ

(
Bj

Y

)
+ 1

]
,

(47) cov
[
N∗(Bj1

Y

)
, N∗(Bj2

Y

)]
= αβ2μ

(
Bj1

Y

)
μ
(
Bj2

Y

)
, 1 ≤ j1, j2 ≤ s, j1 �= j2.

Considering (45)–(47) we make the following conclusions:

a) Counting measures N∗(B1
Y ), . . . , N

∗(Bs
Y ) form a family of mutually correlated

identically distributed random variables with negative binomial distribution with
parameters βμ(Bj

Y ) > 0, α > 0, j = 1, . . . , s.
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b) There is a positive correlation between the counting measures N∗(Bi
Y ) and

N∗(Br
Y ) (1 ≤ i, r ≤ s, i �= r).
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