# Monotone and Oscillation Matrices Applied to Finite Difference Approximations 

By Harvey S. Price ${ }^{1}$

1. Introduction. In solving boundary value problems by finite difference methods, there are two problems which are fundamental. One is to solve the matrix equations arising from the discrete approximation to a differential equation. The second is to estimate, in terms of the mesh spacing $h$, the difference between the approximate solution and the exact solution (discretization error). Until recently, most of the research papers considered these problems only for finite difference approximations whose associated square matrices are $M$-matrices. ${ }^{2}$ This paper treats both of the problems described above for a class of difference equations whose associated matrices are not $M$-matrices, but belong to the more general class of monotone matrices, i.e., matrices with nonnegative inverses.

After some necessary proofs and definitions from matrix theory, we study the problem of estimating discretization errors. The fundamental paper on obtaining pointwise error bounds dates back to Gershgorin [12]. He established a technique, in the framework of $M$-matrices, with wide applicability. Many others, Batschelet [1], Collatz [6] and [7], and Forsythe and Wasow [9], to name a few, have generalized Gershgorin's basic work, but their methods still used only $M$-matrices. Recently, Bramble and Hubbard [4] and [5] considered a class of finite difference approximations without the $M$-matrix sign property, except for points adjacent to the boundary. They established a technique for recognizing monotone matrices and extended Gershgorin's work to a whole class of high order difference approximations whose associated matrices were monotone rather than $M$-matrices. We continue their work by presenting an easily applied criterion for recognizing monotone matrices. The procedure we use has the additional advantage of simplifying the work necessary to obtain pointwise error bounds. Using these new tools, we study the discretization error of a very accurate finite difference approximation to a second order elliptic differential equation.

Our interests then shift from estimating discretization errors of certain finite difference approximations to how one would solve the resulting system of linear equations. For one-dimensional problems, this is not a serious consideration since Gaussian elimination can be used efficiently. This is basically due to the fact that the associated matrices are band matrices of fixed widths. However, for two-dimensional problems, Gaussian elimination is quite inefficient, because the associated band matrices have widths which increase with decreasing mesh size. Therefore, we need to consider other approaches.

For cases where the matrices, arising from finite difference approximations, are symmetric and positive definite, many block successive over-relaxation methods

[^0]may be used (Varga [29, p. 77]). Also, for this case, a variant of ADI, like the Peaceman-Rachford method [18], may be used. In this instance, convergence for a single fixed parameter can be proved (cf. Birkhoff and Varga [2]) and, in some instances, rapid convergence can be shown using many parameters cyclically (cf. Birkhoff and Varga [2], Pearcy [19], and Widlund [28]). For the case of Alternating Direction Implicit methods, the assumption of symmetry may be weakened to some statement about the eigenvalues and the eigenvectors of the matrices. Knowing properties about the eigenvalues of finite difference matrices is also very important when considering conduction-convection-type problems (cf. Price, Warren and Varga [22]). Therefore, we next obtain results about the eigenvalues and the eigenvectors of matrices arising from difference approximations. Using the concepts of oscillation matrices, introduced by Gantmacher and Krein [10], we show that the $H$ and $V$ matrices, chosen when using a variant of ADI, have real, positive, distinct eigenvalues. This result will be the foundation for proving rapid convergence for the Peaceman-Rachford variant of ADI. Since Bramble and Hubbard [5] did not consider the solution of the difference equations, we consider this a fundamental extension of their work.

This paper is concluded with some numerical results indicating the practical advantage of using high order difference approximations where possible.
2. Matrix Preliminaries and Definitions. Let us begin our study of discretization errors with some basic definitions:

Definition 2.1. A real $n \times n$ matrix $A=\left(a_{i, j}\right)$ with $a_{i, j} \leqq 0$ for all $i \neq j$ is an $M$-matrix if $A$ is nonsingular, and $A^{-1} \geqq 0 .{ }^{3}$

Definition 2.2. A real $n \times n$ matrix $A$ is monotone (cf. Collatz [7, p. 43]) if for any vector $\mathrm{r}, A \mathrm{r} \geqq 0 \mathrm{implies} \mathrm{r} \geqq 0$.

Another characterization of monotone matrices is given by the following wellknown theorem of Collatz [7, p. 43].

Theorem 2.1. $A$ real $n \times n$ matrix $A=\left(a_{i, j}\right)$ is monotone if and only if $A^{-1} \geqq 0$.

Theorem 2.1 and Definition 2.1 then imply that $M$-matrices are a subclass of monotone matrices. The structure of $M$-matrices is very complete, (cf. Ostrowski [17], and Varga [29, p. 81]), and consequently they are very easy to recognize when encountered in practice. However, the general class of monotone matrices is not easily recognized, and almost no useful structure theorem for them exists. Therefore, the following theorem, which gives necessary and sufficient conditions that an arbitrary matrix be monotone, is quite useful.

Theorem 2.2. Let $A=\left(a_{i, j}\right)$ be a real $n \times n$ matrix. Then $A$ is monotone if and only if there exists a real $n \times n$ matrix $R$ with the following properties:
(1) $M=A+R$ is monotone.
(2) $M^{-1} R \geqq$.
(3) The spectral radius $\rho\left(M^{-1} R\right)<1$.
'roof. If $A$ is monotone, $R$ can be chosen to be the null matrix 0 , and the above properties are trivially satisfied.

Now suppose $A$ is a real $n \times n$ matrix and $R$ is a real $n \times n$ matrix satisfying properties 1,2 and 3 above. Then,

[^1]$$
A=M-R=M\left(1-M^{-1} R\right)
$$
and
$$
A^{-1}=\left(1-M^{-1} R\right)^{-1} M^{-1}
$$

Since property 3 implies that $M^{-1} R$ is convergent, we can express $A^{-1}$ as in Varga [29, p. 82],

$$
\begin{equation*}
A^{-1}=\left[1+M^{-1} R+\left(M^{-1} R\right)^{2}+\left(M^{-1} R\right)^{3}+\cdots\right] M^{-1} \tag{2.1}
\end{equation*}
$$

As $M^{-1} R$ and $M^{-1}$ are both nonnegative, we see from (2.1) that $A^{-1}$ is nonnegative, and thus by Theorem 2.1, $A$ is monotone. Q.E.D.

It is interesting to note that if $R$ can be chosen to be nonnegative, then property 1 of Theorem 2.2 defines a regular splitting of the matrix $A$ (cf. Varga [29, p. 89]). When $R$ is of mixed sign, this theorem is a slightly stronger statement of Theorem 2.7 of Bramble and Hubbard [5]. As will be seen later, it is much easier to find a monotone matrix $M$ which dominates $A$, giving a nonnegative $R$, than to choose $R$ such that property 2 of Theorem 2.2 is satisfied. This is one of the major deviations between this development and Bramble and Hubbard's in [4], [5]. Also, for this reason, we shall, from now on, be concerned with constructing the matrix $M$ rather than the matrix $R$.

We shall now conclude this section by defining some vector and matrix norms which we shall use in the subsequent development.

Let $V_{n}(C)$ be the $n$-dimensional vector space of column vectors $x, y, z$, etc., with components $x_{i}, y_{i}, z_{i}, 1 \leqq i \leqq n$, in the complex number field $C$.

Definition 2.3. Let $\mathbf{x}$ be a column vector of $V_{n}(C)$. Then,

$$
\|\mathbf{x}\|_{2}^{2} \equiv \mathbf{x}^{*} \mathbf{x}=\sum_{i=1}^{n}\left|x_{i}\right|^{2}
$$

is the Euclidean (or $L_{2}$ ) norm of $\mathbf{x}$.
Definition 2.4. Let $x$ be a column vector of $V_{n}(C)$. Then

$$
\|x\|_{\infty} \equiv \operatorname{Max}_{1 \leqq i \leqq n}\left|x_{i}\right|
$$

is the maximum (or $L_{\infty}$ ) norm of $\mathbf{x}$.
The matrix norms associated with the above vector norms are given by
Definition 2.5. If $A=\left(a_{i, j}\right)$ is an $n \times n$ complex matrix, then

$$
\|A\|_{2} \equiv \sup _{\mathbf{x} \neq 0} \frac{\|A \mathbf{x}\|_{2}}{\|\mathbf{x}\|_{2}}=\left[\rho\left(A^{*} A\right)\right]^{1 / 2}
$$

is the spectral (or $L_{2}$ ) norm of $A$.
Definition 2.6. If $A=\left(a_{i, j}\right)$ is an $n \times n$ complex matrix, then

$$
\|A\|_{\infty} \equiv \sup _{\mathbf{x} \neq 0} \frac{\|A \mathbf{x}\|_{\infty}}{\|\mathbf{x}\|_{\infty}}=\operatorname{Max}_{\mathbf{1} \leq i \leq n} \sum_{j=1}^{n}\left|a_{i, j}\right|
$$

is the maximum (or $L_{\infty}$ ) norm of $A$.
3. An $O\left(h^{4}\right)$ Difference Approximation in a Rectangle. For simplicity, we shall consider first a rectangle, $R$, in two dimensions, with a square mesh (size $h$ ) which
fits $R$ exactly. Later, we shall consider the modifications necessary to obtain pointwise $O\left(h^{4}\right)$ discretization error estimates for general bounded domains. This will, of course, include rectangular regions which are not fit exactly by a square mesh.

Let us consider the numerical solution of the following second order elliptic boundary value problem in the rectangle $R$ with boundary $C$ :

$$
\begin{align*}
-\frac{\partial^{2} u}{\partial x^{2}}-\frac{\partial^{2} u}{\partial y^{2}}+r(x, y) \frac{\partial u}{\partial x}-s(x, y) \frac{\partial u}{\partial y}+q(x, y) u & =f(x, y) ; & & (x, y) \in R  \tag{3.1}\\
u & =g(x, y) ; & & (x, y) \in C
\end{align*}
$$

We also assume that $q(x, y) \geqq 0$ in $\bar{R}$, the closure of $R$.
With the aid of Fig. 1, we shall define the following sets of mesh points, assuming the "English or typewriter ordering" (i.e., numbering the mesh points from left to right, top to bottom),


口 $-\mathrm{C}_{\mathrm{h}}$

$\Delta-R_{h}$
$\theta-C_{h}{ }^{V}$

- $-\mathrm{C}_{h}{ }^{\mathrm{H}}$

Figure 1
with $\alpha$ the running index.
Following the notation of Bramble and Hubbard [5] we now define the sets of indices illustrated in Fig. 1 above.

Definition 3.1. $C_{h}$ is the set of indices, $\alpha$, of grid points which lie on $C$, the boundary of $R$.

Definition 3.2. $C_{h}{ }^{* *}$ is the set of indices, $\alpha$, of interior grid points which have two of their four nearest neighbors in $C_{h}$.

Definition 3.3. $C_{h}{ }^{V}$ and $C_{h}{ }^{H}$ are, respectively, the set of indices, $\alpha$, of the interior grid points with exactly one of the two, vertical or horizontal, respectively, nearest neighbors in $C_{h}$.

Definition 3.4. $R_{h}$ is the set of indices, $\alpha$, of interior grid points not in $C_{h}{ }^{* *}+C_{h}{ }^{H}$ $+C_{h}{ }^{\text {b }}$.

Now, by means of Taylor's series, assuming $u(x, y)$ has six continuous derivatives in $\bar{R}$, (i.e., $u \in C^{6}(\bar{R})$ ), we can derive the following finite difference approximation to (3.1):

$$
\begin{equation*}
D A \mathbf{u}=\mathbf{f}+\tau \tag{3.2}
\end{equation*}
$$

The vectors $\mathbf{u}$ and f are defined to have components $u_{\alpha}$ and $f_{\alpha}$ which are just the functions $u(x, y)$ and $f(x, y)$ of (3.1) evaluated at the mesh points. The $N \times N$ diagonal matrix $D$ has entries $d_{\alpha, \alpha}$ given by

$$
\begin{equation*}
d_{\alpha, \alpha}=1, \quad \alpha \in C_{h}, \quad d_{\alpha, \alpha}=1 / 12 \mathrm{~h}^{2} \text { otherwise } \tag{3.3}
\end{equation*}
$$

and the $N \times N$ matrix $A=\left(a_{i, j}\right)$ is defined as ${ }^{4}$

$$
\begin{aligned}
(A \mathbf{w})_{\alpha}= & w_{\alpha}, \quad \alpha \in C_{h} ; \\
(A \mathbf{w})_{\alpha}= & -\left(12+6 s_{\alpha} h\right) w_{\alpha-n}-\left(12+6 r_{\alpha} h\right) w_{\alpha-1} \\
& +\left(48+12 q_{\alpha} h^{2}\right) w_{\alpha}-\left(12-6 r_{\alpha} h\right) w_{\alpha+1} \\
& -\left(12-6 s_{\alpha} h\right) w_{\alpha+n}, \quad \alpha \in C_{h}^{* *} ; \\
(A \mathbf{w})_{\alpha}= & -\left(12+6 s_{\alpha} h\right) w_{\alpha-n}+\left(1+r_{\alpha} h\right) w_{\alpha-2}-\left(16+8 r_{\alpha} h\right) w_{\alpha-1} \\
& +\left(54+12 q_{\alpha} h^{2}\right) w_{\alpha}-\left(16-8 r_{\alpha} h\right) w_{\alpha+1}+\left(1-r_{\alpha} h\right) w_{\alpha+2} \\
& -\left(12-6 s_{\alpha} h\right) w_{\alpha+n}, \quad \alpha \in C_{h}^{V} ; \\
(A \mathbf{w})_{\alpha}= & \left(1+s_{\alpha} h\right) w_{\alpha-2 n}-\left(16+8 s_{\alpha} h\right) w_{\alpha-n}-\left(12+6 r_{\alpha} h\right) w_{\alpha-1} \\
& +\left(54+12 q_{\alpha} h^{2}\right) w_{\alpha}-\left(12-6 r_{\alpha} h\right) w_{\alpha+1}-\left(16-8 s_{\alpha} h\right) w_{\alpha+n} \\
& +\left(1-s_{\alpha} h\right) w_{\alpha+2 n}, \quad \alpha \in C_{h}^{H} ; \\
(A \mathbf{w})_{\alpha}= & \left(1+s_{\alpha} h\right) w_{\alpha-2 n}-\left(16+8 s_{\alpha} h\right) w_{\alpha-n}+\left(1+r_{\alpha} h\right) w_{\alpha-2} \\
& -\left(16+8 r_{\alpha} h\right) w_{\alpha-1}+\left(60+12 q_{\alpha} h^{2}\right) w_{\alpha}-\left(16-8 r_{\alpha} h\right) w_{\alpha+1} \quad \\
& +\left(1-r_{\alpha} h\right) w_{\alpha+2}-\left(16-8 s_{\alpha} h\right) w_{\alpha+n}+\left(1-s_{\alpha} h\right) w_{\alpha+2 n}, \quad \alpha \in R_{h} ;
\end{aligned}
$$

where $n$ is the number of mesh points in one row and $m$ is the number of rows. Thus, $N=m n$. Finally, the vector $\tau$ of (3.2) has components $\tau_{\alpha}$ given by

$$
\begin{gather*}
\tau_{\alpha}=O\left(h^{2}\right), \quad \alpha \in C_{h}^{* *}+C_{h}^{V}+C_{h}^{H} ; \quad \tau_{\alpha}=O\left(h^{4}\right), \quad \alpha \in R_{h} ;  \tag{3.5}\\
\tau_{\alpha}=0, \quad \alpha \in C_{h} .
\end{gather*}
$$



Figure 2

With the following definitions:

[^2]\[

$$
\begin{align*}
r & \equiv \operatorname{Max}_{(x, y) \in \bar{R}}|r(x, y)|, \\
s & \equiv \operatorname{Max}_{(x, y) \in \bar{R}}|s(x, y)|,  \tag{3.6}\\
q & \equiv \operatorname{Max}_{(x, y) \in \bar{R}}|q(x, y)|,
\end{align*}
$$
\]

we are now ready to state
Lemma 3.1. There exists a monotone matrix $M$, such that for $A$ as defined by (3.4), $M \geqq A$ for all

$$
\begin{equation*}
h \leqq \operatorname{Min}\left\{\frac{1}{3 r}, \frac{1}{3 s}, \quad\left(\frac{2}{39}\right)^{1 / 2}\right\} . \tag{3.7}
\end{equation*}
$$

Proof. We will construct $M$ as the product of two $M$-matrices, i.e., $M=M_{1} M_{2}$. With $M_{1}$ and $M_{2}$ defined by

$$
\begin{align*}
\left(M_{1} \mathbf{w}\right)_{\alpha}= & 4 w_{\alpha}, \quad \alpha \in C_{h} ; \\
\left(M_{1} \mathbf{w}\right)_{\alpha}= & -\left(1+r_{\alpha} h\right) w_{\alpha-1}+8 w_{\alpha}-\left(1-r_{\alpha} h\right) w_{\alpha+1}, \quad \alpha \in C_{h}{ }^{V} ; \\
\left(M_{1} \mathbf{w}\right)_{\alpha}= & -\left(1+s_{\alpha} h\right) w_{\alpha-n}+8 w_{\alpha}-\left(1-s_{\alpha} h\right) w_{\alpha+n}, \quad \alpha \in C_{h}^{H} ;  \tag{3.8}\\
\left(M_{1} \mathbf{w}\right)_{\alpha}= & 8 w_{\alpha}, \quad \alpha \in C_{h}^{* *} ; \\
\left(M_{1} \mathbf{w}\right)_{\alpha}= & -\left(1+s_{\alpha} h\right) w_{\alpha-n}-\left(1+r_{\alpha} h\right) w_{\alpha-1}+8 w_{\alpha}-\left(1-r_{\alpha} h\right) w_{\alpha+1} \\
& -\left(1-s_{\alpha} h\right) w_{\alpha+n}, \quad \alpha \in R_{h} ;
\end{align*}
$$

and

$$
\begin{align*}
\left(M_{2} \mathbf{w}\right)_{\alpha} & =4 w_{\alpha}, \quad \alpha \in C_{k} ;  \tag{3.9}\\
\left(M_{2} \mathbf{w}\right)_{\alpha} & =-w_{\alpha-n}-w_{\alpha-1}+8 w_{\alpha}-w_{\alpha+1}-w_{\alpha+n}, \quad \text { otherwise ; }
\end{align*}
$$

It is easily verified by direct multiplication that $M \equiv M_{1} M_{2}$ is given by ${ }^{\text {s }}$

$$
\begin{aligned}
(M \mathbf{w})_{\alpha}= & 16 w_{\alpha}, \quad \alpha \in C_{h} ; \\
(M \mathbf{w})_{\alpha}= & -8 w_{\alpha-n}-8 w_{\alpha-1}+64 w_{\alpha}-8 w_{\alpha+1}-8 w_{\alpha+n}, \quad \alpha \in C_{h}^{* *} ; \\
(M \mathbf{w})_{\alpha}= & \left(1+r_{\alpha} h\right) w_{\alpha-n-1}-8 w_{\alpha-n}+\left(1-r_{\alpha} h\right) w_{\alpha-n+1}+\left(1+r_{\alpha} h\right) w_{\alpha-2} \\
& -\left(16+8 r_{\alpha} h\right) w_{\alpha-1}+66 w_{\alpha}-\left(16-8 r_{\alpha} h\right) w_{\alpha+1}+\left(1-r_{\alpha} h\right) w_{\alpha+2} \\
& +\left(1+r_{\alpha} h\right) w_{\alpha+n-1}-8 w_{\alpha+n}+\left(1-r_{\alpha} h\right) w_{\alpha+n+1}, \quad \alpha \in C_{h}^{V} ; \\
(M \mathbf{w})_{\alpha}= & \left(1+s_{\alpha} h\right) w_{\alpha-2 n}+\left(1+s_{\alpha} h\right) w_{\alpha-n-1}-\left(16+8 s_{\alpha} h\right) w_{\alpha-n} \\
& +\left(1+s_{\alpha} h\right) w_{\alpha-n+1}-8 w_{\alpha-1}+66 w_{\alpha}-8 w_{\alpha+1} \\
& +\left(1-s_{\alpha} h\right) w_{\alpha+n-1}-\left(16-8 s_{\alpha} h\right) w_{\alpha+n}+\left(1-s_{\alpha} h\right) w_{\alpha+n+1} \\
& +\left(1-s_{\alpha} h\right) w_{\alpha+2 n}, \quad \alpha \in C_{h}^{H} ; \\
(M \mathbf{w})_{\alpha}= & \left(1+s_{\alpha} h\right) w_{\alpha-2 n}+\left(2+s_{\alpha} h+r_{\alpha} h\right) w_{\alpha-n-1}-\left(16+8 s_{\alpha} h\right) w_{\alpha-n} \\
& +\left(2+s_{\alpha} h-r_{\alpha} h\right) w_{\alpha-n+1}+\left(1+r_{\alpha} h\right) w_{\alpha-2}-\left(16+8 r_{\alpha} h\right) w_{\alpha-1} \\
& +68 w_{\alpha}-\left(16-8 r_{\alpha} h\right) w_{\alpha+1}+\left(1-r_{\alpha} h\right) w_{\alpha+2} \\
& +\left(2+r_{\alpha} h-s_{\alpha} h\right) w_{\alpha+n-1}-\left(16-8 s_{\alpha} h\right) w_{\alpha+n} \\
& +\left(2-s_{\alpha} h-r_{\alpha} h\right) w_{\alpha+n+1}+\left(1-s_{\alpha} h\right) w_{\alpha+2 n}, \quad \alpha \in R_{h} .
\end{aligned}
$$

Now, for all $h$ satisfying (3.7), it is easily seen that $M \geqq A$, and since (3.7) implies that $\left|r_{\alpha} h\right|<1$ and $\left|s_{\alpha} h\right|<1, M_{1}$ and $M_{2}$ are easily shown to be $M$-matrices

[^3](cf. Varga [29, p. 84]). Since $M^{-1}=M_{2}^{-1} M_{1}{ }^{-1} \geqq 0, M$ is monotone. Q.E.D.
Theorem 3.1. The matrix A defined by (3.4) is monotone for all $h$ satisfying (3.7).
Proof. We shall now show that $\rho\left(M^{-1} R\right)<1$, where $R \equiv M-A$. Define the vectors $\mathbf{e}, \boldsymbol{\xi}$, and $\mathbf{n}$ to have components
\[

$$
\begin{gather*}
e_{\alpha}=1, \quad \text { for all } \alpha ; \\
\xi_{\alpha}=1, \quad \alpha \in C_{h} ; \quad \xi_{\alpha}=0, \quad \text { otherwise } ;  \tag{3.11}\\
\eta_{\alpha}=1, \quad \alpha \in C_{h}^{* *}+C_{h}^{V}+C_{h}^{H} ; \quad \eta_{\alpha}=0, \quad \text { otherwise } .
\end{gather*}
$$
\]

Since $q_{\alpha} \geqq 0$ for all $\alpha$, we have from (3.4) that

$$
\begin{equation*}
\mathrm{Ae} \geqq \xi . \tag{3.12}
\end{equation*}
$$

Since $M \geqq A$ and $M$ is monotone, we have from (3.12) that

$$
\begin{equation*}
0 \leqq M^{-1} R \mathbf{e}=\mathbf{e}-M^{-1} A \mathbf{e} \leqq \mathbf{e}-M^{-1} \xi=\mathbf{e}-M_{2}^{-1} M_{1}^{-1} \xi \tag{3.13}
\end{equation*}
$$

From (3.8) and (3.11), it is easily seen that $M_{1} \xi=4 \xi$ giving

$$
M_{1}^{-1} \xi=\frac{1}{4} \xi
$$

Using this in (3.13), we have, if $M_{2}^{-1} \xi>0$,

$$
\begin{equation*}
0 \leqq M^{-1} R \mathbf{e} \leqq \mathbf{e}-\frac{1}{4} M_{2}^{-1} \xi<\mathbf{e} . \tag{3.14}
\end{equation*}
$$

$$
\begin{aligned}
& \underline{\alpha} \in C_{h}{ }^{* *} \\
& \alpha-n \\
& \alpha-1 \quad \alpha \quad \alpha+1 \\
& \alpha+n \\
& \underline{\alpha \in C_{h}{ }^{H}} \\
& \alpha-2 n \\
& \alpha-n-1 \quad \alpha-n \quad \alpha-n+1 \\
& \alpha-1 \quad \alpha \quad \alpha+1 \\
& \alpha+n-1 \quad \alpha+n \quad \alpha+n+1 \\
& \alpha+2 n \\
& \alpha \in C_{h}{ }^{V} \\
& \alpha-n-1 \alpha-n \quad \alpha-n+1 \\
& \alpha-2 \quad \alpha-1 \quad \alpha \quad \alpha+1 \quad \alpha+2 \\
& \alpha+n-1 \quad \alpha+n \quad \alpha+n+1 \\
& \alpha \in R_{h} \\
& \alpha-2 n \\
& \alpha-n-1 \quad \alpha-n \quad \alpha-n+1 \\
& \alpha-2 \quad \alpha-1 \quad \alpha \quad \alpha+1 \quad \alpha+2 \\
& \alpha+n-1 \quad \alpha+n \quad \alpha+n+1 \\
& \alpha+2 n
\end{aligned}
$$

Figure 3

It remains to be shown that $M_{2}{ }^{-1} \xi>0$. We obtain by direct calculation using (3.9) and (3.11) that $M_{2} \xi \leqq 4 \xi-n$. Since $M_{2}$ is an $M$-matrix, this gives

$$
\begin{equation*}
\frac{1}{4}\left(\xi+M_{2}^{-1} \mathbf{n}\right) \leqq M_{2}^{-1} \xi \tag{3.15}
\end{equation*}
$$

If we now renumber our grid points so that the points corresponding to indices $\alpha \in C_{h}$ come first, we have

$$
P M_{2} P=\left[\begin{array}{ll}
M_{11} & 0  \tag{3.16}\\
M_{21} & M_{22}
\end{array}\right]
$$

for a suitable permutation matrix $P$. The submatrix $M_{22}$ is now easily seen to be an irreducibly diagonally dominant $M$-matrix and, therefore, $M_{22}^{-1}>0$ (cf. Varga [29, p. 85]). From (3.16) it is seen that

$$
\left(P M_{2} P\right)^{-1}=\left[\begin{array}{cc}
M_{11}^{-1} & 0  \tag{3.17}\\
-M_{22}^{-1} M_{21} M_{11}^{-1} & M_{22}^{-1}
\end{array}\right],
$$

and from the definitions (3.11)

$$
P_{\mathbf{n}}=\left[\begin{array}{c}
0 \\
\mathbf{n}^{\prime}
\end{array}\right]
$$

where $P \mathbf{n}$ is partitioned to conform with (3.16) and (3.17). Therefore

$$
\left(P M_{2} P\right)^{-1} P \mathbf{n}=P M_{2}^{-1} \mathbf{n}=\left[\begin{array}{cc}
0 &  \tag{3.18}\\
M_{22}^{-1} & \mathbf{n}^{\prime}
\end{array}\right]
$$

If $P \xi$ is also partitioned, to conform with (3.16) and (3.17), we have

$$
P \xi=\left[\begin{array}{l}
\xi^{\prime}  \tag{3.19}\\
0
\end{array}\right]
$$

where $\xi^{\prime}$ is, by definition (3.11), a vector of all ones. Also, by definition, $\mathbf{n}^{\prime} \geqq 0$, with at least one entry positive giving

$$
P\left(\xi+M_{2}^{-1} \mathbf{n}\right)>0 .
$$

This, coupled with (3.15), proves that $M_{2}{ }^{-1} \xi>0$, finally verifying (3.14). From (3.14), we deduce that $\left\|M^{-1} R\right\|_{\infty}<1$, and from the simply proved inequality (see Varga [29, p. 32])

$$
\rho(A) \leqq\|A\|_{\infty},
$$

we obtain the desired result

$$
\begin{equation*}
\rho\left(M^{-1} R\right)<1 \tag{3.20}
\end{equation*}
$$

Thus, (3.20) and lemma (3.1) imply that $A$ satisfies the hypothesis of Theorem 2.2. This proves that $A$ as defined by (3.4) is monotone. Q.E.D.

We will now examine the truncation error from approximating (3.2) by

$$
\begin{equation*}
D A \mathbf{v}=\mathbf{f} \tag{3.21}
\end{equation*}
$$

Subtracting (3.21) from (3.2), we have, from the definitions (3.3), (3.6) and (3.11), (3.22) $\quad\|\mathbf{v}-\mathbf{u}\|_{\infty}=\left\|A^{-1} D^{-1} \boldsymbol{\tau}\right\|_{\infty} \leqq K_{1} h^{4}\left\|A^{-1} \mathbf{n}\right\|_{\infty}+K_{2} h^{6}\left\|A^{-1}(\mathbf{e}-\mathbf{n}-\xi)\right\|_{\infty}$.

With $A_{0}$ derived from $A$ by setting $q=0$ in (3.4), we have that $A_{0}$ is monotone by arguments similar to Theorem 3.1 and from a well-known result (cf. Henrici [14, p. 362])

$$
\begin{equation*}
A_{0}^{-1} \geqq A^{-1} \geqq 0 \tag{3.23}
\end{equation*}
$$

The next lemma is due to Roudebush [24, p. 34] and represents an extension of some work of Isaacson [16].

Lemma 3.2. Let $\mathbf{e}, \xi$, and $\mathfrak{n}$ be defined by (3.12). Then, for $A$ defined by (3.4)

$$
\begin{equation*}
\left\|A^{-1}(\mathbf{e}-\xi-\mathbf{n})\right\|_{\infty} \leqq K_{3} h^{-2} \tag{3.24}
\end{equation*}
$$

for all

$$
\begin{equation*}
h \leqq \operatorname{Min}\left\{\frac{\ln 2}{4(2 s+1)}, \frac{\ln 2}{4(2 r+1)},\left(\frac{2}{39}\right)^{1 / 2}\right\} \tag{3.25}
\end{equation*}
$$

where $r, s$, and $q$ are defined by (3.6).
Proof. Following Roudebush [24], we define the function $\gamma(x, y)$ to be

$$
\gamma(x, y) \equiv \mu-e^{(2 r+1) x}-e^{(2 s+1) y}, \quad(x, y) \in \bar{R}
$$

where $\mu \geqq e^{(r+s+1) 2 d}$ and $d$ is the diameter of $\bar{R}$. Let $\boldsymbol{\gamma}$ be the vector whose $\alpha$ th component (where $\alpha$ corresponds to the ( $i, j$ )th mesh point) is given by

$$
\gamma_{\alpha}=\gamma\left(x_{i} y_{j}\right), \quad \alpha \in R_{h}+C_{h}+C_{h}^{* *}+C_{h}^{V}+C_{h}^{H} .
$$

By Taylor's theorem, with $A_{0}$ defined as above, we have

$$
\begin{aligned}
\frac{1}{12 h^{2}}\left(A_{0 \gamma}\right)_{\alpha}=-\left.\frac{\partial^{2} \gamma}{\partial x^{2}}\right|_{x_{i}{ }^{(1)}}+\left.r_{\alpha} \frac{\partial \gamma}{\partial x}\right|_{x_{i}(2)}- & \left.\frac{\partial^{2} \gamma}{\partial y^{2}}\right|_{y_{j}(1)}-\left.s_{\alpha} \frac{\partial \gamma}{\partial y}\right|_{y_{j}{ }^{(2)}} \\
& \alpha \in R_{h}+C_{h}{ }^{* *}+C_{h}^{V}+C_{h}{ }^{H},
\end{aligned}
$$

where

$$
\begin{array}{lll}
(i-2) h \leqq x_{i}{ }^{(1)}, & x_{i}{ }^{(2)} \leqq(i+2) h, & 2 \leqq i \leqq n-2, \\
(j-2) h \leqq y_{j}{ }^{(1)}, & y_{j}{ }^{(2)} \leqq(j+2) h, & 2 \leqq j \leqq m-2,
\end{array}
$$

and

$$
\begin{array}{lll}
(i-1) h \leqq x_{i}{ }^{(1)}, & x_{i}{ }^{(2)} \leqq(i+1) h, & i=1, n-1 \\
(j-1) h \leqq y_{j}{ }^{(1)}, & y_{j}{ }^{(2)} \leqq(j+1) h, & j=1, m-1
\end{array}
$$

Therefore,

$$
\begin{aligned}
\frac{1}{12 h^{2}}\left(A_{0 \gamma}\right)_{\alpha}= & (2 r+1)^{2} \exp \left[(2 r+1) x_{i}{ }^{(1)}\right]-r_{\alpha}(2 r+1) \exp \left[(2 r+1) x_{i}{ }^{(2)}\right] \\
& +(2 s+1)^{2} \exp \left[(2 s+1) y_{j}^{(1)}\right]+s_{\alpha}(2 s+1) \exp \left[(2 s+1) y_{j}^{(2)}\right] \\
\geqq & 1, \quad \alpha \in R_{h}
\end{aligned}
$$

for all $h$ satisfying (3.25). Since

$$
\frac{1}{12 h^{2}}\left(A_{\circ \gamma}\right)_{\alpha} \geqq 0 \quad \text { for } \quad \alpha \in C_{h}^{* *}+C_{h}^{V}+C_{h}^{H}+C_{h}
$$

we have, finally,

$$
\frac{1}{12 h^{2}}\left(A_{0 \gamma}\right) \geqq(\mathbf{e}-\xi-\mathbf{n}),
$$

from which (3.24) follows using also (3.23). Q.E.D.
Lemma 3.3. With the definitions of this section,

$$
\begin{equation*}
\left\|A^{-1} \mathbf{n}\right\|_{\infty} \leqq \frac{1}{4} . \tag{3.26}
\end{equation*}
$$

Proof. With $A_{0}$ derived from $A$ by setting $q_{\alpha} \equiv 0$ in (3.4), we have from (3.23)

$$
\begin{equation*}
0 \leqq A^{-1} \mathfrak{n} \leqq A_{0}{ }^{-1} \mathbf{n} \tag{3.27}
\end{equation*}
$$

We now compute $R_{0} \equiv M-A_{0}$, using (3.10), to be ${ }^{6}$

$$
\begin{align*}
& \left(R_{0} \mathbf{w}\right)_{\alpha}=15 w_{\alpha}, \quad \alpha \in C_{h} ; \\
& \left(R_{0} \mathbf{w}\right)_{\alpha}=\left(4+6 s_{\alpha} h\right) w_{\alpha-n}+\left(4+6 r_{\alpha} h\right) w_{\alpha-1}+16 w_{\boldsymbol{\alpha}} \\
& +\left(4-6 r_{\alpha} h\right) w_{\alpha+1}+\left(4-6 s_{\alpha} h\right) w_{\alpha+n}, \quad \alpha \in C_{h}{ }^{* *} . \\
& \left(R_{0} \mathbf{w}\right)_{\alpha}=\left(1+r_{\alpha} h\right) w_{\alpha-n-1}+\left(4+6 s_{\alpha} h\right) w_{\alpha-n}+\left(1-r_{\alpha} h\right) w_{\alpha-n+1} \\
& +12 w_{\alpha}+\left(1+r_{\alpha} h\right) w_{\alpha+n-1}+\left(4-6 s_{\alpha} h\right) w_{\alpha+n} \\
& +\left(1-r_{\alpha} h\right) w_{\alpha+n+1}, \quad \alpha \in C_{h}{ }^{V} \text {; }  \tag{3.28}\\
& \left(R_{0} \mathbf{w}\right)_{\alpha}=\left(1+s_{\alpha} h\right) w_{\alpha-n-1}+\left(1+s_{\alpha} h\right) w_{\alpha-n+1}+\left(4+6 r_{\alpha} h\right) w_{\alpha-1} \\
& +12 w_{\alpha}+\left(4-6 r_{\alpha} h\right) w_{\alpha+1}+\left(1-s_{\alpha} h\right) w_{\alpha+n-1} \\
& +\left(1-s_{\alpha} h\right)_{\alpha+n+1}, \quad \alpha \in C_{h}{ }^{H} \text {; } \\
& \left(R_{0} \mathbf{w}\right)_{\alpha}=\left(2+s_{\alpha} h+r_{\alpha} h\right) w_{\alpha-n-1}+\left(2+s_{\alpha} h-r_{\alpha} h\right) w_{\alpha-n+1}+8 w_{\alpha} \\
& +\left(2+r_{\alpha} h-s_{\alpha} h\right) w_{\alpha+n-1}+\left(2-r_{\alpha} h-s_{\alpha} h\right) w_{\alpha+n+1}, \quad \alpha \in R_{h} . \\
& \alpha \in C_{h}^{* *} \\
& \alpha-n \\
& \alpha-1 \quad \alpha \quad \alpha+1 \\
& \alpha+n \\
& \alpha \in C_{h}{ }^{H} \\
& \alpha-n-1 \quad \alpha-n+1 \\
& \alpha-1 \quad \alpha \quad \alpha+1 \\
& \alpha+n-1 \quad \alpha+n+1 \\
& \alpha \in C_{h}{ }^{V} \\
& \alpha-n-1 \quad \alpha-n \quad \alpha-n+1 \\
& \alpha+n-1 \quad \alpha+n \quad \alpha+n+1 \\
& \underline{\alpha \in R_{h}} \\
& \alpha-n-1 \quad \alpha-n+1 \\
& \alpha+n-1 \quad \alpha+n+1
\end{align*}
$$
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Let us define the diagonal matrix $\hat{D}$ to have diagonal entries $\hat{d}_{\alpha, \alpha}$ given by

$$
\begin{array}{cl}
\hat{d}_{\alpha, \alpha}=2, \quad \alpha \in C_{h}+C_{h}^{* *} ; \quad \hat{d}_{\alpha, \alpha}=3 / 2, \quad \alpha \in C_{h}^{V}+C_{h}^{H} ; \\
\hat{d}_{\alpha}=1, \quad \alpha \in R_{h} . \tag{3.29}
\end{array}
$$

With $\mathbf{e}, \xi$ and $\boldsymbol{n}$ as defined by (3.11), we readily verify, using (3.7), that

$$
\begin{equation*}
R_{0}(\mathbf{e}-\xi) \leqq 16 \hat{D}(\mathbf{e}-\boldsymbol{\xi})-4 \mathbf{n} \tag{3.30}
\end{equation*}
$$

From (3.8) and (3.9), we compute directly

$$
M_{1}(\mathbf{e}-\xi)=4 \hat{D}(\mathbf{e}-\xi) \geqq 4(\mathbf{e}-\xi), \quad M_{2}(\mathbf{e}-\xi) \geqq 4(\mathbf{e}-\xi)
$$

and, since $M_{1}$ and $M_{2}$ are $M$-matrices,

$$
\begin{align*}
& \frac{1}{4}(\mathrm{e}-\xi)=M_{1}^{-1} \hat{D}(\mathrm{e}-\xi) \geqq M_{1}^{-1}(\mathrm{e}-\xi),  \tag{3.31}\\
& \frac{1}{4}(\mathrm{e}-\xi) \geqq M_{2}^{-1}(\mathrm{e}-\xi) \tag{3.32}
\end{align*}
$$

Using (3.30), (3.31) and (3.32), it is easily seen that

[^4]$$
R_{0} M_{2}^{-1} M_{1}^{-1} \hat{D}(\mathbf{e}-\xi) \leqq \hat{D}(\mathbf{e}-\xi)-\frac{1}{4} \mathbf{n},
$$
from which it follows that
$$
\left(I-R_{0} M_{2}^{-1} M_{1}^{-1}\right) \hat{D}(\mathbf{e}-\xi) \geqq \frac{1}{4} \mathbf{n} .
$$

Collecting these results, we have

$$
\begin{align*}
A_{0} M_{2}^{-1} M_{1}^{-1} \hat{D}(\mathbf{e}-\boldsymbol{\xi}) & =\left(I-R_{0} M_{2}^{-1} M_{1}^{-1}\right) M_{1} M_{2} M_{2}^{-1} M_{1}^{-1} \hat{D}(\mathbf{e}-\boldsymbol{\xi})  \tag{3.33}\\
& =\left(I-R_{0} M_{2}^{-1} M_{1}^{-1}\right) \hat{D}(\mathbf{e}-\xi) \geqq \frac{1}{4} \mathbf{n},
\end{align*}
$$

and since $A_{0}$ is monotone, (3.33) gives

$$
\begin{equation*}
4 M_{2}^{-1} M_{1}^{-1} \hat{D}(\mathbf{e}-\xi) \geqq A_{0}^{-1} \eta \tag{3.34}
\end{equation*}
$$

Now, (3.26) follows easily from (3.27), (3.31), (3.32), and (3.34), which completes the proof.

Now using (3.24) and (3.26) in (3.22), we have
Theorem 3.2.7 If $u(x, y)$, the solution of (3.1) in the region $R$, has bounded sixth derivatives in $\bar{R}$, and $\mathbf{u}$ is a vector whose $\alpha$ th component, where $\alpha$ corresponds to the ( $i, j$ )th mesh point, is given by $u_{\boldsymbol{\alpha}}=u\left(x_{i}, y_{j}\right)$, and if $\mathbf{v}$ is the solution of (3.21), then for

$$
\begin{equation*}
h \leqq \operatorname{Min}\left\{\left(\frac{2}{3 q}\right)^{1 / 2}, \frac{\ln 2}{8 r+4}, \frac{\ln 2}{8 s+4}\right\} \tag{3.35}
\end{equation*}
$$

we have

$$
\mathbf{u}-\mathbf{v}_{\infty} \leqq K_{4} h^{4},
$$

where $K_{4}$ is independent of $h$. The constants $r, s$ and $q$ are defined by (3.6).
The result of this theorem is an extension of a known result of Bramble and Hubbard [5] to the case where $r(x) \neq 0$. However, the proof given here is substantially different from theirs, and gives a computable sufficient upper bound for $h$, (3.35).
4. Extension to a General Bounded Region. We again consider the partial differential equation of (3.1), but we assume now that $R$ is a general bounded domain with boundary $C$. If we construct a square grid (size $h$ ) covering $\bar{R}$, it can be seen from Fig. 5, that, in addition to the sets of grid points defined above, we need

Definition 4.1. $C_{h}{ }^{*}$ is the set of indices, $\alpha$, of interior grid points which have at least one and at the most two of its four nearest neighbors not on the same grid line in $R^{c}$, the complement of $R$.

Note that the assumption that points in $C_{h}{ }^{*}$ can have at most two nearest neighbors in $R^{c}$ and that these may not be on the same grid line, may eliminate certain regions with corners having acute angles. ${ }^{8}$ However, if $C$ has a continuously turning tangent and $h$ is sufficiently small, this assumption can always be satisfied.

[^5]We shall now define a finite difference approximation to (3.1), assuming $u \in$ $C^{6}(\bar{R})$, in matrix notation as

$$
\begin{equation*}
\left(1 / 12 h^{2}\right) \tilde{A} \mathbf{u}=\mathrm{f}+\tau \tag{4.1}
\end{equation*}
$$



Figure :
For the sets of grid points $C_{h}{ }^{* *}, C_{h}{ }^{V}, C_{h}{ }^{H}$, and $R_{h}$ the Eqs. of (4.1) are defined exactly as before, (cf. (3.4) and (3.5)). We, therefore, need only define the equations of (4.1) for grid points $\alpha \in C_{h}{ }^{*}$. If a point is in $C_{h}{ }^{*}$, there are many different cases to consider (i.e., its nearest neighbor on the left, right, bottom, or top, is in $R^{C}$, as well as its two nearest neighbors on the left and top, top and right, right and bottom, or bottom and left, are in $R^{c}$ ). For simplicity, we shall list only two of these eight possibilities since, from these, the others will be obvious. First assume for $\alpha \in C_{h}{ }^{*}$ that the points below and to the left of the $\alpha$ th point are in $R^{c}$, as shown in Fig. 6. Then,
$\frac{1}{12 h^{2}}\left\{\frac{12(1-\lambda)}{\lambda+2} u_{\alpha+2}-\left(24 \frac{(2-\lambda)}{\lambda+1}-\frac{12 r_{\alpha} \lambda h}{\lambda+1}\right) u_{\alpha+1}\right.$

$$
\begin{aligned}
& -\left(\frac{72}{\lambda(\lambda+1)(\overline{\lambda+2})}+\frac{12 r_{\alpha} h}{\lambda(\lambda+1)}\right) g(x-\lambda h, y) \\
& +\left(12 q_{\alpha} h^{2}+\frac{12(3-\lambda)+12 r_{\alpha} h(1-\lambda)}{\lambda}+\frac{12(3-\mu)+12 s_{\alpha} h(1-\mu)}{\mu}\right) u_{\alpha} \\
& +\frac{12(1-\mu)}{\mu+2} u_{\alpha+2 n}-\left(\frac{24(2-\mu)}{\mu+1}-\frac{12 s_{\alpha} \mu}{\mu+1}\right) u_{\alpha+n} \\
& \left.\quad-\left(\frac{72}{u(\mu+1)(\mu+2)}+\frac{12 s_{\alpha} h}{\mu(\mu+1)}\right) g(x, y-\mu h)\right\}=f_{\alpha}+O\left(h^{2}\right)
\end{aligned}
$$

where $\lambda h$ is the distance, in the $x$-direction, and $\mu h$ is the distance, in the $y$-direction, to the nearest boundary, $0<\lambda, \mu<1$ (see Fig. 6).


Figure 6

If for $\alpha \in C_{h}{ }^{*}$ only the point to the left is in $R^{c}$ we have

$$
\begin{align*}
& \frac{1}{12 h^{2}}\left\{\frac{12(1-\lambda)}{\lambda+2} u_{\alpha+2}-\left(\frac{24(2-\lambda)}{\lambda+1}-\frac{12 r_{\alpha} h \lambda}{\lambda+1}\right) u_{\alpha+1}\right. \\
& \quad-\left(\frac{72}{\lambda(\lambda+1)(\lambda+2)}+\frac{12 r_{\alpha} h}{\lambda(\lambda+1)}\right) g(x-\lambda h, y) \\
& \quad+\left(12 q_{\alpha} h^{2}+24+\frac{12(3-\lambda)+12 r_{\alpha} h(1-\lambda)}{\lambda}\right) u_{\alpha}  \tag{4.3}\\
& \left.\quad-\left(12+6 s_{\alpha} h\right) u_{\alpha-n}-\left(12-6 s_{\alpha} h\right) u_{\alpha+n}\right\}=f_{\alpha}+O\left(h^{2}\right) .
\end{align*}
$$

Notice that now we are not carrying along dummy equations for the points $\alpha \in C_{h}$.
If the boundary of our region $R$ were just the collection of horizontal and vertical line segments connecting points of $C_{h}{ }^{*}$, the dashed line of Fig. 5, then the finite difference approximation to (3.1) on this region would be given by (3.2). Therefore, we have that

$$
\begin{equation*}
\tilde{A} \mathbf{x}=D_{1} A \mathbf{x}+\mathbf{k}(x) \tag{4.4}
\end{equation*}
$$

where $D_{1}$ is a diagonal matrix whose diagonal entries $d_{\alpha, \alpha}^{(1)}$ are given by

$$
d_{\alpha, \alpha}^{(1)}=\tilde{a}_{\alpha, \alpha}, \quad \alpha \in C_{h}^{*}, \quad d_{\alpha, \alpha}^{(1)}=1, \quad \text { otherwise }
$$

and $\mathbf{k}(x)$ is a vector whose components $k_{\alpha}(x)$ are

$$
k_{\alpha}(x)=\sum_{j \neq \alpha} \tilde{a}_{\alpha, j} x_{j}, \quad \alpha \in C_{h}^{*}, \quad k_{\alpha}(x)=0, \quad \text { otherwise } .
$$

Using (4.4), we may now rewrite (4.1) as

$$
A \mathbf{u}=12 h^{2} D_{1}^{-1} \mathbf{f}-D_{1}^{-1} \mathbf{k}(u)+12 h^{2} D_{1}^{-1} \tau,
$$

and if $v$ is the solution of

$$
\begin{equation*}
A \mathbf{v}=12 h^{2} D_{1}^{-1} \mathbf{f}-D_{1}^{-1} \mathbf{k}(v), \tag{4.5}
\end{equation*}
$$

we have that the truncation error $\varepsilon=(\mathbf{u}-\mathbf{v})$ satisfies

$$
A \varepsilon=12 h^{2} D_{1}^{-1} \tau-D_{1}^{-1} \mathbf{k}(\epsilon)
$$

An easy calculation using (4.2), (4.3) and the definitions of $D_{1}$ and $\mathbf{k}$, gives

$$
\operatorname{Max}_{\alpha}\left|\left(D_{1}^{-1} k(\epsilon)\right)_{\alpha}\right|=\operatorname{Max}_{\alpha \in c_{h}^{*}}\left|\left(D_{1}^{-1} \mathbf{k}(\epsilon)\right)_{\alpha}\right| \leqq \sum_{j \neq \alpha} \frac{\left|\tilde{a}_{\alpha, j} \| \epsilon_{j}\right|}{\tilde{a}_{\alpha, \alpha}} \leqq \frac{10}{11}\|\boldsymbol{\varepsilon}\|_{\infty}
$$

Since $\left\|D_{1}^{-1}\right\|_{\infty}=1$ and $A$, by Theorem 3.1, is monotone if $h$ satisfies (3.34), we have

$$
|\boldsymbol{\varepsilon}| \leqq\left(K_{1} h^{4}+\frac{10}{11}\|\boldsymbol{\varepsilon}\|_{\infty}\right) \xi+K_{2} h^{4} A^{-1} \mathbf{n}+K_{3} h^{6} A^{-1}(\mathbf{e}-\xi-\mathbf{n})
$$

where $\mathbf{e}, \xi$, and $\mathbf{n}$ are defined by (3.11). Using Lemma 3.2 and Lemma 3.3, we have

$$
\|\epsilon\|_{\infty} \leqq K h^{4}+\frac{10}{11}\|\epsilon\|_{\infty}
$$

from which follows
Theorem 4.1. If $u(x, y)$, the solution of (3.1) in a general bounded region $R^{9}$ with boundary $C$, has bounded sixth derivatives in $\bar{R}$, and $\mathbf{u}$ is a vector whose ath component, ( $\alpha=(i, j)$ ), is

$$
u_{\alpha}=u\left(x_{i}, y_{j}\right), \quad\left(x_{i}, y_{j}\right) \in R_{h}+C_{h}^{* *}+C_{h}^{*}+C_{h}{ }^{V}+C_{h}^{H},
$$

and if v is the solution of (4.5), then

$$
\|\mathbf{\varepsilon}\|_{\infty}=\|\mathbf{u}-\mathbf{v}\|_{\infty} \leqq K h^{4}
$$

for all $h$ satisfying (3.34).
The results of this section extend the results of §3, which held for regions which were sums of squares, to fairly general bounded domains. This extension follows closely a similar extension of Bramble and Hubbard [5], and differs only in that we consider a more general class of problems.
5. Oscillation Matrices and Their Properties. We will begin our study of oscillation matrices with some basic definitions.

Definition 5.1. An $n \times n$ matrix $A=\left(a_{i, j}\right)$ will be called totally nonnegative (totally positive) if all its minors of any order are nonnegative (positive):

$$
A\binom{i_{1}, i_{2}, \cdots, i_{p}}{i_{1}, k_{2}, \cdots, k_{p}} \geqq 0\left(1 \leqq \begin{array}{c}
i_{1}<i_{2}<\cdots<i_{p} \\
k_{1}<k_{2}<\cdots<k_{p}
\end{array} \leqq n\right) \quad(p=1,2, \cdots, n)
$$

The square brarket notation

$$
A\left[\begin{array}{c}
i_{1}, i_{2}, \cdots, i_{p} \\
k_{1}, k_{2}, \cdots, k_{p}
\end{array}\right] \equiv\left[\begin{array}{cccc}
a_{i_{1}, k_{1}} & a_{i_{1}, k_{2}} & \cdots & a_{i_{1}, k_{p}} \\
a_{i_{2}, k_{1}} & a_{i_{2}, k_{2}} & \cdots & a_{i_{2}, k_{p}} \\
\ldots & \cdots & \ldots & \cdots \\
& \cdots \\
a_{i_{p}, k_{1}} & a_{i_{p}, k_{2}} & \cdots & a_{i_{p}, k_{p}}
\end{array}\right]
$$

denotes square submatrices, while parentheses denote determinants of such square submatrices.

[^6]\[

A\binom{i_{1}, i_{2}, \cdots, i_{p}}{k_{1}, k_{2}, \cdots, k_{p}}=\operatorname{det} A\left[$$
\begin{array}{c}
i_{1}, i_{2}, \cdots, i_{p} \\
k_{1}, k_{2}, \cdots, k_{p}
\end{array}
$$\right]
\]

Some simple properties of totally nonnegative matrices are given by
Theorem 5.1. (1) The product of two totally nonnegative matrices is totally nonnegative.
(2) The product of a totally positive matrix and a nonsingular totally nonnegative matrix is totally positive.

The proofs of the theorems given in this section are omitted because they involve concepts which are too lengthy to develop here. They may be found in either Gantmacher and Krein [10, Chapter II], or Price [20, Chapter II].

Continuing now with our development, we are ready to define an oscillation matrix.

Definition 5.2. An $n \times n$ matrix $A=\left(a_{i, j}\right)$ is an oscillation matrix if $A$ is totally nonnegative and some power of $A, A^{p}, p \geqq 1$, is totally positive.

The following theorem gives some of the simplest properties of oscillation matrices.

Theorem 5.2. (1) An oscillation matrix is nonsingular.
(2) Any power of an oscillation matrix is an oscillation matrix.
(3) The product of two oscillation matrices is an oscillation matrix.

The following is the basic theorem about oscillation matrices. Its proof may be found in Gantmacher [11, p. 105], and Gantmacher and Krein [10, p. 123].

Theorem 5.3. If an $n \times n$ matrix $A=\left(a_{i, j}\right)$ is an oscillation matrix, then
(1) The eigenvalues of $A$ are positive distinct real numbers

$$
\lambda_{1}>\lambda_{2}>\cdots>\lambda_{n}>0
$$

(2) If $\mathfrak{u}^{(k)}$ is an eigenvector of $A$ corresponding to the kth largest eigenvalue, then there are exactly $k-1$ sign changes among the coordinates of the vector, $\mathbf{u}^{(k)}$.

We shall see later in this section that many matrices which arise from finite difference approximations of one-dimensional, second order differential equations are in fact diagonally similar to oscillation matrices. It is now necessary to develop some easy tests to determine if a given matrix $A$ is an oscillation matrix. We will state, without proof, such a criterion.

Theorem 5.4. A $n n \times n$ matrix $A=\left(a_{i, j}\right)$ is an oscillation matrix if and only if
(1) $A$ is nonsingular and totally nonnegative, and
(2) $a_{i, i+1}>0$ and $a_{i+1, i}>0(i=1,2, \cdots, n-1)$.

The proof of this theorem can be found in Gantmacher and Krein [10, p. 139].
Since it is quite simple to determine when the superdiagonal and subdiagonal of a matrix are positive, it is necessary only to determine if a given matrix is totally nonnegative. We will therefore need the following

Theorem 5.5. If the $n \times n$ nonsingular matrix $A=\left(a_{i, j}\right)$ has $r>1$ superdiagonals and $s>1$ subdiagonals, i.e.,

$$
a_{i, j}=0 \text { unless }-r \leqq i-j \leqq s
$$

and if for any $p<n$

$$
A\binom{i, i+1, \cdots, i+p-1}{k, k+1, \cdots, k+p-1}>0 \quad(i, k=1,2, \cdots, n-p+1 ; ~ 子 1-r \leqq i-k \leqq s-1),
$$

then $A$ is an oscillation matrix.
The proof of this theorem is developed completely in Price [20].
6. The Peaceman-Rachford Method for the Rectangle. Le us consider the problem

$$
\begin{equation*}
-\frac{\partial^{2} u}{\partial x^{2}}+\lambda(x) \frac{\partial u}{\partial x}-\frac{\partial^{2} u}{\partial y^{2}}-s(y) \frac{\partial u}{\partial y}+\left(q^{(1)}(x)+q^{(2)}(y)\right) u=f(x, y) \tag{6.1}
\end{equation*}
$$

$$
u(x, y)=g(x, y), \quad(x, y) \in C
$$

where $R$ is the rectangle defined by

$$
R \equiv\{(x, y) \mid 0<x<L, 0<y<W\}
$$

and $C$ is the boundary of $R$. We shall now place a uniform mesh on $R$, (i.e., $\Delta x=$ $L /(N+1)$, where $N$ is the number of interior mesh points in the $x$-direction and $\Delta y=W /(M+1)$, where $M$ is the number of interior mesh points in the $y$-direction), and define the totality of difference approximations to (6.1) by

$$
\begin{equation*}
(H+V) \mathbf{v}=\mathbf{k} \tag{6.2}
\end{equation*}
$$

The matrices $H$ and $V$ are defined by

$$
\begin{align*}
& (H \mathbf{v})_{1, j} \equiv \frac{1}{\Delta x^{2}}\left\{\left(24+12 q_{1}{ }^{(1)} \Delta x^{2}\right) v_{1, j}\right. \\
& \left.-\left(12-6 \lambda_{1} \Delta x\right) v_{2, j}\right\}, \quad 1 \leqq j \leqq M ; \\
& (H \mathbf{v})_{2, j} \equiv \frac{1}{\Delta x^{2}}\left\{-\left(16+8 \lambda_{2} \Delta x\right) v_{1, j}+\left(30+12 q_{2}{ }^{(1)} \Delta x^{2}\right) v_{2, j}\right. \\
& \left.-\left(16-8 \lambda_{2} \Delta x\right) v_{3, j}+\left(1-\lambda_{2} \Delta x\right) v_{4, j}\right\}, \quad 1 \leqq j \leqq M ; \\
& (H \mathrm{v})_{i, j} \equiv \frac{1}{\Delta x^{2}}\left\{\left(1+\lambda_{i} \Delta x\right) v_{i-2, j}-\left(16+8 \lambda_{i} \Delta x\right) v_{i-1, j}\right. \\
& +\left(30+12 q_{i}{ }^{(1)} \Delta x^{2}\right) v_{i, j}-\left(16-8 \lambda_{i} \Delta x\right) v_{i+1, j}  \tag{6.3}\\
& \left.+\left(1-\lambda_{i} \Delta x\right) v_{i+2, j}\right\}, \quad 2 \leqq i \leqq N-2,1 \leqq j \leqq M ; \\
& (H \mathbf{v})_{N-1, j} \equiv \frac{1}{\Delta x^{2}}\left\{\left(1+\lambda_{N-1} \Delta x\right) v_{N-3, j}-\left(16+8 \lambda_{N-1} \Delta x\right) v_{N-2, j}\right. \\
& \left.+\left(30+12 q_{N-1}^{(1)} \Delta x^{2}\right) v_{N-1, j}-\left(16-8 \lambda_{N-1} \Delta x\right) v_{N, j}\right\}, \\
& 1 \leqq j \leqq M ; \\
& (H \mathbf{v})_{N, j} \equiv \frac{1}{\Delta x^{2}}\left\{-\left(12+6 \lambda_{N} \Delta x\right) v_{N-1, j}\right. \\
& \left.+\left(24+12 q_{N}{ }^{(1)} \Delta x^{2}\right) v_{N, j}\right\}, \quad 1 \leqq j \leqq M ;
\end{align*}
$$

and

$$
\begin{align*}
&(V \mathbf{v})_{i, 1} \equiv \frac{1}{\Delta y^{2}}\{ \left(24+12 q_{1}{ }^{(2)} \Delta y^{2}\right) v_{i, 1} \\
&\left.-\left(12-6 s_{1} \Delta x\right) v_{i, 2}\right\}, \quad 1 \leqq i \leqq N ; \\
&(V \mathbf{v})_{i, 2} \equiv \frac{1}{\Delta y^{2}}\{ -\left(16+8 s_{2} \Delta y\right) v_{i, 1}+\left(30+12 q_{2}{ }^{(2)} \Delta y^{2}\right) v_{2, j} \\
&\left.-\left(16-8 s_{2} \Delta y\right) v_{i, 3}+\left(1-s_{2} \Delta y\right) v_{i, 4}\right\}, \quad 1 \leqq i \leqq N ; \\
&(V \mathbf{v})_{i, j} \equiv \frac{1}{\Delta y^{2}}\left\{\left(1+s_{j} \Delta y\right) v_{i, j-2}-\left(16+8 s_{j} \Delta y\right) v_{i, j-1}\right. \\
&+\left(30+12 q_{j}^{(2)} \Delta y^{2}\right) v_{i, j}-\left(16-8 s_{j} \Delta y\right) v_{i, j+1}  \tag{6.4}\\
&\left.+\left(1-s_{j} \Delta y\right) v_{i, j+2}\right\}, \quad 1 \leqq i \leqq N, 2 \leqq j \leqq M-2 ; \\
& \\
&(V \mathbf{v})_{i, M-1}=\frac{1}{\Delta y^{2}}\left\{\left(1+s_{M-1} \Delta y\right) v_{i, M-3}-\left(16+8 s_{M-1} \Delta y\right) v_{i, M-2}\right. \\
&+\left(30+12 q_{M-1}^{(2)} \Delta y^{2}\right) v_{i, M-1} \\
&\left.\quad-\left(16-8 s_{M-1} \Delta y\right) v_{i, M}\right\}, \quad 1 \leqq i \leqq N ; \\
&(V \mathbf{v})_{i, M} \equiv \frac{1}{\Delta y^{2}}\{ -\left(12+6 s_{M} \Delta y\right) v_{i, M-1} \quad \\
&\left.+\left(24+12 q_{M}{ }^{(2)} \Delta y^{2}\right) v_{i, M}\right\},
\end{align*} \quad 1 \leqq i \leqq N ;
$$

and $k$ is a vector with $n \equiv N M$ components $k_{i, j}$ given by $k_{i, j}=12 f_{i, j}+$ (contributions from couplings to the boundary). For simplicity, we have not written out in full the exact contributions of couplings to the boundary, but these are analogous to our treatment in the past.

Following Varga [29, p. 212], we define the Peaceman-Rachford variant of ADI by

$$
\begin{align*}
\left(H+r_{m+1} I\right) \mathbf{v}^{(m+1 / 2)} & =\left(r_{m+1} I-V\right) \mathbf{v}^{(m)}+\mathbf{k},  \tag{6.5}\\
\left(V+r_{m+1} I\right) \mathbf{v}^{(m+1)} & =\left(r_{m+1} I-H\right) \mathbf{v}^{(m+1 / 2)}+\mathbf{k}, \quad m \geqq 0,
\end{align*}
$$

where $\mathbf{v}^{(0)}$ is some initial guess and the $r_{m}$ 's are positive acceleration parameters. Combining the two Eqs. (6.5), we have

$$
\mathbf{v}^{(m+1)}=T_{r_{m+1}} \mathbf{v}^{(m)}+g_{r_{m+1}}(\mathbf{k}), \quad m \geqq 0
$$

where

$$
\begin{align*}
T_{r} & \equiv(v+r I)^{-1}(r I-H)(H+r I)^{-1}(r I-V),  \tag{6.6}\\
\mathbf{g}_{r}^{(\mathbf{k})} & \equiv(v+r I)^{-1}\left\{(r I-H)(H+r I)^{-1}+I\right\} \mathbf{k} .
\end{align*}
$$

Since $(H+V)$ is monotone, (6.2) admits a unique solution $\mathbf{v}$. Therefore, if $\varepsilon^{(m)} \equiv$ $\mathbf{v}^{(m)}-\mathbf{V}$ is the error after $m$ iterations, then $\epsilon^{(m+1)}=T_{r_{m+1}} \mathbf{\varepsilon}^{(m)}$, and, in general,

$$
\begin{equation*}
\mathbf{\varepsilon}^{(m)}=\left(\prod_{k=1}^{m} T_{r_{k}}\right) \mathfrak{\varepsilon}^{(0)}, \quad m \geqq 1 \tag{6.7}
\end{equation*}
$$

Since $H$ and $V$, as defined by (6.3) and (6.4), are each, after a suitable permutation, the sum of five diagonal matrices ( $H_{j}, 1 \leqq j \leqq M ; V_{i, 1} \leqq i<N$ ) (cf. Varga [29, p. 211] for tri-diagonal case) such that $H_{1}=H_{2}=\cdots H_{M}$, and $V_{1}=V_{2}=\cdots=$ $V_{N}$, it is easily seen that $H$ and $V$ have the same eigenvectors $\alpha^{(k, l)}$. For example, if
$x^{(k)}$ is the $k$ th eigenvector for any submatrix $H_{j}$, then

$$
H \mathbf{X} \equiv\left[\begin{array}{llllll}
H_{1} & & & & & \\
& H_{2} & & & & \\
& & & & & \\
& & & & & \\
& & & & & \\
& & & & H_{M}
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}^{(k)} \\
\mathbf{x}^{(k)} \\
\cdot \\
\cdot \\
\cdot \\
\mathbf{x}^{(k)}
\end{array}\right]=\tau_{k}\left[\begin{array}{l}
\mathbf{x}^{(k)} \\
\mathbf{x}^{(k)} \\
\cdot \\
\cdot \\
\cdot \\
\mathbf{x}^{(k)}
\end{array}\right]
$$

with a similar result for an arbitrary eigenvector of $V_{i}$. Therefore, if $\mathbf{y}^{(l)}$ is the $l$ th eigenvector of $V_{i}$, then the component of the $(k, l)$ th eigenvector of $H$ or $V, \alpha^{(k, l)}$, for the $(i, j)$ th mesh point is given by

$$
\alpha_{i, j}^{(k, l)}=\gamma_{k, l} x_{i}{ }^{(k)} y_{j}{ }^{(l)}, \quad 1 \leqq i, k \leqq N, 1 \leqq j, l \leqq M
$$

If $\tau_{1} \leqq \tau_{2} \leqq \cdots \leqq \tau_{N}$ and $\mu_{1} \leqq \mu_{2} \leqq \cdots \leqq \mu_{M}$ are the eigenvalues of the submatrices $H_{j}$ and $V_{i}$, respectively, then it is easily verified by direct calculation that

$$
H \boldsymbol{\alpha}^{(k, l)}=\tau_{k} \boldsymbol{\alpha}^{(k, l)}, \quad 1 \leqq l \leqq M, 1 \leqq k \leqq N
$$

and

$$
V \boldsymbol{\alpha}^{(k, l)}=\mu_{l \boldsymbol{\alpha}}^{(k, l)}, \quad 1 \leqq k \leqq N, 1 \leqq l \leqq M
$$

Now defining

$$
\begin{align*}
\lambda & =\sup _{0 \leqq x \leqq L}|\lambda(x)|, \\
s & =\sup _{0 \leqq y \leqq W}|s(y)|,  \tag{6.8}\\
q^{(1)} & =\sup _{0 \leqq x \leqq L}\left|q^{(1)}(x)\right|, \\
q^{(2)} & =\sup _{0 \leqq x \leqq W}\left|q^{(2)}(y)\right|,
\end{align*}
$$

we are ready to prove, with the restrictions,

$$
0<\Delta x \leqq \operatorname{Min}\left\{\frac{1}{3 \lambda},\left(\frac{2}{q^{(1)}}\right)^{1 / 2}\right\}, \quad 0<\Delta y \leqq \operatorname{Min}\left\{\frac{1}{3 s},\left(\frac{2}{q^{(2)}}\right)^{1 / 2}\right\},
$$

Theorem 6.1. The submatrices $H_{i}$ and $V_{j}$ defined in (6.3) and (6.4) are diagonally similar to oscillation matrices, and therefore have the following properties:
(1) If $\left(\tau_{k}, 1 \leqq k \leqq N\right)$ and ( $\mu_{l}, 1 \leqq l \leqq M$ ) are the eigenvalues of the submatrices $H_{i}$ and $V_{j}$ respectively, then

$$
0<\tau_{1}<\tau_{2}<\cdots<\tau_{N}, \quad \text { and } \quad 0<\mu_{1}<\mu_{2}<\cdots<\mu_{M}
$$

(2) If $\left(\mathbf{x}^{(k)}, 1 \leqq k \leqq N\right)$ and $\left(\mathbf{y}^{(l)}, 1 \leqq l \leqq M\right)$ are the eigenvectors of the submatrices $H_{i}$ and $V_{j}$, respectively, then each forms a linearly independent set. Moreover, the eigenvectors, $\boldsymbol{\alpha}^{(k, l)}$ form a basis for the $n$-dimensional vector space $V_{n}(C)$ where $n=$ $M N$.

Proof. Since properties (1) and (2) follow directly from Theorem 5.3 and $H_{1}=$ $H_{2}=\cdots=H_{M}$, and $V_{1}=V_{2}=\cdots=V_{N}$, all that need be shown is that $H_{1}$ and $V_{1}$ are diagonally similar to oscillation matrices. Let $D$ be the diagonal matrix whose diagonal entries $d_{i, i}$ are given by

$$
d_{i, i}=(-1)^{i+1}, \quad 1 \leqq i \leqq N
$$

then it is easily verified that the matrix $B^{+}$defined by

$$
\begin{equation*}
B^{+} \equiv D^{-1} H D \geqq 0 . \tag{6.9}
\end{equation*}
$$

Since $B^{+}$is a nonnegative matrix with two superdiagonals and two subdiagonals, we shall establish the hypotheses of Theorem 5.5 in order to obtain this result. Let us consider the following cases:

Case I.

$$
\begin{aligned}
B^{+}\left[\begin{array}{c}
i, i+1, \cdots, i+p-1 \\
i+1, i+2, \cdots, i+p
\end{array}\right], & 1 \leqq i \leqq N-p ; 1 \leqq p \leqq N-1 \\
B^{+}\left[\begin{array}{c}
i+1, i+2, \cdots, i+p \\
i, i+1, \cdots, i+p-1
\end{array}\right], & 1 \leqq i \leqq N-p ; 1 \leqq p \leqq N-1
\end{aligned}
$$

Let us choose $S^{(p)}$ to be a $p \times p$ diagonal matrix whose diagonal entries $s_{i, i}$ are given by

$$
s_{i, i}=(6)^{i-1}, \quad 1 \leqq i \leqq p
$$

Then it is easy to verify that,

$$
\left(S^{(p)}\right)^{-1} B^{+}\left[\begin{array}{r}
i, i+1, \cdots, i+p-1 \\
i+1, i+2, \cdots, i+p
\end{array}\right] S^{(p)}
$$

and

$$
\left(S^{(p)}\right) B^{+}\left[\begin{array}{c}
i+1, i+2, \cdots, i+p \\
i, i+1, \cdots, i+p-1
\end{array}\right]\left(S^{(p)}\right)^{-1}
$$

for all $1 \leqq p \leqq N-1$, are strictly diagonally dominant matrices and therefore,

$$
B^{+}\binom{i, i+1, \cdots, i+p-1}{k, k+1, \cdots, k+p-1}>0
$$

for all $i, k=1,2, \cdots, N-p ; i-k=1,-1 ; 1 \leqq p \leqq N-1$.
Case II.

$$
B^{+}\left[\begin{array}{l}
i, i+1, \cdots, i+p-1 \\
i, i+1, \cdots, i+p-1
\end{array}\right], \quad 1 \leqq i \leqq N-p+1 ; 1 \leqq p \leqq N
$$

From arguments similar to those given in §3, we have that the matrix

$$
H_{1}=H_{1}\left[\begin{array}{l}
1, \cdots, N \\
1, \cdots, N
\end{array}\right]
$$

is monotone. If $H_{1}^{-1}=\left(\alpha_{i, j}\right)$, then it is easily seen that

$$
\alpha_{1, N}=B^{+}\binom{1,2, \cdots, N-1}{2,3, \cdots, N} / H_{1}\binom{1,2, \cdots, N}{1,2, \cdots, N}
$$

Since $H_{1}$ is nonsingular and

$$
B^{+}\binom{1,2, \cdots, N-1}{2,3, \cdots, N}>0
$$

from Case I, we have, since $\alpha_{1, N} \geqq 0$, that

$$
H_{1}\binom{1,2, \cdots, N}{1,2, \cdots, N}>0
$$

By similar arguments, if $H_{1}(i, p)$, where

$$
H_{1}(i, p) \equiv H_{1}\left[\begin{array}{l}
i, i+1, \cdots, i+p-1 \\
i, i+1, \cdots, i+p-1
\end{array}\right]=\left(h_{k, j}^{(i, p)}\right)
$$

is monotone for all ( $i=1,2, \cdots, N-p+1 ; 1 \leqq p \leqq N$ ), then, defining

$$
\left(H_{1}(i, p)\right)^{-1}=\left(\alpha_{k, j}^{(i, p)}\right)
$$

we have

$$
0 \leqq \alpha_{i, p}^{(i, p)}=B^{+}\binom{i, i+1, \cdots, i+p-1}{i+1, i+2, \cdots, i+p} \quad / H_{1}\binom{i, i+1, \cdots, i+p-1}{i, i+1, \cdots, i+p-1}
$$

Therefore, from Case I and the monotonicity of $H_{1}(i, p)$, we have

$$
\operatorname{det}\left(H_{1}(i, p)\right) \equiv H_{1}\binom{i, i+1, \cdots, i+p-1}{i, i+1, \cdots, i+p-1}>0
$$

for all $1 \leqq i \leqq N-p+1 ; 1 \leqq p \leqq N$. The matrix $H_{1}(i, p)$ can be easily shown to be monotone for all ( $1 \leqq p \leqq N$ ) by applying the methods of $\S 3$. Therefore, collecting the results of Cases I and II, we see that $B^{+}$is an oscillation matrix by Theorem 5.5. Since $H_{1}$ is similar to $B^{+}$, the theorem is established for $H_{1}$ and by identical arguments $V_{1}$ can be shown to be similar to an oscillation matrix. Q.E.D.

We shall now state, without proof, a particular theorem from Householder [15, p. 47].

Theorem 6.2. A ssociated with an $n \times n$ complex matrix $A$ is a convex body $K$, depending only on the eigenvectors of $A$, and a norm, $\|A\|_{K}$, such that

$$
\|A\|_{K}=\rho(A),
$$

if and only if, for every eigenvalue $\beta_{i}$ of $A$ such that $\left|\beta_{i}\right|=\rho(A)$, the number of linearly independent eigenvectors belonging to $\beta_{i}$ equals its multiplicity.

Clearly from theorem (6.1) there exists such a norm for the matrices $H$ and $V$ which is the same for both, since they have the same eigenvectors.

Now, following Varga [29, Chapter 7] and using this norm, it is clear that all the results obtainable from the commutative theory for the Peaceman-Rachford variant of ADI are applicable to the finite difference equations defined by (6.3) and (6.4). The most important of these is

Theorem 6.3. If $\alpha$ and $\beta$ are the bounds for the eigenvalues $\tau_{i}$ and $\mu_{i}$ of the matrices $H$ and $V$ defined in (6.3) and (6.4), i.e.,

$$
0<\alpha \leqq \tau_{i}, \quad \mu_{i} \leqq \beta, \quad 1 \leqq i \leqq n,
$$

and if the acceleration parameters $\left\{r_{k}\right\}_{k=1}^{m}$ are chosen in some optimum fashion (cf. Varga [29, p.226] or Wachspress [26]) then, the average rate of convergence of the iterative method defined by (6.5) is

$$
\begin{equation*}
R=-\ln \rho\left(\prod_{j=1}^{m} T_{r_{j}}\right)>\frac{K}{\ln (\beta / \alpha)} \tag{6.10}
\end{equation*}
$$

The result of (6.10) states that if we can obtain bounds on the eigenvalue spectrums of $H$ and $V$, given by (6.3) and (6.4), then at least for the separable problem we can use variants of ADI to solve, very efficiently, the matrix equations of (6.2). We also have experimental evidence which indicates that the PeacemanRachford variant is very effective for nonseparable problems. This has been reported by Young and Ehrlich [30] and Price and Varga [21] for the standard $O\left(h^{2}\right)$ finite difference equations and very recently proved by Widlund [28] for selfadjoint operators on a rectangular region. ${ }^{10}$

The iterative solution of matrix equations for which the associated matrix is nonsymmetric and is not of the $M$-matrix type has also been considered by Rockoff [23], who in contrast used the successive overrelaxation iterative method and tools different from those resulting from the theory of oscillation matrices. The results of this section are apparently the first such applications of the theory of oscillation matrices to alternating direction implicit iterative methods.
7. ADI for Nonseparable Problems. The Peaceman-Rachford matrix $T_{r}$ for a single fixed parameter is given, from (6.6), by

$$
\begin{equation*}
T_{r}=(V+r I)^{-1}(r I-H)(H+r I)^{-1}(r I-V) \tag{7.1}
\end{equation*}
$$

U'sing (6.7), we have

$$
\boldsymbol{\varepsilon}^{(m)}=\left(T_{r}\right)^{m} \mathbf{\varepsilon}^{(0)}, \quad m \geqq 1
$$

therefore, the iteration procedure, defined by (6.5), for a single fixed parameter converges if and only if $\rho\left(T_{r}\right)<1$. Defining

$$
\begin{aligned}
\tilde{T}_{r} & =(v+r I) T_{r}(V+r I)^{-1} \\
& =(r I-H)(r I+H)^{-1}(r I-V)(r I+V)^{-1}
\end{aligned}
$$

we have

[^7]\[

$$
\begin{aligned}
\rho\left(T_{r}\right) & =\rho\left(\tilde{T}_{r}\right) \leqq\left\|\tilde{T}_{r}\right\|_{2} \\
& \leqq\left\|(r I-H)(r I+H)^{-1}\right\|_{2}\left\|(r I-V)(r I+V)^{-1}\right\|_{2}
\end{aligned}
$$
\]

where $\left\|\|_{2}\right.$ is defined in $\S 2$. Therefore, to prove $T_{r}$ is convergent we need only show

$$
\left\|(r I-H)(r I+H)^{-1}\right\|_{2}<1
$$

and

$$
\begin{equation*}
\left\|(r I-V)(r I+V)^{-1}\right\|_{2}<1 \tag{7.2}
\end{equation*}
$$

In order to establish sufficient conditions on $H$ and $V$ so that (7.2) holds, we shall use a theorem due to Feingold and Spohn [8]. Results of this sort have been reported as well by Wachspress and Habetler [27] and Birkhoff, Varga and Young [3].

Definition 7.1. If $S$ is a Hermitian and positive definite $n \times n$ matrix, then

$$
\|\mathbf{x}\|_{s}=\left(x^{*} S x\right)^{1 / 2}
$$

denotes a vector norm, and the induced matrix norm is defined by

$$
\|A\|_{s}=\sup _{x \neq 0}\left(\|A \mathbf{x}\|_{s} /\|x\|_{s}\right)
$$

We shall now prove
Theorem 7.1 (Feingold and Spohn). Let $A$ and $B$ be $n \times n$ matrices with $A$ nonsingular and $A-B$ Hermitian and positive definite. Then $\left\|A^{-1} B\right\|_{(A-B)}<1$ and $\left\|B A^{-1}\right\|_{(A-B)^{-1}}<1$ if and only if $A^{*}+B$ is positive definite.

Proof. Since

$$
A^{-1} B=I-A^{-1}(A-B),
$$

then from Definition $7.1,\left\|A^{-1} B\right\|_{(A-B)}<1$ is equivalent to

$$
\begin{equation*}
\left\|\left(I-A^{-1}(A-B)\right) \mathbf{x}\right\|_{(A-B)}<\|\mathbf{x}\|_{(A-B)}, \quad \text { for all } \mathbf{x} \neq 0 \tag{7.3}
\end{equation*}
$$

Letting

$$
A^{-1}(A-B) \mathbf{x}=\mathbf{y}
$$

then (7.2) becomes

$$
\left\|(A-B)^{-1} A y-y\right\|_{(A-B)}<\left\|(A-B)^{-1} A y\right\|_{(A-B)} \quad \text { for all } \mathbf{y} \neq 0
$$

Again using Definition 7.1, and remembering that $A-B$ is Hermitian, we have

$$
y^{*}(A-B) y-y^{*} A y+y^{*} A^{*}(A-B)^{-1} A y-y^{*} A^{*} y<y^{*} A^{*}(A-B)^{-1} A y
$$

which is equivalent to

$$
y^{*} A^{*} y+y^{*} A y-y^{*}(A-B) y>0
$$

which is equivalent to

$$
y^{*}\left(A^{*}+B\right) y>0
$$

which completes the first part of this result. The proof of the second part is similar. Q.E.D.

If we let $A=r I+P$ and $B=P-r I$, for any $r>0$ we have that $A-B=2 r I$ is Hermitian and positive definite, so we have immediately

Corollary 7.1. If $P$ is an $n \times n$ matrix, with $(r I+P)$ nonsingular for all $r>0$, then

$$
\left\|(r I+P)^{-1}(P-r I)\right\|_{I}<1
$$

if and only if $P^{*}+P$ is positive definite.
Since, from Definition 7.1 and Definition 2.5,

$$
\|A\|_{I}=\|A\|_{2}
$$

we have that (7.2) holds if and only if $H^{T}+H$ and $V^{T}+V$ are positive definite. Therefore, if we wish to solve the finite difference equations (4.1)

$$
(H+V) \mathbf{x}=A \mathbf{x}=\mathbf{k}
$$

using (6.5), it is sufficient to show that $H+H^{T}$ and $V+V^{T}$ are positive definite.
We shall proceed by showing that the matrix $P$, representing the $O\left(h^{4}\right)$ finite difference approximation to (3.1) for an arbitrary row or column of our mesh region $R$ of Fig. 2 (see $\S 4$ ), is such that $P+P^{T}$ is positive definite. For simplicity, we shall neglect the first derivative terms in (3.1) since they greatly complicate the algebra and add only mesh spacing restrictions to the final result. The $n \times n$ matrix $P$, representing an arbitrary row or column of our region is given by:

$$
\begin{align*}
(P \mathbf{u})_{1} \equiv & \left(12 \frac{(3-\lambda)}{\lambda}+12 h^{2} q_{1}\right) u_{1}-24 \frac{(2-\lambda)}{\lambda+1} u_{2} \\
& +12 \frac{(1-\lambda)}{\lambda+2} u_{3}, \quad 0<\lambda<1, \\
(P \mathbf{u})_{i} \equiv & 12 u_{i-1}+\left(24+12 h^{2} q_{i}\right) u_{i} \\
& -12 u_{i+1}, \quad i=2, n-1,  \tag{7.4}\\
(P \mathbf{u})_{i} \equiv & u_{i-2}-16 u_{i-1}+\left(30+12 h^{2} q_{i}\right) u_{i} \\
& -16 u_{i+1}+u_{i+2}, \quad 3 \leqq i \leqq n-2, \\
(P \mathbf{u})_{n} \equiv & \left(12 \frac{(3-\mu)}{\mu}+12 h^{2} q_{n}\right) u_{n}-24 \frac{(2-\mu)}{\mu+1} u_{n-1} \\
& +12 \frac{(1-\mu)}{\mu+2} u_{n}, \quad 0<\mu<1 .
\end{align*}
$$

If $Q$ is the matrix derived from $P$ in (7.4) by setting the $q_{i}$ 's to zero, we have

$$
\begin{equation*}
x^{T}\left(P+P^{T}\right) x \geqq x^{T}\left(Q+Q^{T}\right) x \tag{7.5}
\end{equation*}
$$

since, by assumption, $q_{i} \geqq 0,1 \leqq i \leqq n$. It is easily verified, using straightforward inequalities such as

$$
\left(x_{i}-x_{i+2}\right)^{2} \leqq 2\left(x_{i}-x_{i+1}\right)^{2}+2\left(x_{i+1}-x_{i+2}\right)^{2},
$$

that

$$
\begin{aligned}
x^{T}\left(Q+Q^{T}\right) x \geqq & \left(12 \frac{(3-\lambda)}{\lambda}\right) x_{1}{ }^{2}-\left(12 \frac{(5 \lambda-1)}{\lambda+1}\right) x_{1} x_{2} \\
& +\left(\frac{14-11 \lambda}{(\lambda+2)}\right) x_{1} x_{3}+9 \frac{1}{2} x_{2}{ }^{2}+x_{3}^{2} \\
& +11 \sum_{i=2}^{n-2}\left(x_{i}-x_{i+1}\right)^{2}+x_{n-2}^{2}+9 \frac{1}{2} x_{n-1}^{2} \\
& +\left(\frac{14-11 \mu}{\mu+2}\right) x_{n} x_{n-2}-\left(\frac{12(5 \mu-1)}{\mu+1}\right) x_{n} x_{n-1} \\
& +\left(\frac{12(3-\mu)}{\mu}\right) x_{n}^{2}=\left(12 \frac{(3-\lambda)}{\lambda}-a_{\lambda}-b_{\lambda}\right) x_{1}^{2} \\
& +\left(a_{\lambda, x_{1}}-\left(\frac{19}{2}\right)^{1 / 2} x_{2}\right)^{2}+\left(b_{\lambda} x_{1}+x_{3}\right)^{2} \\
& +11 \sum_{i=2}^{u-2}\left(x_{i}-x_{i+1}\right)^{2}+\left(b_{\mu} x_{n}+x_{n-2}\right)^{2} \\
& +\left(b_{\mu} x_{n}-\left(\frac{19}{2}\right)^{1 / 2} x_{n-1}\right)^{2} \\
& +\left(12 \frac{(3-\mu)}{\mu}-a_{\mu}-b_{\mu}\right) x_{n}{ }^{2},
\end{aligned}
$$

where

$$
\begin{array}{ll}
a_{\gamma}{ }^{2}=\frac{72}{19}\left(\frac{5 \gamma-1}{\gamma+1}\right)^{2} & \gamma=\lambda, \mu \\
b_{\gamma}{ }^{2}=\left(\frac{14-11 \gamma}{2(\gamma+2)}\right)^{2} & \gamma=\lambda, \mu .
\end{array}
$$

Also by a simple calculation, we have

$$
\left(\frac{12(3-\gamma)}{\gamma}-a_{\gamma}-b_{\gamma}\right)>0 \quad \text { for all } \quad 0<\gamma<1
$$

giving finally

$$
x^{T}\left(P+P^{T}\right) \mathbf{x} \geqq \mathbf{x}^{T}\left(Q+Q^{T}\right) \mathbf{x}>0 \text { for all } \mathbf{x} \neq 0
$$

Collecting these results, we have
Theorem 7.2. The Peaceman-Rachford variant of ADI defined by (6.5) converges for any single, positive, fixed, parameter, $r$, when used to solve the matrix equations (4.1), for all $h$ sufficiently small.

Theorem 7.3 along with Theorem 6.3 gives us as complete a theory for the Peaceman-Rachford variant of ADI for the high order finite difference equations of Section 3 as existed for the $O\left(h^{2}\right)$, standard, central, difference approximations before Widlund [28]. In the absence of a more complete theory for the nonseparable case, we recommend using $2^{m}$ Wachspress parameters, once reasonable bounds for the eigenvalue spectrum have been found. An excellent upper bound $\beta$ is obtained by using the Gershgorin Circle Theorem (see Varga [29, p. 16]), which is equivalent to

$$
\beta \equiv \operatorname{Max}\left\{\|H\|_{\infty},\|V\|_{\infty}\right\}
$$

Also, since $H$ and $V$ are both monotone, the inverse power method of Wielandt, (see Varga [29, p. 288]), may be used to obtain the lower bound $\alpha$. Excellent results are obtained by using these bounds and the Wachspress parameters, as seen from the numerical results of Tables 1 and 2.
8. Numerical Results. We consider here the numerical solution of the following problem:

$$
\begin{align*}
& \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=32 e^{4 x} e^{4 y},  \tag{8.1}\\
& u(x, y)=e^{4 x} e^{4 y}, \quad(x, y) \in R_{i} \\
& u(x) \in C_{i}
\end{align*}
$$

where the $R_{i}$ are the regions of interest with boundaries $C_{i}$. The solution of (8.1) is easily verified to be

$$
u(x, y)=e^{4 x} e^{4 y}, \quad(x, y) \in \bar{R}_{i}
$$

For each example, we again solve both the high accuracy, $O\left(h^{4}\right)$, finite difference equations, presented in §3, and the standard, $O\left(h^{2}\right)$, finite difference equations for a sequence of mesh spacings ( $h$ ) tending to zero.

In all cases the Peaceman-Rachford variant of ADI described above, is used to solve the matrix equations. The upper bound, $b$, of the eigenvalue spectrums of $H$ and $V$, is chosen to be

$$
b \equiv \operatorname{Max}\left\{\|H\|_{\infty},\|V\|_{\infty}\right\}
$$

The lower bound, $a$, is found by doing ten iterations of Wielandt's inverse power method (see Varga [29, p. 288]). We use, cyclically, $2^{m}$ acceleration parameters generated using formulas presented by Wachspress [25]. The number $m$ is chosen, in all cases, to be the smallest integer such that

$$
\left(b_{m}-a_{m}\right) /\left(b_{m}+a_{m}\right) \leqq \delta=1 \times 10^{-5},
$$

where

$$
\begin{gathered}
a_{0}=a, \quad b_{0}=b ; \\
a_{i+1}=\left(a_{i} b_{i}\right)^{1 / 2}, \quad b_{i+1}=\frac{a_{i}+b_{i}}{2}, \quad i \geqq 0
\end{gathered}
$$

This is just a suggestion made by Wachspress [25], where $\delta$ is the desired accuracy. The iterations are stopped when

$$
\begin{equation*}
\operatorname{Max}_{i}\left|\frac{u_{i}^{(k)}-u_{i}^{(k-1)}}{u_{i}^{(k)}}\right|<1 \times 10^{-5}, \quad k \geqq 1 \tag{8.2}
\end{equation*}
$$

where $\mathbf{u}^{(k)}$ is the solution of the iterative procedure after $k$ cycles of $m$ parameters and $\mathbf{u}^{(0)} \equiv 0$.

We then compare the approximate solution of the matrix equations to the exact solution of (8.1) and compute
(1) The maximum component of the relative truncation error,

$$
\|\epsilon\|_{\infty}=\operatorname{Max}_{1 \leqq i \leqq N ; u_{i} \neq 0}\left|\left(u_{i}-v_{i}\right) / u_{i}\right|
$$

where $\mathbf{u}$ is the solution of the continuous problem evaluated at the mesh points and $v$ is the solution of the difference equations; and
(2) The order of the approximation

$$
\alpha \equiv \log \left(\frac{\left\|\mathbf{\varepsilon}\left(h_{2}\right)\right\|_{\infty}}{\left\|\mathbf{\varepsilon}\left(h_{1}\right)\right\|_{\infty}}\right) / \log \left(\frac{h_{2}}{h_{1}}\right) .
$$

Tabulated also are the number of parameters $2^{m}$ which were used, and the number of cycles ( $k$ ) needed to satisfy (8.2).

Example 1. Unit Square.


Table 1
Standard

| $h$ | Standard |  |  |  | High Accuracy |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\\|\boldsymbol{E}\\|_{\infty}$ | $\alpha$ | $2^{m}$ | $k$ | $\\|\boldsymbol{\varepsilon}\\|_{\infty}$ | $\alpha$ | $2^{\text {m }}$ | $k$ |
| 125 | . 175 | - | 8 | 3 | $.355 \times 10^{-1}$ | - | 8 | 3 |
| . 0625 | . $454 \times 10^{-1}$ | 1.95 | 16 | 2 | $.266 \times 10^{-2}$ | 3.74 | 16 | 2 |
| . 03125 | $.114 \times 10^{-1}$ | 1.99 | 16 | 3 | $.184 \times 10^{-3}$ | 3.86 | 16 | 3 |
| . 015625 | $.288 \times 10^{-2}$ | 2.0 | 16 | 3 | $.115 \times 10^{-4}$ | 3.99 | 16 | 3 |

Clearly the theoretical estimates of $\S 3$ are confirmed, as well as the earlier results of $\S 6$. We see from Table 1, that for a mesh size $h=.03125$, which is 1024 mesh points, a 100 to 1 improvement in the relative error is obtained with the high accuracy method. Also we see for this example, that the high accuracy difference equations require only $1 / 15$ th as much computer time as the standard difference equations to obtain a given accuracy.

Example 2. An L Shaped Region.


Table 2
Standard

| $h$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\\|\boldsymbol{\varepsilon}\\|_{\infty}$ | $\alpha$ | $2^{m}$ | $k$ | $\\|\varepsilon\\|_{\infty}$ | $\alpha$ | $2^{m}$ | $k$ |
| . 125 | . $477 \times 10^{-1}$ | - | 8 | 3 | . $148 \times 10^{-1}$ | -- | 8 | 3 |
| . 0625 | . $126 \times 10^{-1}$ | 1.92 | 8 | 3 | $105 \times 10^{-2}$ | 3.82 | 8 | 3 |
| . 03125 | $.323 \times 10^{-2}$ | 1.96 | 16 | 3 | . $690 \times 10^{-4}$ | 3.92 | 16 | 3 |
| . 015625 | $.812 \times 10^{-3}$ | 1.99 | 16 | 3 | $.436 \times 10^{-5}$ | 3.98 | 16 | 3 |

Clearly, the theoretical results of Section 3 are borne out by the numerical experiments. Moreover, the Peaceman-Rachford variant of ADI for these high order difference approximations appears as efficient for nonseparable problems as it is for separable problems. This observation was reported by Young and Ehrlich [30] and Price and Varga [21] for the standard, $O\left(h^{2}\right)$, finite difference equations before the result was proved by Widlund [28]. The proof for these high order equations is still an open question.

We have seen then how effective high accuracy difference equations can be. Even though none of the examples considered here could be called practical problems, these results are certainly impressive. Because the high accuracy methods, in many cases, allow one to use fewer mesh points to obtain a given accuracy, computer time and storage can be saved.

Both the theoretical results in the body of this paper and the numerical results presented here indicate that, when solving practical problems, high accuracy finite difference equations should be considered.
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    ${ }^{1}$ This paper contains work from the doctoral dissertation of the author under the helpful guidance of Professor Richard S. Varga, Case Institute of Technology.
    ${ }^{2}$ See text for definitions.

[^1]:    ${ }^{3}$ The rectangular matrix inequality $A \geqq 0$ is taken to mean all elements of $A$ are nonnegative.

[^2]:    ${ }^{4}$ See Fig. 2 for a display of the locations of the matrix couplings.

[^3]:    ${ }^{5}$ Fig. 3 may help to better illustrate these long formulae for the matrix $M$.

[^4]:    ${ }^{6}$ See Fig. 4 for an illustration of the location of the couplings of the matrix $R_{0}$.

[^5]:    ${ }^{7}$ Remark. It should be noted here that all the results of this section are equally valid for a region $R$ which is the sum of squares, and therefore, Theorem 3.2 is valid for this type of region.
    ${ }^{8}$ We point out here that if the smallest boundary angle is $\alpha>0$, then using a $\Delta x \neq \Delta y$ would allow us to cover such angles. The assumption, $\Delta x \neq \Delta y$, does not change the results of the previous section, so we actually can consider most cases of interest by a suitable choice of $\Delta x / \Delta y=K$, and $h$ sufficiently small, where $h=\operatorname{Max}\{\Delta x, \Delta y\}$.

[^6]:    ${ }^{9}$ Excluding regions where points of $C_{h}{ }^{*}$ would have more than two nearest neighbors in the complement of $R$.

[^7]:    ${ }^{10}$ We have not been able to extend Widlund's results to cover the difference approximations presented in $\S 3$ and to date we have only experimental evidence and the results for a single acceleration parameter given in $\S 7$, for the nonseparable problem.

