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Abstract 

For any interpolation pair (Ao, A1), Peetre's K-functional is defined by: 

K(t, a; Ao, A1) = a=infal (lla0lla0 + t Ilallla~). 

It is known that for several important interpolation pairs (A0, A1), all the interpola- 

tion spaces A of the pair can be characterised by the property of K-monotonicity, that 

is, if a~A and K(t, b; A o, AO<=K(t, a; Ao, A~) for all positive t then b6A also. 

We give a necessary condition for an interpolation pair to have its interpola- 

tion spaces characterized by K-monotonicity. We describe a weaker form of K-mono- 

tonicity which holds for all the interpolation spaces of any interpolation pair and 

show that in a certain sense it is the strongest form of monotonicity which holds 

in such generality, On the other hand there exist pairs whose interpolation spaces 

exhibit properties lying somewhere between K-monotonicity and weak K-mono- 

tonicity. Finally we give an alternative proof  of a result of Gunnar Sparr, that all the 

interpolation spaces for (Lo p, L~) are K-monotone. 

O. Introduction 

In the  study of interpolation spaces the point of departure is usually a pair of 

Banach spaces Ao and A1 which are both continuously embedded in some Hausdorff 

topological vector space d .  We refer to the couple (Ao, A1) as an interpolation pair. 

For such a pair the vector spaces A0nA1 and Aoq-A 1 are well defined and, 

when normed by 

IlallA0nax---- max (lla[lAo, IlaJlA1) 
and 

Ilallao+al = inf (lla0llao+llalllal), 
a=ao+a 1 
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become Banach spaces continuously embedded in d .  A0+At can be equivalently 

renormed by Peetre's "K-functional" 

K(t, a; Ao, Aa) -- inf (llaollao+tllaallal) 

for any positive number t. The abbreviated notation K(t, a) is also used where there 

is no risk of ambiguity. For  each fixed a ~ Ao + A1, K(t, a) is a continuous non decreas- 

ing concave function of t (see [2] p. 167). 

A vector space A is called intermediate if AonA1cACAo+A1, the inclusions 

being continuous embeddings if A is topologized. An intermediate space A is an 

interpolation space if all linear operators on Ao+A1 which map Ao continuously 

into itself and A~ continuously into itself also map A into itself (continuously if A 

is topologized). 

Several mathematicians have studied the problem of characterizing all interpola- 

tion spaces for a given pair (A 0' Aa). In [5] Calder6n gave a solution for the pair 

(L 1, L=). Subsequently Lorentz and Shimogaki [11] treated the pair (L p, L =) with 

l < p < ~ ,  and Sedaev and Semenov [15], [16], dealt with a pair of L p spaces with 

different weights, and also with a pair of Hilbert spaces. Sparr [17, 18] generalised 

the weighted L p case permitting two different values of p. Certain pairs of spaces 

of compact operators have been considered by Gapaillard [7]. In each of the above 

cases it was found that the interpolation spaces for the pair could be characterized 

as those spaces possessing a property which we shall call K-monotonieity. 

Definition 1. The space A is K-monotone with respect to the pair (A 0, A1) if 

whenever aEA, bEAo+A~ and K(t, b; Ao, A1)<-K(t, a; Ao, AO for all positive t, 

it fotlows that b~A. 

In view of the above series of results we also introduce the following terminology. 

Definition 2. The interpolation pair (A 0, Aa) will be called a Calder6n pair if 

every intermediate space is an interpolation space if and only if it is K-monotone. 

In this paper we first study interpolation pairs which are not Calder6n. In sec- 

tion 2 we describe a necessary condition for a pair to be Calder6n and also show that 

it is not sufficient. In section 3 we show that for an arbitrary interpolation pair 

(Ao, A~), every interpolation space A satisfies a weak form of K-monotonicity: if 

aEA and bEAo+A~, then b is also in A if the inequality K(t, b)~=w(t)K(t, a) holds 

for all positive t, where w(t) is a positive measurable function satisfying 

fU min(e, w(t))dtq<~ for some positive constant e. This result seems very close 

to the best possible. It will be seen that the hypothesis on w(t) cannot be 

weakened to f ~ m i n ( ~ ,  w(t)P)dt/t<~ for some p > l .  At the same time we note 

that for some non-Calder6n pairs the hypothesis on w(t) can be weakened. We 
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study a case where it suffices that limt~ 0 w(t)=0.  Finally in section4 we give an 

alternative and independently conceived proof of Gunnar Sparr's result that a pair 

of weighted L p spaces is Calderrn. We take this opportunity tO thank Professor 

Jaak Peetre for having informed us that this result was already known, and also 

Dr. Sparr himself for having provided some details of his forthcoming paper [18] 

which will elaborate the work announced in [17]. Thanks are also due to Dr. Yoram 

Sagher for a stimulating discussion concerning this class of problems, and to the 

referee for some suggestions for improving the presentation of this paper. We remark 

in passing that the description of all interpolation spaces for the pair (L p, L q) is of 

interest in connection with norm convergence of Fourier series in rearrangement 

invariant Banach spaces. (See [6].) 

1. Preliminaries 

(a) For any pair of Banach spaces A and B, 5~ (A, B) will denote the class of all 

bounded linear operators mapping A into B, and 5ez (A, B) will denote the subclass 

of ~e(A, B) of operators with norm not exceeding ,~. Let LP(A)=~(A,  A) and 

~ (A)=~(A, A). 
(b) Let R denote the real line and R+ the positive real line, each equipped 

with Lebesgue measure. Let T denote the circle group with Haar measure. 

(c) The spaces L p are defined in the usual way, and where it is necessary t o  

indicate the underlying measure space (X, 27, #) we shall use any one of the follow- 

ing notations: L p (X), L p (/0, LP (d/0. For a positive weight function w (x), the weighted 

L p space L~ consists of all functions f (x )  such that f ( x )w(x )EL p with HfLIL~v = 

=llfwllL~. 
(d) Given an interpolation pair (A0, A1) there are two important special methods 

of constructing interpolation spaces. 

(i) The real method (see for example [2] Chapter 3): For 0 < 0 < 1  and 1 ~ q <  co, 

the space (A0, AOo,~ is defined to consist of all elements aCAo+A 1 such that 

IIall~o, al)o,, = ( f  o [t-~ t, a; Ao, A1)]qdt/t) 1/q < ~ .  

(Ao, A~)o,~ is defined similarly by the norm supt>0 t -~ a). 

(ii) The complex method (see for example [4]): Let J (Ao ,  Aa) be the space of 

Ao§ functions f (z)  continuous in the strip 0 ~ R e  z ~  1 and analytic in its 

interior such that 

] l f [ I j = m a x {  sup IIf(iy)[lao, sup I I f ( l+iy)Hax}<~.  

Then the complex interpolation space [Ao, A~]o is defined by [Ao, A~]o = {f(O)t fE J }, 

and as norm we usually take llallo=inf {11 f(z)ll~ If(O)=a}. 
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(e) The notation ~( t , f )~7~( t , f )  shall mean that there exists a positive con- 

stant C independent of t and f such that C -  ~ �9 (t, f )  =< ~ (t, f )  <= C~ (t, f ) .  

(f) It is a simple matter to show that if SELP~(A0)n ~r and aEAo+A1, 

then K(t, Sa; Ao, A0=<max (c~, fl)K(t, a; Ao, AO: Thus any K-monotone space is 

necessarily an interpolation space with respect to (A0, A0. The non trivial part of 

the proof  that a given pair (Ao, AO is Calder6n is to show that if f ,  g are in Ao+A~ 

with K(t, g)<=K(t, f )  for all positive t, then there exists an operator SE 5r (,4o) n 5r (,40 

with Sf=g and so every interpolation space is K-monotone. 

(g) For any measurable function f on (X, ~, I~) we let f*( t )  denote the non- 

increasing rearrangement o f  [fl  on R+, Then 

K(t , f ;  L ~, L ~) = f~f*(s)ds  (Peetre [12]) 

and 

K(t, f;  L p, L ~) ~ (f~f*(s)Pds) lip (Krde [10]). 

For  0 < p < q <  ~o, Holmstedt [8] has shown that: 

K(t,f; LP, L~)~ { f~f*(s) 'ds) l i '+t{ fzf*(s)~ds) ~iq 

where 1/~= l / p -  1/q. 

2. Interpolation pairs which are not Calder6n 

Define Ao+ ~ .  Alto bethe space of all elements aEAo§ for which IIaH.4o+~,A1 = 

=l imt_=K(t ,  a; Ao, A0 is finite. 

Let A ~ + ~ - A  o be defined analogously, so that 

tlalIal+~.Ao = lim K(t, a; A1, Ao) = lim--I K(t, a; Ao, Ai). 
t ~  t ~ 0  t 

It is not very difficult to see that A o + ~ .  AI is a Banach space which contains 

A0, and that for each aEA 0 ][allAo+~.Al<=lia[lA0 . In fact A 0 + ~ - A a  can be thought 

of as a sort of closure of Ao with respect to A~, as the following lemma shows. 

Lemma 1. An element a of Ao + A~ is in Ao +oo. A1 if  and only if  there exists a 

sequence (a,)~= 1 in Ao with sup.lla.llAo<~ and l i m , ~ l l a - a ~ [ l a l = 0 .  For each such 

a, [lalr~o+~.A=inf {sup, lla, l[ao} where the infimum is taken over all sequences (a,) 

in Ao for which lim,~= Ila-a.l la =0.  

Proof We leave the details to the reader. 

Lemma 2. For all aE Ao+ A~ and all positive t, K(t, a; Ao+ ~o. A~, At+ oo. Ao)= 

=K(t, a; Ao, AO. 
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Proof. Fix a and t, and let b~Ao+oo.A1 and cEAl+o~.Ao be such that  

a = b + c  and 

[Ibl[Ao+~o..41 + t [[el[a1+ ~.ao <= K(t, a; A0 + ~o, A1 , A1 -~ co .  A0) + e 

for some arbitrarily small positive number e. Let (b,)2"= 1 and (e,)2"= 1 be sequences 

which approximate b and e in A1 and A 0 norms respectively such that 

sup [[b.[[ao <= [IbI[ao+=.al+e and sup [[e, llal <= Ilcllal+=.ao +e.  
n n 

Then 

K(t, a; Ao, A1) <= Ilbn+ c-e,l[ao + t l[c, + b-b,[la~ <: 

<= ]]bllAo+~.a~ + t]]el]at+=.ao § -t- t)e + O(n). 

It follows that K ( t, a; Ao, A~) N K ( t, a; Ao+ ~ .  A1, AI + ~ .  Ao). The reverse inequality 

is an immediate consequence of the inequalities I[al]A0+=..q<=l]a[[Ao, [[a[[AI+=.A0<= 

~HaIJ A. 

Lemma 3. I f  (Ao, A1) is a Calder6n pair, then Ao = Ao + ~ .  A1 and A1 = A1 + ~ .  Ao. 

Proof. Let a E A o + ~ . A ~  and let (a,)n= 1 be a bounded sequence in Ao with 

l im ,~ l la -a , [ [A=O.  For all positive t K(t,a)<:l]a]l&+~.A~, and also for any 

fixed n 

K(t, a) <: K(t, a-- a,) + K(t, a,) 

<= t[la-a,[[a~ + K(t, a,). 

So K(t, a)<:K(t, a,)+ rain (t [[a-a,[IA~, Ila[[Ao+=.A~ ). K(t, a) is a positive non decreas- 

ing concave function a n d  so for a sufficiently large positive number 2, K(t, a)<= 

<=2K(t, a,). But, by hypothesis, A 0 as an interpolation space must be K-monotone 

and 2a, EAo. Thus aEAo and A o = A o + ~ . A  t. Similarly AI=AI  + ~ . A o .  

Remark. It can be seen that if Ao~Ao+ ~ . A 1  then interpolation spaces other 

than the "end point" spaces A0 and A1 may also fail to be K-monotone. 

Examples. Let C(R) be the space of continuous bounded functions on R with 

supremum norm, and let W a' I(R) be the Sobolev space of LI(R) functions f whose 

first derivatives f '  (in the distribution sense) are also in L 1 (R). (The norm is [Ifllw~, ~= 

=l[fllL~+llf'llL~.) Then C ( R ) + ~ . L a = L  ~ and, for example, C(R) and C(R)c~U 

are not K-monotone. (L 1, W ~, 1) also fails to be a Calderdn pair. I n  fact W 1' 1+ ooL~= 

= B V ~ L  1, the space of integrable functions of bounded variation on R with norm 

]lfllBvnL~ =var  ( f )  + I/fl[L~- 

The last example will show that Lemma 3 does not have a converse. Let T 

denote the circle group with Haar  measure and WI, P(T) the Sobolev space of func- 

tions f i n  LP(T) whose (distributional) first derivatives f '  are also in L p (T). As norm 
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take Ilfl[wl, P=l[fllL~+llf'llL~. For l ~ p < o o  we have an estimate of Peetre, 

where 
K(t, f ;  LP(T),.W~,P(T)) ~ 7t(t, f )  

7 j(t, f )  = sup Ilf(x +h)-f(x)l}Lp + t llfl]z~ 
0~lhl~_t 

for t <  1 

: l [ f l tLo  for t ~ l .  

See [12], [13], also [2] p. 258. Though these proofs are given for (LP(R"), WI'P(R")) 

rather than for spaces taken on the circle or n-torus, the result for T or T" can be 

readily deduced. (For example construct an operator SEAa(LP(T"), LP(R"))c~ 

c~ 5e(W L P(T"), W 1' P(R")) where S f  is the periodic extension o f f  multiplied by a 

suitable C = function of compact support, so that Sf{x. : f  and [Sfl[ L~R~) ~ [ I f I [ L P ( T - ) ,  

II STI[wl, P~R.~IIfIIwl, P<T.) and 7J (t, S f ) ~  gt (t , f) .)  
Let H~ (T) be the space of tempered distributions f on T whose Fourier coeffi- 

cients f(n) are given b y f ( n ) = ( 1  + nlZ)-=/2~(n), where q) is a function in LP(T). Let 

Ilf[l~ig = I[ q~llL-. There are analogous definitions for H~ p on T n and R". For our purposes 

it suffices to consider the parameter  ~ in the range (0, 1) and in this case 

HP=[L p, WI'P],, as was shown by Calder6n ([3], [4]). However H~ p is not K-monot- 

one, at least if 2 < p < ~ o  and 1 / p < ~ < l .  This may be seen with the help of some 

special functions used by Taibleson [19] to show non-inclusions between H p and 

certain generalised Lipschitz or Besov spaces (L p, Wt")~.q. 

The function k-k~,~/z which has the Fourier series ~ o  2_n~n_l/2 cos 2"x does 

not belong to H~ ([19] p. 473 paragraph (d)). Using the estimate on p. 472 of [19] we 

see that Ik(x+h)-k(x)]lL,ff)<-M~ ]hl ~ log-a/~(1/lhl) for some constant M~. However 

the function f=f ,+a/ , ,  i/p+~ with Fourier series ~ n -~-a/p" log -~/p-" n cos nx is in 

H~ for each e > 0  and furthermore [If(x+h)--f(x)l[Lp(x)>=M~ h ~log-1/p-"(1/[ht) 

for some constant M2 ([19] pp. 473"--474, paragraph (h)). We choose e = l / 2 - 1 / p  

and clearly K(t, k)<-K(t, 2f)  for all t and some constant 2. 

(It is easy to deduce that H~(R") and H ;  (T") are also not K-monotone for the 

above ranges of  values o f p  and c~ using Lemmas 23, 24 and 25 of [19]. Incidentally, 

by using interpolation methods with an operator of the form S as above, one can 

give an immediate proof  of  Lemma 25.) 

Obviously LP+ ~ .  WI '~=L p, and f rom the weak compactness of  the unit ball 

o f  L p for 1 < p  <- ~ we may readily deduce that W ~'" + ~ .  L p -  W x' P. Let us summarize 

the results of  this section. 

Theorem. Every Calder6n pair (Ao, A1) has the "mutual closure" property 

A o : A o +  ~" A1, AI=A~ + ~ . A o ,  but this property is not a sufficient condition for an 

interpolation pair to be Calder6n. 
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3. Weak K-monotonicity 

Having observed that there are at least two different "mechanisms" which 

may prevent an interpolation space from being K-monotone, we now turn to the 

study of a monotonicity property weaker than K-monotonicity which holds in all 

interpolation spaces. 

Lemma 1. Let w(t) be a positive measurable function such that f o  w(t)dt/t<oo, 
and let (Ao, AO be an interpolation pair. Let f, gE Ao + A1 such that K(t, g) =w(t)K(t,f) 
for all positive t. Then there exists an operator SEZ~~ such that Sf=g. 
2 may be taken to be any number greater than min~> 1 (2~/log ~) f o  w(t)dt/t. 

Remark. In connection with this lemma we should draw attention to the work 

of  J6ran Bergh [1]. It has been pointed out to us that Bergh's Theorem 2.1, when 

combined with the so-called "fundamental lemma" (see for example [2] page 172, 

Lemma 3.2.10) which relates Peetre's K and J functionals, can readily give a proof  of  a 

discretized version of  Lemma 1, in which K(2", g)<-w,K(2",f) for n =0 ,  +__ 1, ___2 . . . .  

and ~ w , < o o  imply the existence of  SC~P(Ao)nLP(A1) with Sf=g. In fact, 

by arguments similar to those in the proof  of Theorem 1 below, the discrete and 

continuous versions of Lemma 1 imply each other to within a constant; the passage 

from either version to the other worsens the estimates for the norms of S. The 

proof  which follows will implicitly contain proofs of both the "fundamental lemma" 

and Bergh's result, together with a "rescaling" which gives better norm estimates 

for S. 

Proof Let r > l  be such that min~> 1 2~/log~=2r/log r. Choose a number e>0 .  

For each n = 0 ,  T1,  +_2 . . . .  , let g=a.+b., where a.EAo, b.EA1, and Ila.[la0+ 
+r"[]b.][a <_-(l§ g). We shall need two estimates: 

(1) Ila,--an-lllAo~ (1+~) ( l + r )  ([.~ w(t)dt/t)K(r",f). 
log r tJ r -1 

2Y -"+1 n 
(2) ][a.-a.-~llax -<- (1 + e) ~ (f;o  w(t) tit~t) K(r",f). 

For (1), 

[ la . -  a.-lllAo ~ [la.[lao q-[la.-l[la0 <= (1 +e)(g(r", g)+g(r "-~, g)) 

<= (1 + e) (1 q- r) K(r" = 1, g), 
since K(t, g)/t is non-increasing, 

yr, ~ <= (1 q- e) (1 + r) ,-1K(t, g) dt/t 

j'r~."_l dt/t 
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since K(t, g) is non-decreasing, 

<= (1 
g . 

For  (2), 

Ita.--a.-~llai = IIb.-1-b.lla~ =< (1 +8)(r-"+iK(r "-i, g) +r-"_K(r", g)) 

<= (1 +8)(2r-"+iK(r "-i.. g)) 

2r -n+l . 

<= (1 + ~)1-%-~ (f;:_l w(OdtltJK(r",f). 

For  each n Ilhll =K(r n, h) is a norm on Ao+A i and thus there exists a continuous 

linear functional 1~ on Ao+AI such that l , ( f )=K(r" , f )  and [l,(h)l<=K(r ", h) for all 

hEAo+AI. The operator S will be given by 

1.(h) 
Sh = ~ = _ ~  K(r.,f) (a.-a,_a) for all hEAo+AI. 

I f  hEA 0, Sh is given by an absolutely convergent Ao-valued series, since 

oo II~(h)l ~ ( l + r )  f=w(t)dt/tHhllao f rom (1). 
. . . .  K-(-~)  Ila.-a._xG. <= ( 1 + 8 ,  logr  ./0 

Similarly if  h EAx 

~"~=-~ K(r",f) Ila.--a.-llla~ ~ (1 + 8) w(t) dt/t by (2) 

and so ShEAi, and indeed SELZ~I(Ao)n.L~'I(A1) for every 2 greater than 

(l+8)2r/logrfow(t)dt/t .  Since fEAo+A1, Sf----~a~_~(an-a._i) is a series con- 

verging absolutely in Ao+A1 norm. 

As in the p roof  of  (1), 

s f  Z ~  a = " = (n--ah-1)+.~l (bn_l-bn] 

= ao - lim a,_ 1 + b o -  lim b,.  

K(r~ ' g) <_ 1 
log r 

u (f;. w(t)dtlt)K(r"+~,f). 

Thus as n-* - ~  K(r", g ) ~  0 and as n ~ + ~ K(r", g)/r" ~ O. From 

we have 
ila, llao +r"Hb, Ha~ <- (1 +e)K(r",  g) 

lim /[a.l[ao+al -<- lim [la.[[ao = 0, l im [[b.llao+al ~ I i m  I[b.[la~ = 0. 

So Sf=ao+bo=g. 
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Theorem 1. Let w(t) be a positive measurable function such that for some positive 

number ~, f o m i n  (5, w(t))dt/t<oo. Let .4 be an interpolation space for (.40, .41). 

Then if fEA and gEAo+A1 such that K( t ,g )~w( t )K( t , f )  for all t > 0  it follows 
that gEA. 

Proof We change to a notation in which `4o and `41 appear more symmetrically. 

Let K. (x, a)=e-~/2K(e~, a) and w. (x)=w(e~), so that K. (x, g)<=w. (x)K, (x , f )  for 

all xE(--~o, oo) and f ~  rain(e, w,(x))dx<oo. For any aEAo+.41 and any real x 

and y we see that K.(x+y,a)<=elYl/2K.(x,a). Let H(x)=K. (x ,g ) /K . (x , f ) .  We 

deduce immediately that H(x+y)~e-tr!H(x) for all real x and y. Further, since 

H(x)<=w. (x), the set {x IH(x)>rt} must have finite Lebesgue measure for any posi- 

tive q. It follows that l imi~l~=H(x)=0, and that f~_=H(x)dx<oo, Let wl( t )=  

=H( log  t). f o  wl(t)dt/t<oo and K(t, g)~wl( t )K(t , f ) .  Using Lemma 1 we con- 

clude that gEA. 

Remarks. In some particular cases the condition K(t, g)<-w(t)K(t,f) for fEA  

forces g to be in a class much smaller than `4. For example iffE(Ao, `41)0 ,  ~ g must 

be in (A0, AOo,~, and i f fEA 0 or A 1 then g must be zero. This seems to suggest that 

the above theorem is rather crude and that for example, it should be possible to 

weaken the conditions imposed on w(t) and still have gEA, Bearing in mind that 

for some interpolation pairs we only need w(t) to be bounded, we ask if it is possible 

to weaken the requirement fgo rain(e, w(t))dt/t<~o to something corresponding 

to a slower convergence of w(t) to zero as t ~ 0  and t ~ o ,  for example 

rain(e, w(t)P)dt/t<oo for some p > l .  W e  shall construct an example which 

shows that such a,sharpening of the theorem is in fact impossible. On the other 

hand there are specific cases of non-Calder6n pairs where a weaker condition on w (t) 

certainly does suffice. As a second example we shall consider the pair (LI(T), C(T)) 

for which it suffices that l i r r~0w(t )=0.  

Example 1. Let {B.}~= 1 be a sequence of Banach spaces. For 1 <_-p~ oo define 

the space lP{B.} to consist of all vector valued sequences {a.}~=~ satisfying a.EB. 

for each n, and [l{a.}]fl.(8.i=(~~ [la.ll~.)l/P<~o. The usual modification is made 

for p = ~ .  

Lemma 2. Let (B., C.) n= 1, 2, ... be a sequence of interpolation pairs. Then 

(I!{B.}, l 1 {C.}) is an interpolation pair and 

(i) K(t, {a.}; I~ {B.}, 11{C.}) ~ K(t, an; B., C.) 

(ii) P{(B,,C,)o,q}c(ll{B,}, P{C,})o,q for 0 < 0 < 1 and 1 <= q <- oo. 

The inclusion is an equality for q=-1. 

(iii) [P{B,}, 11{C~}]o = lt{[B., C,]0} for 0 < 0 < 1. 
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Proof. It is easy to see that  l I {Bn} and l I {Cn} a r e  each Banach spaces contin- 

uously embedded in l 1 {B.+ C.}. The proofs of  (i) and (ii) are left to the reader. 

For (iii) it is convenient to use a different construction for the complex interpolation 

space [A0, A1]o. Let J l ,  l(Ao, A!) be the space of A0+Al-valued analytic functions 

f(z) defined in the strip 0 < R e z < l  such that as x-+j ( j = 0 ,  1)f(x+iy) Converges 

in the weak topology of tempered Ao+Al-Valued distributions on R to a strongly 

measurable Afva lued  function f ( j+ iy )  for which f ~  Ilf(j+iy)J[Ajdy<oo. Then 

[Ao, A~]o consists of  all elements a E Ao + AI such that a =f(0)  for somef(z) E j~, ~(Ao, A~) 
and may be normed by 

Ilallta0,a~lo -= inf f=_= {[If(iy)][Ao+ II/(1 +iylla~}dy. 
a=f(O) 

Using ideas implicit in section 9.4 of [4] which are further explained in [14] (Lemma 

1.1) it can be seen that this construction gives the same space :to within equivalence 

of  norm as that obtained from the original definition. 

Let {a.}EII{[B., C.]o}. There exist analytic functions f . ( z )EJ l . l (B . ,  C.) such 

that f ,  (0) = a. and 

Ifa.[lEB..c.Jo >- (1 - {lff. (iY)tlB. + JIf. (1 + iy)]lc.)} dy. 

Let {f..,.(z)} and {a.,.,} be truncated sequences, that is f . , . ,(z)=f.(z), a.,m=a, for 

n<=m a n d f . , . ( z ) = 0 ,  a . , ~ = 0  for n>m, Noting that P{B.}+ll{C.} = ll{B.+C.} 
has dual space I={B'nC~}, we see that for each m, {f,,.,(z)}EJl.l(ll{B.},/1{C.}) 
and so {a., ~} E I11 {B.}, l ~ {C.}]0 with norm 

II {an, m} Iltll{Bn}, ll{Cn}]o ~ ~7=1 {lli. (iy)l[~. + Jlf. (1 + iy)Ilc.} dy. 

By similar estimates {a.,,.} is a Cauchy sequence with respect to rn in [I 1 {Bn} , 11 {C.}]o. 
Thusi ts  limit {a.} in ll{B,,}+P{C,,} must also be in Ill{B,,}, P{C,,}]o. This shows 

that l a {[B., C,,]o}C [ll{B.}, 11 {C.}]0. We leave the proof  of  the reverse inclusion 

to the reader. 

We can now construct the required interpolation pair with the help of Lemma 2. 

Let {r.}~= 1 be a sequence including all the rational numbers in (1, ~.). Let us take 

B . = U - ( R + )  and C.- - - -L~(R+)for  n = l , 2  . . . .  and letAo=ll{L' . (R+)},  AI= 
-----P {L ~ (R+)~. Then [Ao, A1]o=l 1 {[U", L=]0}=P {U ./(1-~ ([4], 13.5, 13.6). We next 

observe that 

(3) (Ao, AOo.q ~: [Ao, Ado for all q > 1 / (1-0) .  

The space (P{L~-}, la{L~})o,q includes sequences {a.} such that a . = 0  for all n r  
and amE(U', L~~ --0), q)~zU "r176 if m is such that q>rm/(1-0). (See 

~2], p. 187 and [9] p. 225.) 
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Now let us suppose that there exists a number p > 1 such that the conclusion of  

Theorem l holds when w(t) satisfies the weakened integrability condition 

f o  mill (e, w(t)P)dt/t<~o. We shall see that this contradicts (3). Let us choose 0 

sufficiently small so that p > l / ( 1 - 0 ) .  We also introduce a second positive number 

chosen to ensure that 

(4) (i) p > l/(1-- 0) (1-- a) > l/(1-- 0) 

(ii) r = p  (1-- 0) (1-- a)/~ is a rational number greater than 1. 

Let g-{g ,}E(Ao,  A1)o, po-~). Then w(t )=( t -~  Ao, Ax)) ~-~ satisfies 

f o  w (t) p at/t< co and X(t, g ) -  w(t) t m-~) (K(t, g))~. 
Our next step will be to show that t~ g))~<--K(t,f) for  somef~[Ao, A1]o. 

On the assumption that the sharpened version of Theorem 1 is true, K(t, g)~ 
<=w(t)K(t,f) then implies that gE[Ao, Ado. But g is an arbitrary element of  

(Ao, A1)o,p(x-~) and so (3) will be contradicted. 

As a non-decreasing concave function of t, K(t, g) must be absolutely contin- 

uous on every compact subinterval of (0, ~o). Thus it is differentiable almost every- 

where and the derivative K'(t, g) must coincide almost everywhere with a non- 

increasing non-negative function: We introduce the function h(t), 

h (t) = [0 (1 - e) t ~ (K(p/,, g)),, + ctto(t-~.) +11~-1 (K" (t l/r, g))~'-111/'. 

From (4)and  the fact that K(t, g)/t is non-increasing we see that h (t) is a non- 

increasing function such that h(t)r=(d/dt)[t~ 1~, g))'q almost everywhere. 

But t~ l/r, g))~ is also absolutely continuous on every compact subinterval 

of (0, oo) and tends to zero as t tends to zero. It follows that 

and so 

t~ g))" = (fo" h(s)" ds} '/" <= K(t,h; L'(R+), L'(R+)) 

(as in [I0] p. 159). Since r is rational r=r,~ for some m and if f= {f.} is a sequence in 

Ao+A 1 which is zero for all n # m  and has f , ,=h ,  then K(t , f ;  Ao, AO=K(t ,  h; L', L~). 
It  remair~s only to show thatfC[A0, A~]o which amounts to showing that h~U t(~-~ 
But 

h(t)" <= l f ;  h(s) ~ ds = t~ 1It, g))~', 

and so 

f o h(t) r/O-~ dt <= f o [t-~ P/r, g)]pO-~) dt/t 

= (/][gJ[(Ao, al)o,m_~))m -~) < co. 

Example 2. Let C(T) be the space of continuous functions on T with the 

supremum norm. In the light of section 2 we can immediately see that (D(T) ,  C(T)) 
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is not a Calder6n pair and that 

K(t , f ;  L1, C) = K(t , f ;  L1, L ~) = f t  f* ( s )ds  for 0 < t <= 2u, 

= K(2rc, f )  [If]ILl for t => 2n. 

Theorem 2. Let f and g belong to L~(T)+C(T) such that K(t, g)<=w(t)K(t,f) 

for all t, 0<t<=2rc, where 0<=w(t)<-i and limtoow(t)=O. Then for any s > 0  there 

exists an operator SE~eI+,(L1)c~ Se~+~(C)such that Sf=g. 

Proof. Let ~o be a C ~ function on [-re, zc] with ~p(rc)=cp(-rc)=0 and 

f~,~ q~ (x)dx= 1. For each positive integer n let 

~o.(x) = nqo(nx) for Ix[ <= zc/n 

= 0  for rc/n~]x]<=zc. 

We shall first prove the theorem under the extra assumption that g is bounded. 

From Calder6n's study of (L 1, L =) in [5] there exists an operator U in 5e 1 (L 1) n s a (L 0~) 

with Uf=-g. Let (m.)~~ be an increasing subsequence of the positive integers, and 

(a.).~ I a sequence of positive numbers tending to zero. Let E.-----{x I If(x)l>f*(a.)} 
P P-<7 

and let a . =  ]E.1. Then a.=a..  

The required operator S will have the form: 

Sh = Sah + S~ h 

= Uh.(pral+~=l(g~(pm,,+l-qgm,,)) f e .  h l f l / fdx  

f olfldx 
where " � 9  denotes convolution of functions on T. 

First note that Sf=g since Uf=g and lim,~ 0 tlg* ~P,--gIILI=0. It is clear that 

SIEL~O,(L ~) n ~ ( C )  and thus it suffices to show that for suitable choices of the 

sequences (ran) and (a,), S2ESe~(L 1) n LZ~(C). 

For any hE C(T), 

]]S~hllc <= Z , ~ I  I]g* (q~,,~§ ~" ~~ llhtlc/f E~ [fl dx 

<~ 2 ]]gl]L ~ Ilhllc Z~=a a;/fE. If[ dx. 

For each an' sufficiently small we have: 

f::. �9 ')f o IlgllL=a; <= 2 g*(t) dt <= 2w(a. o f (t) dt --- 2W(an If[ dx. 

e,o p 

Therefore IlSzhllc=allhllc~,=~w(a.). By choosing a sequence (a.) of sufficiently 

small and sufficiently rapidly decreasing numbers we will have I[ Szhllc~ e I lhllc- Now 

for any hEL ~, 

IlSzhltL~ <= IlhlIL~ Z~~ Itg* (~0 . . . .  - If] dx. 
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The choice of the sequence (an) which we have made to guarantee that S2E A~ 

is independent of the sequence (ran). Since limn_~][g*~pn--g[IL~=O, we can now 

choose the sequence (ran) so as to obtain that S~EL#~(L1). This  completes the proof 

if g is bounded. 

Now the proof will be extended to the case of gELI+C=LL Let (kn) be a 

positive sequence increasing to infinity. Let Gn(x)=min ([g(x)[, kn)g(x)/[g(x)]. Thus 

G,~g in L ~ or equivalently g=~=lgn  where gx=G1, gn=Gn-Gn_l for n_->2, and 
t * ~ t * 

the sum converges in L 1. Clearly fog~(s)ds=fog (s)ds<=w(t)ftof*(s)ds and thus 

using the boundedness of g~, we can find an operator U~EL?~+,/2(L~)c~L:I+~/2(C) 
with U~f=gx. For n=>2, Ig (x)l<= Ig(x)l and gn(x) vanishes for all x such that Ig(x)l<= 
<=k~_x:. Therefore g*( t )=0  for all t>k'~= [{x[ Ig(x)[ >k~_~}]. It follows that 

t 

fogn(,)a  <= w.(t) f'of*(s)ds 
where 

wn( t )=w( t )  for 0 < t < = k ~ ,  

-- w(k~) for t > k " =  ,. 

If  k. increases rapidly enough, k~ decreases sufficiently rapidly to give 
< z  - - n - - 2  suPo<t<2~w.(t)=e2 . The function gn is bounded and so, by an obvious rescaling 

of the first part of the proof, there exists art operator Un in s176 ) c~ s ) 

such that U.f=g,. Clearly the operator S=~'=IU, is in s176176 

and Sf=g. 

Remark. Using methods very similar to those in the proof of Theorem 1 we 

can readily weaken the hypotheses on w(t) in the above theorem to, for example, 

l i m w ( 2 - " ) = 0  or lim f~-"+~min(e, 0 

for some e>0  and some r > l .  Of course in these cases we will have poorer estimates 

for the norms of the operator S. 

4. Weighted L p spaces 

Let (X, Z, it) be a measure space on which are defined two positive weight 

functions v(x) and w(x). Let p and qE[1, ~]. We present an alternative proof of 

Sparr's result that (LP(u), L~(u)) is a Calderdn pair. It seems that both Sparr's 

and our methods could well provide ideas for the study of further interpolation 

pairs and for obtaining better estimates of the constants in quantitative versions 

of these types of theorems. One advantage of Sparr's method is that it can also be 

applied when p or q take values less than 1. 

The main result of this section will be Theorem 4, which, together with the 

remarks of section 1, shows that (L p, L ~) is a Calder6n pair. We give the proofs 
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for an arbitrary underlying measure space, thus dispensing with some restrictions 

imposed in earlier studies of (L I, L =) and (L p, L=). The case where L p and L q have 

different weights will be an easy corollary when p r  Finally we consider the case 

p = q  and give a brief description of analogues of Theorems 1, 2 and 3 which lead to 

an alternative proof of  the result of Sedaev. 

Theorem 1. Let pE[1, co) and let f g be non-negative non-increasing simple func- 

tions on R+ such that: 

f~g(s)Pds <= ftof(s)Pds for all positive t. 

Then there exists an operator S C LPl (LP (R+ )) n LPl(L=(R+)) such that S f =g. 

Proof  This is exactly Lemma 4 of  [11]. (The case p =  1 was treated in [5].) 

Theorem 2. Let qE(1, ~)  and let f ,  g be non-negative non-increasing simple func- 

tions on R+ such that: 

(1) f t  g(s)qds ~ f t f ( s ) q d s  for  all positive t. 

Then there exists an operator UE s ) such that Uf=g.  

Proof  We proceed via two lemmas. 

Lemma 2A. Let q~, ~ be two measurable functions on a finite measure space such 

that q~ is a constant and let q > l .  Then II~IIL~<_--II~011Lq implies II~IILI<_--II~011L1. 

Proof  Simple application of  H61der's inequality. 

Lemma 2B. Let f be a non-negative non-increasing simple function on R+ taking 

a cortstant value ~ on an interval [a, b). Then for any a', O<a~<=a, there exists an 

operator SC~I(LI(R+))c~ &Ol(Lq(R+) ) such that: 

(i) S f  is non-negative and non-increasing 

(ii) S f =  cr on [a', b) 

(iii) f t  (Sf)q ds = f t  fq  ds for  all 0 <- t <= a" 

where [a", a') is the interval o f  constancy of  S f  preceding [a', b) 

(iv) The number of  different values taken by S f  on [0, a') does not exceed the 

number o f  different values taken by f on [0, a). 

Proof  Let f =  N ~ j = 1 Ctj Ztaj- 1,,j) q- ~g[a, b) +fztb, =) where 0 = ao < al < . . .  < aN = 

= a ,  and ~ l>  ~t~> ... > ~ N >  ~. For each uC [aN-i, as) define the function f ,  to 

equal ct on [u, aN) and to equal 2 (u) ~N on [aN, u), where 2 (u) > 1 is chosen to give 

By Lemma 2A, 
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Clearly 2(u) is a continuous decreasing function of u. Let u n be the smallest 

value of u in Jan-l,  an) for which 2(u)c tN~n_l ,  and for all u~[uN, an) define the: 

operator S, by: 

S.h = fu fan hds on [an-l,  an) 
(an -- an- 1) ten "J "N-1 

= h elsewhere, 
for all h E L I + L  q. 

It is easy to see that SuEL~,(L1)c~Zal(L~ ), and that S , f= fu  on Jan-l,  an) and 

equals f elsewhere. Thus S u f  satisfies (i), (ii), (iii) and (iv) with a'=u and [a", a ' ) =  

=[an-~, u). If  the given number a '  satisfies a'>=un this completes the proof of the 

lemma. If  instead a'<u n the process must be reapplied as follows. Let us redefine 

an_ 1 to be us. Then 

Sun f = Z;---? c9 ZCaj_,,.A + ~ZI.N-1, b) +fztb, ~). 

We may apply the preceding argument to the function S .N f  and construct a new 

function Su(S.~f) which equals ~ on the interval [u, b), This construction will be 

valid for all uE [uN_l, up) where u~-x is determined by conditions analogous to those 

above which fix up. Again S. will be an operator in the class ~e~(L x) c~ .s and 

consequently the composed operator S u Sun will also be in this class. Reiterating this 

argument as many times as necessary we can, so to speak, move the point u back to 

any point a ' > 0  by an operator S= S~, S,~ S,~ + ... SUN, such that SE Lal (L 9 n .2'1(L q) 

and S f  satisfies (i), (ii), (iii) and (iv). 

Proof of  Theorem 2. Let F and g be functions satisfying the hypotheses of the 

theorem. Let f--~JY=l o~jZt~j_~,~p, with O=Co<CI<C~<...<CN and g l>~2>. . .  >~N- 

We shall perform induction on N. If  N =  l, f--0qXt0 ' ~0' g must vanish outside [0, Cl) 

and so f~o~gqds~f~olfqds. By Lemma 2A we then have fo~gds<=fo~fds and the 

desired operator U is given by Uh=((~lcl)-lfo~hds)g for all hELI+L q. 

Now suppose the theorem is proven in the case where f has N - 1  different 

positive values and consider f = ~ f = ~  ~sZt~_~,~p and g as above such that (1) holds 

for all t>0 .  It follows that g(s) must vanish for S>CN and so: 

(2) gq ds <= f2~_~ .fq ds = ~ (C  N - -  C N _  1)" 

At this point we must consider two possible cases. 

Case1. Suppose that fo"gqds<=e}CN . Then, by Lemma2A, fo,~gds<=c~Nc~ 
and the operator U can be obtained in the form Uh=(c~f ;Nh/ fds )g .  

Case 2. Alternatively we have: 

(3) gq ds > ct} cN. 
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From (2) and (3) and the fact that g is non-increasing we deduce that there 

exists a number a'E(0, cN-a] for which 

(4) f~,~ gads = eq(cN--a') = f2, ~ (Sf)ads, 

where SEs162 a) is an operator of the type constructed in Lemma2B, 

chosen to give Sf=ct n on [a', eN). Furthermore S f i s  a non-negative non-increasing 

simplefunction vanishing on (oN, oo) and 

(5) f7 gads <= . f~ (Sf) a ds for all t ~= a" 

where [a", a') is the interval of constancy of S f  preceding a'. In fact (5) will be 

shown to hold for all positive t. I f  t e e  N 

f t  gads = f .  (sf)ads= O. 
If  tE [a', c,Q 

f 2  (sf)a = (eN- t) >= f 2  ga d, 

f rom (4) and the fact that g is non-increasing. It remains to consider tE[a", a'). 

On this interval f;o ( s f ) , d s  is a l inear function and S2 gads is a convex function 

since its gradient is increasing (becoming less negative). The inequality (5) holds for 

t=a",  t=a',  and so holds for all tE[a", a']. 

Using (4) and the constancy of S f  on [a', c~) we see that the operator W, 

,defined by 

is in s176 1) n ~el(Lq ) and WSf=)~to,,, ) Sf+)#,,,c~)g. Zto, a,)Sf is a non-increasing 

simple function taking no more than N - 1  different non-zero values (by (iv) in 

Lemma 2A) and from (4) and (5), 

f~o [Xto, a,)g]ads <_ f 7  [Xto,,') Sf]ads for all t _-> 0. 

By the inductive hypothesis there exists an operator VE~oq'a(Lt)n~(L ~) with 

v Oco,.') S f )  = Zro, .') g. 
Let U be the operator 

Uh = Z[0,.9 V[Z[o,.') Sh] + Zta', ~.,) W[Z[~', ~,,) Sh] 

:for all hEL~+L q. Then UE~el(L ~) n ~e~(Lq) and Uf=g, proving Theorem 2. 

Theorem 3. Let l<=p<q<  ~o and let the number ~ be given by 1/c~=l/p-I/q. 

Let f and g be non-negative non-increasing simple functions on R+ such that 

(6) ( f~gPds ) l lP+t ( f~gads ) l /a<-{ f~ f~ds ) l / v+t ( f~ fads )  1/q 
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for all positive t. Then there exists an operator WE~oCPzl/,(LP(R+))nXF21/q(Lq(R+) ) 
such that Wf=g. 

Proof. Let P(t ) :  ft  o (f" -gV)ds and Q(t) = f t (fq-gq)ds" Let A = {t E R+ ]P(t) ->0}, 

B =  {tER+ [Q(t)=>0}. By (6) A u B=R+. A is a union of disjoint intervals A i i= 1 . . . . .  n 
with P(t)=O a t  each end point. Similarly B:UimlBi where the B~'s are disjoint 

intervals with Q( t )=0  at the end points. 

In the following it will be convenient to use a second copy of R+ which we 

shall denote R ~ R+ u R~_ will denote the measure space consisting of the disjoint 

union of R+ and R~_ each equipped with Lebesgue measure. Let cp be the measure 

preserving map of R+ u R~_ onto itself which interchanges each point t of R+ with 

the corresponding point t o of R ~ +. 

The operator W will be constructed as the composition of three operators 

W--- W8 W2 W1, where 

(7) W~E Aa21/. (L" (R+), LP(R+ u R~ n ~21/q (Lq (R+), Lq(R+ u R~ 

(8) W~E ~I(LP(R+ uR~ uR~ uR~ uR~ 

(9) J/V3 E ~ 1  ( Lp (R 4- k.~ R O), L p ( R  +))  (h .~1 ( Lq (R  + u R O 5, L q (R +)). 

From this it follows of course that WE ~21,p(L" (R+)) n Ae2~,q(Lq (R.)). For each 

hELP(R§ W1 puts a copy of h onto both R_ and R~_, that is: 

W~h(t)=ZR§ for all t E R + u R  ~  

~[hen (7) is obvious. 

Since P(t)=0 at the left end point a~ of the interval A~ it follows that 

f ,  (za, g)P ds <= ft,, (za, f)p d s for all t _-> a,. 
t i 

Thus, using Theorem 1 and an obvious translation, there exists an operator 

U, E A~ (L p (R +)) n .W~ (L ~ (R +)) such that 

U~ (za, f )  = Za, g- 
Then the operator U given by 

n 
Uh : ~ i = l  ZA, ViO~a,h) 

is also in .Wx(LV(R+))n LPa(L~ and U(zAf)=zAg. Since Q( t )=0  at the right 
q < oo 

end point of the interval B i we also have f t  (XB, g) dx--ft  (ZB, f )  qdx for all t, and 

a translation of Theorem 2 gives us an operator V~EL/',(L~(R+))n.LP~(Lq(R+)) 
such that Vi(ZB, f)-~zB, g. Then VtI=~,m=iZ, Vi(zBh) defines an operator in 

(R +)) n (L" (R +)). 
Let V ~ denote the operator which is a copy of V acting on functions defined on 

R ~ instead of on R § Then W 2 is defined by: 

W2h : U(zah ) + V~ 
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(8) can readily be deduced with the help of the Riesz--Thorin theorem ([20] 

Chapter XII). Finally ~ collects up pieces of function on R+ and R+ and patches 

them together on R+ : 

W3h(t) = Xa\~(t )h( t )+gB(t)h(cpt)  for all hELP(R+ uR~ uR~ 

and all tER+. 

Clearly (9) holds and Wf--W3WzW~f=g, completing the proof of the theorem. 

Remark. This proof of Theorem 3 does not seem to use the full strength of 

condition (6). Possibly a more refined proof would enable the sharpened con- 

clusion WE~I(L p) c~ ~l(Lq). 

Theorem 4. Let p, qE[1, oo] and let f and g be complex valued functions in L" + L q 

on a measure space (X, S,, IX) such that 

(10) K(t, g; L p (IX), L q (#)) <= K(t, f ;  L p (IX), Lq (IX)) for  all t > O. 

Then there exists an operator SEoWr .W~(Lq(/~)), where ~ and r I are constants 

depending only on p and q, such that S f :  g. 

Proof. The operator #, #h = q~h where Jf 40 l[ L ~ <-- 1, is in the class .ga 1 (L p) c~ s (L q) 

and so it suffices to treat the case where f and g are non-negative. Also, since 

K(t, a; A o, A1)=tK(1/t,  a; A~, Ao) we can suppose without loss of generality that 

p<q.  In view of Holmstedt's estimate for K ( t , f ,  L p, L q) (see section !) there exists 

a constant 2 depending only on p and q, such that: 

( l l )  (f;  (g*),'ds)'i'+t(f7 7 

for all t>0,  where l l o : = l l p - l l q  and the L q integrals are understood to be zero 
if q=~o. 

Step 1. If f and g are simple functions then Theorems 1 and 3 together with 

(11) give an operator $2 in =Wr which mapsf*  to g*. r and ~/ 

depend only on p and q (for example r r/=21iq2 if q<oo). One can easily 

find an operator $1 in .~a~(L~(#), L~(R+)) c~ Lal(L~ L~(R+)) taking f to f*  and 

another, Sa in ~r L~(/~)) c~ s (R+), L~ (/t)) taking g* to g. (Cf. Lemma 2 

in [5].) Using the R iesz  Thorin theorem we obtain that S=S3S2S~E~r 

0 ~rl(Lq(p)) and of course S f = g .  

Step2.  If only g is simple then, given any e, 0 < e < l ,  we shall construct 

SELee(LP)n~ , (L  q) with S f = ( 1 - e ) g  where r and r/ are as estimated in step 1. 

If q :~o  it is easy to see that there exists a simple function f~=<f such that 

f~ [(1 ,e)g*]Pds<=fto (f*)Pds for all t>0.  Thus the desired operator is obtained by 

first multiplying by (fJf)x{,~lf(~)>0) and then applying the operator in Aa (L p) ~ Aa (L ~) 
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which maps f~ to ( ! - D g .  For  q<~o more care is needed. We must first examine the 

behaviour of  the function K(t, g)=K(t ,  g; L p, L q) near t = 0  and t_-oo. For  each 

t>0 ,  there exist functions u t, v t such that Ut-~-vt=g, O ~ u t ~ g  , O ~ v t ~ g  and 

(12) Ilutl[L~+tlrv,[[L,--min(t ~, l i t  2) <= K(t, g) ~_ min (llgllL~, tllgllL,). 

Consequently l imit= Ilvt[]zq=limt~o IIUt[IL~=O. Thus there are subsequences 

{v,c,)}~= 1, {u,c,)}~'= a which tend to zero almost everywhere. Oimn~=t(n)=oo, 

lim,~= s(n)=0.) By dominated convergence ut(,)-~g in L ~ and vs(,)~g in L q. K(t, g) 

and K(t ,g ) / t=K(I / t ,  g; L q, L p) are each continuous monotone functions. So using 

(12) again we deduce that 

lira K(t, g) = IlgfJLp and lira 1 K(t, g) = IlgrIL~. 
t ~  t~O t 

In particular, given e, 0 < e <  1, there exist positive numbers a0 and a= such that: 

g(t ,  ( 1 - e ) g )  < (1--e/2)llg[ILqt < g(t ,  g) for all t <= ao 
and 

g(t ,  (1 - e)g) < (1 - e/2)Ilgl[z, < g(t ,  g) for all t ~ a~. 

We seek to construct a continuous piecewise linear function H(t)  with finitely 

many vertices such that K(t, ( 1 - - e ) g ) < H ( t ) < K ( t ,  g) for all t>0 .  From the above 

estimates we may take H(t)=(1--~/2)HgHL, t on (0, a0] and H ( t ) =  (1--~[2)l[g[lL~ on 

[a~, ,~). Since K(t, g) is continuous and strictly positive on the compact interval 

[a 0, a=] it is easy to extend the definition of H(t)  to the whole of (0, ~)  using only 

finitely many  linear segments. 

Let (f,)~~ be an increasing sequence of simple functions, O<=fn<=f,+~<=f with 

l imn~oof ,=f  a.e. Since f C L P + L  q, f ,  tends to f in L P + L  q norm also and thus 

l i ra , .=  K ( t , f , ) = K ( t , f )  for each positive t. Also K(t,f,)<=K(t, fn+~)<=..,<=K(t,f) 

since multiplication by  the function (f,/f.+t)Z~t:',§ is an operator in s p) c~ 

c~ ~ (Lq). Let Vl, v2 . . . .  , VM be the values of t where H(t)  has its vertices. For  some 

sufficiently large n we have K(vi, fn)>H(vi)  for i=1,  2, ..., M. But K(t , f , )  is con- 

cave and so for all t > 0  K( t , f~ )>H( t )>K( t ,  (1--e)g). It  follows that 

( f;  ((1 g*), + t{f  ; ((1 - e)g*)qds) l/q <= ( f i  ds) lip + t ( f  ; 

for all positive t, and so, as for q =  ~, we have an operator in Lar p) n ~ n ( L  q) taking 

f to (1 - e ) g .  

Step 3. Proof  of the theorem under the assumption that the measure space is 

a-finite: Let (g,)~o=~ be a sequence of simple functions which tend monotonically 

almost everywhere t o  g from below. Then using step 2, let Sn be an operator in 

,L~'~(L p) c~ . ~ ( L  '~) with S . f = ( 1  - 1/n)g,. Let o9 be a continuous linear functional of  

norm one on 1 = such that og({a,})=lim,~+=a, for every convergent sequence 
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{an}. Define the bilinear functional z acting on pairs of simple functions, by 

Of course �9 (40, ~s) is defined also for 40 and ~s ranging over larger classes of functions. 

In particular 

1~ (40, ~)1-- ~ I14011~11r f o r a l l  40EL p, ~VEL p' 
and 

Iz(40,~)l <-- nl14011~ollr f o r a l l  o E L  q, ~ E L  q'. 

Thus for a fixed 40EL q z(40, ~k) is a continuous linear functional on L q' and so, 

since q > l ,  there exists a function h~EL q determined by 40 uniquely to within a set 

of zero measure, such that z(40, ~k)=f h~kd# for all ~kEL q'. The above estimates for 

z imply that Ilh~llLq<=tll14011L~ and if 40ELPnL q we also have IIh~IIL.<=~II4011L.. The 

operator S, $40=h~ is thus in s  and its restriction to L P n  L q extends uniquely 

to an operator in .L~'e(L p) which we may also denote by S. If ~ E L P n L  q, z(40, d/) is 

defined for 40ELP+L q and z(40, ~h)=f ($40)~d1~. In particular 

f (sf)~, d~, --- .(f> ,p) --- <~({f  (s.f)~,  a,}) -- ~o {{(I- l/.) f g.~, ds,}) = f g~, a, 

and since this is true for all t~ELPnU it follows that Sf=g. 

Step 4. Proof  of  the theorem for an arbitrary measure space: I f  q <  co then the 

subset of the measure space where f and g are non zero is a-finite and the methods 

of step 3 apply immediately. Thus we need only consider the case q = ~o. Given posi- 

tive functions f ,  g EL p + L  = which satisfy (1 0), it follows that f'o (g*)P ds<= f t  o (2f*) pds 

for all t>0.  

Let 

I L f t o  ds) lip c~-- l img*(t)  = lim (g*)" . 
t ~  t~o~ I, t J ' 

Then G = {x[g(x) > c~} is a-finite and (gxG)* (t) <= g* (t) for all positive t. 

Let 

fl = ] imf*(t) = l im[ --I f '  (f*)Pds) 'Ip 
+ ~  t + ~  J ~  ] " 

Then F0 -= {xlf(x) > #} is a-finite. 

Case 1. I f  t - O ,  then ~ = 0  and both f and g have a-finite support. Step 3 is 

immediately applicable. 

Case 2. f l>0.  Case 2A. I f / ~ ( F 0 ) = =  then (fzeo)*(t)=-f*(t) and there exists an 

operator SoE&az(L p) n ~r ~) which maps fZF, to gz~" Let F,= {xif(x)>fl+ 1/n} 
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and let co be the functional introduced in step 3. Define the operator $1 by 

$1 h = g~x\~. 

Then $1 maps L p to {0} and maps L ~ into itself with norm bounded by a/t<=2, 
The operator S, Sh=x~So(xFh)+Slhl is in Laz(L0c~-oq'z(L =) and Sf=g. 

Case2B. It(Fo)<oo. Then for each n, the set E,={xlfl>=f(x)>fl-l[n} has 

infinite measure. 

Case 2B (i). Suppose that each measurable subset E of E, with It (E) = ~o has 

a subset of finite positive measure. Then each E, h a s a  subset D,,  n<=It(D,)< ~. Let  

F=Fou (-J~=l D,.  F is a-finite and (fzv)*(t)=f*(t). Much as before we can obtain 

So 6 ~ (L0 c~ ~ (L =) which maps fxr  to gz~, and $1, given by 

and S, Sh =X~ So(Xrh)+ Slh is the required operator. 

Case 2B (ii). The only remaining possibility is that the above defined sets E,~ 

for each integer bigger than some integer m contain measurable subsets C, suchl 

that every measurable subset of C, has either zero or infinite measure. Let L ~ (C,) 

be the subspace of L~176 consisting of functions which are a.e. zero on X",xC,. 

Let I, be a continuous linear functional of norm 1 on L = (C,) such that I, (Zc.f)= 
=IlzcJIIL-. Let (Y, ~ v) be a measure space consisting of the disjoint union 

of Fo equipped with/t-measure together with a sequence (R,)~=,, of disjoint copies 

of the real line, each equipped with Lebesgue measure. We define an operator 

QCoLZ~I(LP(It),LP(v))c~I(L=(p), L~176 by Qh = ~Foh'~Z~=mZRnln(Zcnh).  

In fact )cc h=O a.e. for any hELPS). Q has the further property that (Qf)*(t)= 
=f*(t), and since (Y, 6~, v ) i s  a-finite we may  use the arguments of case 2B(i) 

to construct an operator SC s p (v), L p (It)) c~ ~ ( L  = (v), L = (It)) which maps Qff  

to g. SQ is then required operator and the proof of theorem 4 is complete. 

Corollary 1. (LP(#), Lq(it)) is a Caldertn pair. 
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Corollary 2. (L~ (#), L~ (p)) is a Calder6n pair when p # q. 

Proof Let u be the function (w%-O ~/cq-p) and let y=vPu -p. It  follows that 

= wqu --q also. For  any f6L~ (p) +L~ (p) 

inf P P ~/P t g ( t , f ;  L~(lO, Lq~(p))=.+~=:((f lgl v dp) + ( f  [h[qwqdp) llq) 

= inf ({ flgulP T o,,+h~=f, t t a ' '  dl~)l/ '+t(f  [hu[qvdl~) l/q) 

= K(t, fu; L" (Y dp), Lq (r dlO). 

P P q Thus if K(t, g; L~ (p), Lq(#))<=K(t,f; L o (p), Lw(p) ) for all positive t, there exists an 

operator  QE~e(LP(yd#))c~,(Lq(vdp)) such that Q(fu)=gu. Define the oper- 

a tor  S by Sh=u-~(Q(hu)). Then S f = g  and one can readily check that 

SEs163 If  q = ~  the argument is virtually the same. We have 

K(t, f ;  L~ (p), L 7 (p)) = K(t, fw; L p (v p w- pd#), L ~~ (v p w - pd#)). 

Remarks about the pair (L~, L~) 

The above proof  cannot be used for the case p = q. Nevertheless it is possible 

to adapt the ideas of  Theorems 1, 2 and 3 to give a fairly simple proof  that 
p p 

(Lv (#), Lw(#)) is Calder6n. This result is originally due to Sedaev and Semenov 

[15], [16]. We shall sketch some details of  our alternative proof. 

It  is not difficult to reduce the problem to the proof of the following theorem: 

Theorem 4'. Let f and g be non-negative step functions of compact support on 

R,  which are constant on each interval [n, n+ 1). Let w(x)=e rx for some positive 
P P <= �9 ,constant r. Then, if  K(t, g; L (R), Lw(R))=K(t,f; LP(R), Lg(R)) for all positive t, 

there exists an operator SEAea(LP(R))c~L#~(L~(R)) such that Sf=g. Moreover, a 

depends only on p and r and remains bounded as r approaches zero. 

Theorem 4' will be a consequence of Theorems 1", 2' and 3' and the estimate: 

K(t,f; L'OI),L~OI)) ~0 (f~_~lov_,[f<x)l" dx)l/'+t(f'_2'~ ~''. 

Theorem r .  Let f and g be step functions as above on R such that 

f ~ [g(x)[~ dx <= f ~ If(x)lP dx for all real s. 

Then there exists an operator SE~a(LP(R))n.o~a(L~(R)) such that Sf=g, where a 

is as above. 

Theorem 2'. Let f and g be step functions as above on R such that 

f f_~ [g(x)[PeWXdx <= f ~  ]f(x)IP:r~ dx for all real s. 

Then there exists an operator S exactly as in Theorem 1". 
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These two theorems are proved by induction, rather  more  easily than their 

analogues above, Theorems 1 and 2. I t  is convenient to first consider w(x) replaced 

by the equivalent funct ion v(x )=e  rn on  the interval In, n + l )  for  each n. I n  that  

version Theorem 2, is an immediate consequence o f  Theorem 1'. 

Theorem 3'. Let f and g be step functions as above such that 

( f ~-llogt-~ [g(x)[P dx) 1/p + t ( f ' - ~  ~~ Ig(x)l 'e  p'x dx) 1/p 

<= ( f~og t , l r f ( x ) lPdx ) l lP+t f ,  j_~f'-l~~ for all t >  O. 

"lhen there exists an operator SC Le~,~ ~ (L" (R)) c~ ~ , p  ~ (L~ (R)) such that S f =  g. 

The p r o o f  o f  Theorem 3" using Theorems 1' and 2 '  is a lmost  exactly analogous 

to  that  o f  Theorem 3 f rom Theorems 1 and 2. We use a second copy R 0 o f  the real 
p line and the spaces L P ( R u R o )  and L~+,%(RuR0) .  In  fact it is necessary to use 

slightly modified versions o f  Theorems 1' and 2', 
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