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The use of Monte Carlo simulations in diagnostic medical imaging research is widespread due to

its flexibility and ability to estimate quantities that are challenging to measure empirically. However,

any new Monte Carlo simulation code needs to be validated before it can be used reliably. The type

and degree of validation required depends on the goals of the research project, but, typically, such

validation involves either comparison of simulation results to physical measurements or to previously

published results obtained with established Monte Carlo codes. The former is complicated due to

nuances of experimental conditions and uncertainty, while the latter is challenging due to typical

graphical presentation and lack of simulation details in previous publications. In addition, entering

the field of Monte Carlo simulations in general involves a steep learning curve. It is not a simple task

to learn how to program and interpret a Monte Carlo simulation, even when using one of the publicly

available code packages. This Task Group report provides a common reference for benchmarking

Monte Carlo simulations across a range of Monte Carlo codes and simulation scenarios. In the

report, all simulation conditions are provided for six different Monte Carlo simulation cases that

involve common x-ray based imaging research areas. The results obtained for the six cases using four

publicly available Monte Carlo software packages are included in tabular form. In addition to a full

description of all simulation conditions and results, a discussion and comparison of results among the

Monte Carlo packages and the lessons learned during the compilation of these results are included.

This abridged version of the report includes only an introductory description of the six cases and a

brief example of the results of one of the cases. This work provides an investigator the necessary

information to benchmark his/her Monte Carlo simulation software against the reference cases

included here before performing his/her own novel research. In addition, an investigator entering

the field of Monte Carlo simulations can use these descriptions and results as a self-teaching tool

to ensure that he/she is able to perform a specific simulation correctly. Finally, educators can assign
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these cases as learning projects as part of course objectives or training programs. C 2015 American

Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4928676]
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1. INTRODUCTION

The use of Monte Carlo methods in diagnostic medical imag-

ing research is an attractive option because of the relative

ease with which many different calculations can be performed.

These simulations sometimes span large parameter spaces

and/or obtain estimates of quantities that are challenging to

measure, e.g., absorbed dose or x-ray scatter. The ever continu-

ing reduction in cost of computing power has also helped in

increasing the use of this research methodology.

As with all other types of experimentation, Monte Carlo

simulations need to be validated before their results can be

trusted. In many cases, the validation process for a Monte

Carlo simulation is not a simple endeavor. Ideally, Monte

Carlo-based computer programs are validated by generat-

ing a simulation that replicates an experimental result and

then comparing simulation and measured results. However,

this requires replicating the conditions of a physical experi-

ment to a high level of accuracy and detail in the computer

simulation to minimize differences from the measurement

conditions. This level of replication of a physical experiment

can be extremely challenging even for simple experimental

conditions.

One possible step in the validation process of Monte Carlo

simulations is the replication of published (and previously

validated) simulations. However, this approach also presents

challenges. In the first place, a relevant previously published

simulation has to exist. Once one is identified, a common

pitfall is the lack of sufficient details in the description of

the simulation, making its replication challenging. In addition,

many times the published results are provided in graphs or

summarized form, so the possibility of performing an appro-

priate comparison with the results of the simulation being

validated can be limited and the effort laborious due to the need

to obtain numeric values from graphs.

To aid researchers in their efforts to validate their Monte

Carlo simulations in imaging research or to assist in the vali-

dation process of their use of a general purpose code already

available, the American Association of Physicists in Medicine

(AAPM) created Task Group (TG) 195 with the following

charge:

“The primary charge of this TG is to develop a set of

Monte Carlo simulation geometries which are relevant to diag-

nostic imaging, perform benchmark Monte Carlo studies on

a number of the geometries using a variety of established

code systems such as EGSnrc, , , and 4,

and report the findings. Findings will include Monte Carlo

measured parameters such as dose, variance in dose, and scat-

ter to primary relationships. For scatter assessment, dose in the

mathematical phantoms and in realistic imaging geometries to

the detector will be evaluated.”

The resulting TG report,1 approved by the Science Council

of the AAPM, provides six different reference sets of simu-

lations that include a complete description of the simulation

T I. List of the cases included in the TG report.

Case

number Modality/description Quantities scored

1 Half value layer Energy fluence

2 Radiography and body

tomosynthesis

(a) Total dose

(b) X-ray primary and scatter photon

energy

3 Mammography and

breast tomosynthesis

(a) Total dose and glandular dose

(b) X-ray primary and scatter photon

energy incident on a scoring plane

4 Computed tomography

(simple volumes)

Dose

5a Computed tomography

(voxelized volumes)

Dose

6 X-ray production Photon energy fluence and fluence

spectra

aCase 5 may also be useful for dosimetry simulations with other imaging modal-

ities (e.g., radiography and body tomosynthesis) that involve voxelized models of

patients.
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T II. Monte Carlo packages used to generate the results included in the TG report, in alphabetical order.

Package name Version Photon cross-sections References Comments

EGSnrc V4 r2.4.0 EGSnrc default (XCOM: Rayleigh,

photoelectric, and pair production.

RIA: Incoherent scattering.)

12–15 Used in all cases except for Case 1, where NIST

XCOM cross sections were used for all

interactions.

4 9.6 patch 2 Electromagnetic physics option 4

package

16 and 17 Used in all cases except for Case 6, where the

Livermore electromagnetic physics were used.

 2.7a ENDF/B-VII 18 Used in all cases.

 2006  default (XCOM and

EPDL)

19–21 Used in all cases except Case 6. Used with the

penEasy main program adapted for parallel

simulation with MPI library.

2008  default (XCOM and

EPDL)

Used in Case 6, with standard penEasy main

program.

conditions. In addition, the simulation results for all sets as

generated by four commonly used Monte Carlo packages are

provided in tabulated form along with their statistical uncer-

tainty. It is the intent of this TG that this information al-

lows researchers performing Monte Carlo simulations to have

a standardized methodology to benchmark their simulations

before embarking on research. We believe that providing these

data will avoid the need to search the literature for potential

comparable simulations, try to obtain numerical data from

published graphs, and contact the author of the publications

in hope of gaining more information on the relevant inputs

and results of a simulation performed in some cases many

years ago. Although the results provided are based on the

use of four common Monte Carlo packages, the information

provided may be used to benchmark simulations implemented

with any Monte Carlo code.

These data sets allow the reader to accurately replicate

the geometry, source properties, and scoring. In this way, the

reader can have confidence that his/her simulation is provid-

ing results comparable to those of these thoroughly vetted

reference cases. The agreement amongst the four codes used

here indicates the level of accuracy to be expected as these

codes have all been benchmarked against experimental data in

different situations.2–11 It is worthwhile to emphasize that as

our results were not based on experimental measurements, the

validation achieved through this benchmarking is only relative

to these calculations with widely used codes and not directly to

measurements. But the concordance between the four Monte

Carlo results provides strong confidence for the value and the

validity of this exercise. It is in that sense that we use the

term “validation” throughout the body of this document. In

publications and presentations involving the code, a reference

to the TG report and the obtained level of agreement will be

sufficient to communicate the performance of this component

of a validation effort.

Another often complicating factor when performing Monte

Carlo simulations is that learning to perform these simulations

involves a steep learning curve. It takes a substantial amount

of time and effort to become comfortable in the programming

method for using any of the publicly available Monte Carlo

packages. To help address this, it is hoped that these reference

simulation sets can also be used as a teaching tool, either

for a scientist entering the field of Monte Carlo simulations

in diagnostic imaging himself/herself, or for a supervising

educator training students and/or junior researchers in the

field. The availability of the complete descriptions of relevant

simulations and their expected results when using different

well-established Monte Carlo codes may be used to check

one’s own skills or as an assignment for trainees.

The diagnostic imaging simulation sets included in the TG

report are listed in Table I. They span a number of x-ray based

imaging modalities and common quantities scored with Monte

Carlo simulations. While this is a limited set that does not

encompass all modalities and tests that are commonly inves-

tigated using Monte Carlo methods, the defined conditions

provide a meaningful representation of Monte Carlo-based

research.

This paper is organized as follows. In Sec. 2, a descrip-

tion of all the parameters common to the simulation sets is

provided. This includes the Monte Carlo packages used to

generate the results and the material compositions and the x-

ray spectra used throughout the simulation sets. In addition,

this section provides an abbreviated description of each of

the simulation cases included in the TG report. Section 3

provides some of the results obtained by the TG members for

one of the simulation cases described in Sec. 2. The complete

description and all results for all six cases are available in the

TG report. Section 4 includes a discussion on the common

pitfalls encountered in the implementation of the simulations

(“lessons learned”) and a discussion on the differences in the

T III. Characteristics of x-ray spectra used for the simulations included

in the TG report. Half value layer (HVL) and quarter value layer (QVL)

values are in terms of air kerma determined using planar energy fluence.

IEC 61267 name RQR-8 RQR-9 RQR-M3

Target/filter elements W/Al W/Al Mo/Mo

Tube voltage (kVp) 100 120 30

Anode angle (deg) 11 11 15

Ripple (%) 0 0 0

Filter thickness (mm) 2.708 2.861 0.0386

Mean energy (keV) 50.6 56.4 16.8

HVL (mm Al)a 3.950 5.010 0.3431

QVL (mm Al)b 9.840 0.7663

aThe values in the table are not those reported by IPEM Report 78 software, but

were calculated by the TG using the NIST XCOM dataset (Ref. 22).
bProvided for the two spectra used in Case 1 only.
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F. 1. The x-ray spectra, normalized to unit fluence under the curve, used in

the Monte Carlo simulations included in the TG report.

results obtained with the Monte Carlo packages used in the TG

report.

2. COMMON PARAMETERS

2.A. Monte Carlo packages

All simulation conditions described in the TG report were

implemented with four commonly used and well-established

F. 2. The geometry setup for Case 1.

Monte Carlo packages, listed in Table II. Results from all four

implementations of each simulation are provided in the TG

report. These packages were selected for inclusion in the TG

report due to their being commonly used by the diagnostic

imaging research community, their availability and continued

development and maintenance, and the expertise of the TG

members. Inclusion of these Monte Carlo packages in the TG

report should not be interpreted as any form of endorsement

by the TG or by the AAPM, and exclusion of any other Monte

Carlo package should not be interpreted as disapproval by the

same.

The results and performance of the four Monte Carlo

packages used for the TG report should not be necessarily

construed to be the best achievable with each package. The

results and performance obtained with these packages reflect

F. 3. The geometry setup for Case 2 with the x-ray source positioned for the radiography acquisition (equivalent to the tomosynthesis 0◦ angle).

Medical Physics, Vol. 42, No. 10, October 2015
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F. 4. The geometry setup for Case 2 with the x-ray source positioned for the tomosynthesis 15◦ angle acquisition.

the best attempts of the TG members to match the conditions

specified in each case description, with logical choices for

each code-specific parameter. The simulations were not neces-

sarily optimized for maximum efficiency and/or for maximum

level of accuracy beyond that of typical use. In addition,

errors could have been made during the implementation of the

simulations.

2.B. Monte Carlo parameters

2.B.1. Simulated material compositions

The composition of materials used in all simulations is pro-

vided in two separate electronic files available for download

with the TG report. One file includes material compositions

for all cases except those used in Case 5, which are defined in

a separate file.

The densities specified for the elements, as well as the

material composition for the simpler compounds were those

provided by the National Institute of Standards and Technol-

ogy (NIST).22 The composition of soft tissue used is that pro-

vided by the International Commission on Radiation Units and

Measurements (ICRU).23 The material compositions related to

mammography and breast tomosynthesis are those provided

by Hammerstein et al.24 due to their common use in breast

imaging research.

2.B.2. X-ray spectra

The probability distribution functions of the x-ray spectra

used as inputs in the simulations included in the TG report

were obtained using Report 78 of the Institute of Physics and

Engineering in Medicine (IPEM).25 They were defined so as to

approximate certain x-ray spectra defined in the International

Electrotechnical Commission (IEC) Publication 61267.26 The

spectra definitions do not comply with the IEC 61267 require-

ment for their homogeneity coefficient, the ratio of the first to

the second half value layer. However, all other requirements

are met, and this has no effect on the validity of this bench-

marking process. Table III lists the x-ray spectra used and

the parameters specified for the generation of their distribu-

tion functions using the IPEM Report 78 software, with the

resulting spectra plotted in Fig. 1. The distribution functions

are available for download in the electronic resources included

with the TG report. The energy bin width for all spectra is

0.5 keV, starting at 0 keV, and the energy of the center of

the bin is listed. During the Monte Carlo simulations, the

F. 5. The geometry setup for Case 3 with the x-ray source positioned for the mammography acquisition (equivalent to the tomosynthesis 0◦ angle).

Medical Physics, Vol. 42, No. 10, October 2015
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F. 6. The front view of the geometry setup for Case 3 with the x-ray source

positioned for both the mammography and the breast tomosynthesis 15◦ angle

acquisitions.

provided distribution functions should be sampled uniformly

within each bin.

3. SIMULATION DESCRIPTIONS

3.A. Case 1: Half value layer (HVL)

This case allows verification of input x-ray spectrum sampl-

ing, basic material attenuation, and HVL calculations. The

simulation consists of an x-ray source (Fig. 2) emitting a

circular beam toward an aluminum filter. The energy fluence

transmitted through the filter is scored so HVLs can be calcu-

lated off-line. These HVLs are compared with the expected

first half value and quarter value layers for both monoenergetic

and spectral sources.

3.B. Case 2: Radiography and body tomosynthesis

This case allows validation of x-ray transport and interac-

tion characteristics in general radiography and whole body

tomosynthesis simulations. The simulation consists of an

F. 8. Locations of the four cylindrical VOIs within the simulated body

phantom in Case 4 where the energy deposition is scored for the first test

of this CT dosimetry simulation.

isotropic x-ray source collimated so that the beam coincides

with the borders of the square scoring plane. The x-ray source

is positioned to simulate acquisition of a radiographic image

(Fig. 3), equivalent to the central projection of a body to-

mosynthesis exam, and to one side to simulate a noncentral

tomosynthesis projection (Fig. 4). A simple homogeneous

box composed of soft tissue represents the patient body. The

simulation involves the scoring of both absorbed dose in the

body and the energy of both x-ray primary and scatter compo-

nents incident upon the detection plane. For the dosimetry

simulation, both the doses deposited in the whole body and

in a number of volumes-of-interest (VOIs) are scored. For the

scatter simulation, the scatter energy incident on the scoring

plane at a number of regions-of-interest (ROIs) for both full

field beams and zero-area beams is scored. Depending on

the application, the dose and/or the fluence component results

may be of interest.

3.C. Case 3: Mammography and breast
tomosynthesis

This case allows verification of x-ray transport and inter-

action characteristics in mammography and breast tomosyn-

F. 7. The geometry setup for Case 4.

Medical Physics, Vol. 42, No. 10, October 2015
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F. 9. Locations of the two cylindrical VOIs within the simulated body phantom in Case 4 where the energy deposition is scored for the second test of this CT

dosimetry simulation.

thesis simulations, resulting in the validation of estimates of

absorbed dose in the breast glandular tissue and x-ray scatter

incident upon the scoring plane. This case is similar to Case

2 but adapted for simulation of breast imaging. This involves

the use of a semicircular solid representing the compressed

breast instead of the box representing the body in Case 2, and

the inclusion of the breast compression and support plates.

To include the effect of backscatter, a box representing the

body is included posterior to the breast. As in Case 2, the x-

ray source involves an isotropic source limited to the scoring

plane borders, and is positioned for both mammography (Fig.

5) and breast tomosynthesis imaging (Fig. 6). Scoring includes

energy deposition in the whole breast and in specific VOIs,

average glandular dose to the whole breast, and x-ray scatter

energy incident on the scoring plane at specific ROIs. Depend-

ing on the application, the dose and/or the fluence component

results may be of interest.

3.D. Case 4: Computed tomography
with simple solids

This case allows validation of x-ray transport and inter-

action characteristics in computed tomography in addition to

x-ray source rotation, resulting in the validation of estimates

of absorbed dose in a simple CT phantom. The simulated

phantom is similar to the computed tomography dose index

(CTDI) phantom, with a diameter of 32 cm (Fig. 7). For the

first test, the scoring is the energy deposited in four contiguous

cylindrical segments from a single projection, as shown in

Fig. 8. For the second test, the scoring is the energy deposited

in two 10 mm diameter PMMA cylinders with a height of

100 mm (in the z-direction from −50 to +50 mm), as shown in

Fig. 9. In both cases the source is an isotropic fan beam, and

the simulations are tested with two fan beam thicknesses.

3.E. Case 5: Computed tomography
with a voxelized solid

This case allows validation of voxel-based x-ray transport

and interaction characteristics in computed tomography, in

addition to x-ray source rotation, resulting in the validation

of estimates of absorbed dose in a complex, voxelized CT

phantom. The simulation geometry is the same as that defined

for Case 4, but with a voxelized box replacing the cylindrical

body phantom (Fig. 10). The three dimensional image with the

information for the material content of the voxelized volume is

available with the TG report. This reference case is the XCAT

model, courtesy of Ehsan Samei and Paul Segars of Duke

University, to serve as a reference platform for Monte Carlo

F. 10. The geometry setup for Case 5.

Medical Physics, Vol. 42, No. 10, October 2015
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F. 11. The geometry setup for Case 6. Electron energy and target angle

are 30 keV/15◦ and 100 keV/11◦ for molybdenum and tungsten targets,

respectively.

simulations. The voxels in the image contain values ranging

from 0 to 19 that correspond to the different organs of the body.

Material definitions for each organ are provided in the TG

report. The scoring is the energy deposited in 17 of the organs

of the body phantom. The source is defined as an isotropic fan

beam that rotates around the voxelized volume.

Even though this simulation uses a relatively thin fan beam,

this case may also be useful for verification of dosimetry simu-

lations involving voxelized solids in other modalities such as

radiography and body tomosynthesis. For this, comparison of

the results for a single or a limited number of projection angles

may be sufficient.

3.F. Case 6: X-ray production

This case allows validation of electron transport and x-ray

generation in idealized tube targets in mammography and

radiography. The simulation involves a beam of electrons

aimed at a target slab composed of either molybdenum or

tungsten to simulate mammography and radiography condi-

tions, respectively (Fig. 11). The x-ray fluence at a scoring

plane 100 mm away from the center of the target is scored in

five ROIs, positioned so as to study both symmetry and the

heel effect. The results depend on the physical models used to

simulate bremsstrahlung emission and inner shell ionizations,

as well as the internal tables on characteristic x-ray emission

energies.

4. RESULTS

Detailed tabular results for all six cases simulated with

the Monte Carlo packages listed in Table II are available for

download in the electronic resources included with the TG

report, along with some tables and graphs for some specific

simulation conditions included in the TG report itself. As an

example of the results obtained and included in the report, a

small portion of the results obtained for Case 2 are shown here.

As can be seen in Fig. 12, all four packages provided very

consistent results for the energy deposited in the whole body,

with the variation in results being in the range of 0.1%–0.2%.

In Fig. 13, the comparisons of primary and scatter x-ray energy

incident on the ROIs at the scoring detector plane are shown.

These graphs show a larger variation in the primary incident

energy (up to ∼2%) and a very small variation in the scatter

results. The variation in the results for the primary energy

is explained at length in the full report. Briefly, the use of

different Compton scattering models by the different Monte

Carlo codes has an impact on the resulting primary x-ray

energy incident on the detector. The monoenergetic primary

photon beam reaching the scoring plane is very sensitive to

differences in the photon cross sections since it is directly

proportional to e−µx, where µ is the total photon cross section

and x is the photon path length in the attenuating material. For

F. 12. Energy deposition in the whole body per initial photon (p.i.p) in Case 2 for the four Monte Carlo packages included in Table II. Note the narrow range

of the vertical scale, and the presence of the statistical uncertainty bars in each simulation.

Medical Physics, Vol. 42, No. 10, October 2015
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F. 13. Primary component (top) and scatter component (bottom) of energy incident on the scoring plane ROI per initial photon (p.i.p.) with the full field x-ray

beam for the radiography (0◦ projection). 56.4 keV x-ray energy simulations of Case 2 with the four Monte Carlo packages included in Table II.

this 20 cm thick phantom, a 1% change in µ translates into a

greater than 4% change in e−µx.

Additional graphs are included in the electronic spread-

sheets that provide the simulation results. All uncertainties

shown in tables and graphs are due only to the statistical

uncertainties from the Monte Carlo simulations and do not

include any uncertainties or limitations of the underlying phys-

ics models or cross sections.

5. DISCUSSION

The comparison of simulated results with experimental

measurements is still an essential step in the process of

validating a new simulation algorithm. However, the possi-

bility to benchmark simulation results among different codes

using clearly defined geometries, material composition, and

scoring methods eliminates many of the sources of variability

and error found in experimental measurements and provides

an insight into the inner workings of the simulation code at a

precision level beyond the accuracy of standard experimental

measurements.

5.A. Comparison of results among Monte
Carlo packages

In general, the implementations of all six cases with the four

Monte Carlo packages included in the TG report resulted in

estimates with very good concordance, with most of the results

being within the statistical uncertainty of the simulations.

For those differences that exceeded the statistical uncertainty,

many differences are within ∼5% and most within 10% of

the mean of the results. Some, if not all, of the differences

beyond statistical uncertainty could be due to small differences

in interpretation of the simulation conditions or even errors

in implementation of the cases by the TG members. Every

attempt was made to minimize this possibility. In some of

the cases, the differences were also clearly produced by the

underlying differences in the physical models used by the

multiple codes, such as small differences in the energy of
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the emitted characteristic x-rays or the modeling of Compton

scattering events.

It should be noted that the implementations of Case 6

(Sec. 3.F) resulted in somewhat larger differences among the

codes than those seen for the other cases. This simulation

case is more sensitive to subtle differences in physics models

compared to the other simulations because it is sensitive

to electron transport details. Thus, it is to be expected that

the comparison among the different Monte Carlo simulation

packages would be the most challenging. Differences among

the predicted energy-discriminated fluence were found to be

approximately ±10%–20%, except for the very low-energy

bins below approximately 3 keV for the molybdenum spec-

trum and 12 keV for the tungsten spectrum, respectively. At

these very low energies, where the electron interaction physics

models are known to have larger uncertainties, the discrep-

ancies between codes were considerably larger. At these ener-

gies, however, diagnostic imaging conditions normally result

in these x-rays being fully attenuated by added filtration, so

these discrepancies are not expected to impact realistic imag-

ing research.  produced characteristic emission peaks for

the molybdenum target that were substantially higher than

those predicted by the other codes. While the total energy

fluence estimates for the tungsten target spanned a range of

approximately ±1%–±2% with only one difference being 4%,

the molybdenum target spectrum simulations demonstrated

much larger differences, mostly due to the substantially higher

estimates in characteristic emission by the  simulations.

These calculations are sensitive to the electron impact ioniza-

tion cross sections used.

5.B. Lessons learned

The exercise performed for this TG report, specifically the

design and implementation of several simulation test cases

with a number of different Monte Carlo simulation packages,

resulted in a number of problems that were identified and

corrected along the way. These problems and inconsistencies

in interpretation now provide information that we hope will

help readers when implementing their own Monte Carlo simu-

lations.

Chief among the problems that could be encountered is

that the specifications of the simulations may not be followed

accurately. Preliminary results of some of the cases included in

the TG report resulted in large differences amongst the codes,

which had to be identified and corrected until the TG was

confident that the remaining discrepancies were present either

due to statistical uncertainties or real differences in either the

physics tables of each package or some other aspect inside

each code. An example of actual differences in the codes is the

small difference in the energy of some characteristic emission

x-rays, which resulted in associated peaks corresponding to

different energy bins depending on the Monte Carlo package

used. Therefore, great care should be taken in implementing

these simulations with the correct input parameters, in terms

of geometry, materials, source, and scoring. Errors observed

during this exercise and which may affect others include the

following.

1. Incorrect source type (e.g., isotropic versus nonisotropic

point source): For all simulations except Case 6 and the

point spread function sources (Cases 2 and 3), the source

should be isotropic.

2. Incorrect scoring metric (e.g., fluence versus planar flu-

ence versus energy fluence): For comparison to the pres-

ent data, all fluence scorings should be planar fluence,

i.e., the factor for the cosine of the incidence angle does

not apply.

3. Incorrect scoring units (e.g., total x-rays incident in a

ROI versus x-rays per unit area).

4. Incorrect binning (e.g., whether the energy of a bin

represents the midlevel, the minimum, or the maximum

of the bin): All spectral information, i.e., the x-ray

spectra provided for the simulations and the results for

Cases 1 and 6, specify the midlevel of the energy bin.

When sampling, energies are sampled uniformly across

each bin.

5. Incorrect material composition and density definition:

Care should be taken when defining the materials.

6. Direction of travel in rotating/translating sources: The

directions in which rotations or translations are positive

are marked in the figures.

7. X-ray source translation versus rotation: Note that to

more accurately reflect the way the corresponding imag-

ing systems function, the simulation of body tomosyn-

thesis calls for the x-ray source to translate parallel to the

scoring plane to an angle of 15◦ while the simulation of

breast tomosynthesis involves the source rotating about

a point at the scoring plane to an angle of 15◦.

8. Incorrect normalization: All results normalized “per

photon history” are normalized to only the acceptable

histories that are emitted toward the area specified (in

most cases, the entire scoring plane). The results should

not be normalized to all histories potentially emitted

in all directions covering the 4π sphere. The EGSnrc

collimated source gives quantities normalized to the

incident real fluence, not the number of histories. To

convert to a quantity normalized per number of particles,

one has to calculate the solid angle subtended by the

point source and the scoring plane.

9. Excluding the surrounding air was found to have a small

but significant effect on the results in Cases 1 and 4.

One issue that can introduce differences in the results is

the setting of the energy or range threshold/cut. This is a

very important parameter in many simulations and can have a

substantial impact on the results in many types of Monte Carlo

simulations. Among the cases included in the TG report, this

is especially true for Case 6, the simulation of the generation

of x-rays.

An interesting issue was observed with  for Case 4.

For all simulations for this case, a void collimator (material

of the collimator set as a void region where photons have no

importance) was used to properly collimate the isotropic x-

ray point source. When the collimator and point source were

rotated in 10◦ increments about the phantom, large differ-

ences between  results and the other codes were observed
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between 60◦–80◦ and 280◦–300◦. These differences were elim-

inated when the phantom inserts, not the collimator and point

source, were rotated in 10◦ increments. It appears that the

rotation of a rigid shape (like the collimator assembly) in an

environment with some finite spatial resolution may result in

unexpected behavior when photons interact with the edges

of the rotated, rigid structure. Although no clear explanation

is available to account for this observation, care should be

taken, at least with , when using a rotated collimator

assembly.

Finally, care should be taken when incorporating variance

reduction techniques in the simulations. During the early

stages of obtaining the results for the TG report, a bug in

the implementation of the variance reduction technique of

“particle splitting” in 4 version 9.5 and 9.5 patch 1 was

found. Due to this bug, the reduced weight given to each

split photon was not inherited by any subsequently created

secondary particle, resulting in biased results. This was only

identified during the comparison of the results of the different

packages performed during this work, but could have gone

unnoticed in regular research work. The bug has been cor-

rected in later versions of 4, including the one used for

the final simulations of all cases included in the TG report

(version 9.6 patch 2).

5.C. Simulation times

All the results provided in the electronic spreadsheets

include timing information for the simulations implemented

with the four Monte Carlo packages listed in Table II. The

timing information for each simulation is presented in two

forms: (1) the mean time per history simulated and (2) the total

simulation time needed to achieve an uncertainty of 1% for a

specific scored quantity. Given the possible use of different

variance reduction techniques, the latter quantity in general

provides more complete information regarding simulation

times than the former. The timing results are provided based on

the execution time of each simulation with the computational

resources used by each TG member, assuming a sequential

execution of the simulation on a single core. Therefore, the

timing differences include variations in the type and clock

speed of the processors used.

It was not the goal of this TG to compare the efficiency

of the Monte Carlo packages tested, but rather to provide

consistent results among them, with the priority being that

the simulation conditions be as similar to each other as

possible. Therefore, the use of the most efficient methods

to perform these simulations, including the use of variance

reduction techniques, varied considerably among the groups

implementing the simulations. For example, the 

simulations were not run with any variance reduction tech-

niques, and the  and 4 simulations included

the tracking of electrons, although their inclusion is not

expected to affect the results. Although it was not always

the case, some of the other implementations did include

variance reduction and did not include tracking of electrons.

This resulted in the  simulation times being larger in

general than those for the other codes. The specific simulation

parameters used in the implementation of all cases for each

Monte Carlo package are provided in the Appendix of the

report.

The scored quantity that the timing to 1% precision is

referred to is clearly marked in the results spreadsheets.

Useful observations can be made from the timing information.

In various situations, variance reduction techniques have

the ability to very substantially improve the efficiency of

calculations. For example, a factor of 2000× improvement

was obtained in the efficiency of the EGSnrc calculations in

Case 6 (x-ray spectra) by using variance reduction techniques.

When using variance reduction methods which are part of

general purpose code systems, one must take great care when

implementing them in a new code and verify their accurate

implementation by comparison to runs with the technique

turned off.

6. CONCLUSION

This TG developed and implemented six simulations of

typical experiments performed for diagnostic imaging re-

search with x-rays. These simulations were implemented with

four different well-known and publicly available Monte Carlo

packages and the results compared. All details of the inputs

and the outputs to the simulations are provided in the TG report

and in associated electronic files.

It should be noted that each research investigation has

different requirements and therefore the Monte Carlo simu-

lations needed may include higher levels of complexity com-

pared to those presented in this report. For example, the simu-

lations described in Case 3 (mammography and breast to-

mosynthesis) may be sufficient for investigations of dose in

a homogeneous breast phantom. On the other hand, Case 5

(computed tomography dosimetry with a voxelized patient

model) may not be sufficient to estimate dose to patients from

helical CT scans using automatic exposure control techniques

and/or in the presence of a complex bow-tie filter. If higher

levels of complexity are required, it is up to the investigator to

determine what additional validation steps would be needed

(e.g., comparisons with physical measurements). Even for

those situations in which the cases presented here are not suffi-

cient for complete validation, comparisons to the reference

cases described in this report are strongly recommended. In

addition, to consider a new simulation validated, the results

obtained do not necessarily have to be within the ranges pre-

sented here. It is up to the investigator’s discretion to decide

when his/her results are considered to be consistent with those

found by this TG, and whether his/her code can be considered

validated.

Therefore, this TG recommends the following.

1. That all Monte Carlo methods used for medical imag-

ing research for publication in scientific journals be

analyzed by comparing results obtained with the pro-

posed methods to results of the relevant case(s) included

in the full report.

2. That the analyses be included in published and pre-

sented works, with a reference to the specific case
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used, and a description of the relevant details of the

case including x-ray spectra, imaged objects, tallies

performed, and statistics of the Monte Carlo results, as

well as the relative percentage difference found between

the results obtained and the corresponding mean of the

results in this report. If the results obtained are outside

the ranges of the results presented in this report, the

relative percentage deviations from these ranges also

need to be provided and justified.

3. This Task Group suggests the following language to

describe the comparison: “The Monte Carlo methods

used in this work were tested by performing case(s)

XX–YY of the AAPM TG report 195 (ref ). The simula-

tions were performed using. . . (provide details of simu-

lation as listed in point 2 above). The results of our

simulations agree to within X% of the mean results pub-

lished by TG 195 and they (either) fall within the range

of the results published by TG 195 (or) are Y% from

the lower/upper limit of the range of results published

by TG 195. The statistical uncertainty obtained for these

simulations was Z%.” A table listing the detailed results

of this analysis with appropriate uncertainty estimates is

preferred.

4. That in published and presented works, the Monte Carlo

code and methods being used be described in detail

including software and hardware, total computation

time, and any optional parameters being used (e.g., vari-

ance reduction techniques, energy cutoff values). Any

relevant modification of the standard code release (such

us a new scoring routine) should be described with

enough detail that it could be reproduced by indepen-

dent investigators.

5. That in published works, reference to this report should

be made by including a citation to the paper describing

this TG report in the journal Medical Physics.

The TG report can also be useful as an educational tool for

trainees and scientists gaining experience in the field of Monte

Carlo simulations, either as a self-teaching tool to ensure that

he/she is able to correctly perform a specific simulation or

as assigned learning projects as part of course objectives or

training programs.

Of course, many imaging modalities and potential simula-

tion types are not included in the TG report. This first under-

taking had to be limited to a manageable number of cases to

be completed in a realistic time frame. In the future, similar

reports that include simulations of other types of measure-

ments and/or other imaging modalities may be considered by

the AAPM.
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