
Abstract 

In this work, we propose a more realistic and efficient face-
based mobile authentication technique using CNNs. This 
paper discusses and explores an inevitable problem of 
using face images for mobile authentication, taken from 
varying distances with a front/selfie camera of the mobile 
phone. Incidentally, once an individual comes towards a 
certain distance from the camera, the face images get large 
and appear over-sized. Simultaneously sharp features of 
some portions of the face, such as forehead, cheek, and chin 
are changed completely. As a result, the face features 
change and the impact increases exponentially once the 
individual crosses a certain distance and gradually 
approaches towards the front camera.  
  This work proposes a solution (achieving better accuracy 
and facial features, whereby face images were cropped and 
aligned around its close bounding box) to mitigate the 
aforementioned identified gap. The work investigated 
different frontier face detection and recognition techniques 
to justify the proposed solution. Among all the employed 
methods evaluated, CNNs worked best. For a quantitative 
comparison of the proposed method, manually cropped 
face images/annotations of the face images along with their 
close boundary were prepared. In turn, we have developed 
a database considering the above-mentioned scenario for 
40 individuals, which will be publicly available for 
academic research purposes. The experimental results 
achieved indicate a successful implementation of the 
proposed method and the performance of the proposed 
technique is also found to be superior in comparison to the 
existing state-of-the-art. 

1  http://www.biometricupdate.com/biometric-news/mobile-biometric-
news 
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1. Introduction
Accessing information on mobile devices has become 
mainstream nowadays; besides the clear benefits that 
mobile devices provide as a means to improve efficiency, 
productivity, and user convenience, they, in turn, require 
proper methods for secure access control.  For this reason, 
governments and private industry are turning to mobile 
biometrics to speed up processing of people and goods in 
financial services and banking, law enforcement, military, 
public transportation, border control, healthcare and 
commercial shipping. 1Acuity Market Intelligence released 
a new research report which forecasts annual revenue from 
the mobile biometrics market will grow at nearly 41 percent 
CAGR from $6.5 billion in 2016 to $50.6 billion in 2022 
[1]. In addition, there will be more than 1.37 trillion in 
payment and non-payment mobile device transactions that 
require some level of biometric authentication. To date, 
biometrics have been widely adopted as a convenient PIN 
alternative for unlocking smartphones. The major biometric 
traits used for mobile authentication are a face, iris, and 
fingerprint. Fingerprint requires an additional sensor, iris-
based mobile authentication is intrusive. Whereas, the face 
trait does not possess these disadvantages.  

 For these reasons, the face trait is used for a wide variety 
of application scenarios, however there are some scenarios 
in real life applications where face recognition still poses 
certain limitations. One such phenomenon happens when 
an individual comes closer to the camera; the face image 
captured in such a scenario becomes large and over-sized, 
which appear as different types of facial appearance 
deformation. Face recognition is truly-based upon 
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anatomical/shape and texture–based facial components. 
Therefore, it can be easily assumed that such a scenario will 
highly impact the performance of the system. Such 
scenarios are also true for face image based mobile 
authentication. For face image-based mobile 
authentication, the front camera or the selfie camera of the 
phone is usually employed. Our observations suggest that 
the face images captured with this camera for mobile 
authentication gets similar over-sized and distorted effects 
once an individual comes too close to the camera. In real 
life, an individual can hold the camera at different distances 
while getting authenticated.  Examples of face images in 
such a scenario are given below in Figure 1.  

(a)                   (b)                   (c) 
Figure 1: Face images of an individual collected by himself at a 
different distance while authenticating himself on his mobile. 

To the best of our knowledge, this problem of face-based 
mobile authentication has not been investigated in the 
literature in terms of facial key point detection, landmark 
detection and by 3D face image reconstruction. The main 
reason for this distortion was assumed to be the optical 
phenomenon of refraction of the object through the camera 
front lens. If the object crosses the focal length of the front 
lens, the distortion is found. Furthermore, when the images 
are captured in the wild, it can contain external specular 
reflection, and other external objects (for example in Figure 
1(a & b)) that is assumed to affect the working principle of 
key point detection, landmark detection and 3D face image 
reconstruction.  To fulfil the aforementioned gap, the 
present work is proposed.     
    Over the last few decades in the machine learning 
literature, Deep Convolutional Neural Networks have been 
thoroughly investigated. We assume that Deep 
Convolutional Neural Network-based alignment can be a 
significant advancement. The specific contributions of this 
work are: 

1. A novel technique to handle the impact/
deformation of face images captured from the front
camera of a mobile phone at different distances is
proposed.
2. A real-life dataset of face images of individuals
captured from the front camera of a mobile phone is
proposed.

The remainder of the paper is organized as follows: 

Section 2 summarizes the literature, Section 3 highlights the 
proposed methodology, followed by Section 4 which 
highlights the experimental setup and results, and Section 5 
draws an overall conclusion and future scope. 

2. Literature Review
 For face-based person identification, a significant

amount of work has been undertaken in the literature. Many 
different methods for face identity establishment have been 
proposed during the past few decades [2]. For feature 
extraction techniques, seminal works were proposed for 
holistic matching methods such as Principal Component 
Analysis (PCA) [3], Eigenfaces, Probabilistic Eigenfaces 
[4, 5], Fisher faces/subspace LDA [6, 7, 8], SVM [9], 
Evolution pursuit [10], Feature lines, ICA [11], etc. The 
next category of feature extraction techniques used were 
Feature-based methods such as pure geometry-based 
methods [12], Dynamic link architecture [13], Hidden 
Markov model [14], and Convolutional Neural Networks 
[15]. Other categories of feature extraction techniques used 
include Modular Hybrid LFA [16], Shape-normalized [17], 
component-based [18], etc. Some other categories of 
feature extraction techniques used were LDA/FLD [19, 20], 
PDBNN etc. Reduced Eigenface is used in [21], and DLBP 
is used in [22, 23].  

 In the area of facial deformation research topics such as 
facial key point detection, landmark detection and 3D face 
image reconstruction have been investigated. Without 
considering some of the major challenges, a face database 
is proposed in [25], and a distance estimation techniques 
has been proposed in [24]. In the context of key-point and 
landmark detection from around main facial components 
such eyes, nose, chin, and mouth. The facial feature points 
are rich, discriminative and cover the most important parts 
of the face. The manually labelled feature points represent 
a shape, and these points along with their corresponding 
images are given to the training system to learn the model 
between appearance variation and shape variation. The 
trained model is used to localize the shape of the facial 
feature points according to facial appearance. However, 
detection of such shapes is a challenging task due to the 
deformation of the face. There are some methods based on 
carefully designed features such as SIFT [30], pixel 
difference features [28], local binary features [31]. 
However, all these methods cannot handle the variations in 
shape and appearance. A comprehensive survey on facial 
feature point detection can be found in [32]. The survey 
categorized the existing methods into the following four 
groups: constrained local mode, active appearance model, 
regression-based, and other methods. 

 Though significant progress has been made, facial 
feature point detection is limited in its success by in-the-
wild and real-world conditions e.g. variations across poses, 



expressions, illuminations, and occlusions. Although some 
state-of-the-art methods are ostensibly comparable to 
humans on some databases, there remain challenges in 
detecting occluded faces or those with large shape 
variations. Furthermore, most existing real-world 
databases are composed of frontal or near frontal images. 
To address this scenario, a cascaded elastically progressive 
model for accurate face alignment is proposed in [23] in 
recent work. All of these scenarios is found to be true in our 
experimental scenario. 

Currently, deep learning provides state-of-the-art results 
on face detection and recognition due to its ability to learn 
the relevant features [31].  The learned features perform 
much better than hand-crafted features due to the rich, 
expressive, and discriminative nature of the learned 
features. Thus, we hypothesize to propose a technique 
based on Deep-CNNs to solve the above-highlighted 
challenge.   

3. Proposed Methodology
Apart from the general face recognition challenges, 
additional challenges can be faced in the scenario of face 
capture at a varying distance by mobile smartphone front 
camera. The main challenges that can be faced in the close-
up distance are intra-class variance due to optical 
phenomena, i.e. refraction. Conventionally, human face 
image appearance has potentially very large intra-subject 
variations due to 3D pose, illumination (including 
indoor/outdoor), facial expression, occlusion due to other 
objects or accessories (e.g., sunglasses, scarf, etc.), facial 
hair and aging. These types of inter-subject variances are 
dealt with in the literature with robust feature and 
classification techniques. Excluding these challenges, in the 
scenario where face images are acquired close up, the intra-
subject variance in face images captured from close-up 
include distortions of the face, and they appear over-sized. 
By observing the swelling formation or abnormal 
enlargement of a face part, it appears to have an abnormal 
impact on the personal identification scenario.  The main 
reason for this distortion is assumed to be the optical 
phenomenon of refraction of the object through the camera 
lens. If the object crosses the focal length of the lens, then 
a distortion is found.  
   On observation, we can find that in this scenario of facial 
features getting distorted, these mostly appear around the 
perimeter of the face, and hence the face images were pre-
processed by cropping and aligning them around the face 
boundary. 
   The proposed face pre-processing as well as the 

recognition system employed, are discussed in the next 
subsections. 

3.1. Face Pre-processing   
We have employed a couple of advanced face detection 
techniques. They are as follows: 

Viola-Jones face detection: The first detection 
technique used is the MATLAB built-in class and 
function. Based on Viola-Jones face detection 
algorithm [27], the computer vision system toolbox 
contains the vision.CascadeObjectDetector System 
object which detects objects based on the above-
mentioned algorithm. For fast and accurate detection 
and for efficient computational resource allocation, we 
used three components namely: a) The integral image 
for feature computation, b) Adaboost for feature 
selection and c) An attentional cascade. For extracting 
features, this algorithm uses Haar features, which is 
scalar product between the image and some Haar 
templates. For face detection, Adaboost assumes the 
detection, where 1 means that there is a face and -1 
signifies the opposite, as well as the number of Haar-
like features extracted from an image. Adaboost aims 
to iteratively drive down an upper bound of the 
empirical loss. For more efficiency, the simpler 
classifiers are used to reject the majority of sub-
windows, then more complex classifiers by cascade 
are called upon to achieve low false positive rates. It 
can detect the face bounding box from which the face 
images are cropped by hard coding. 

CNNs: For face detection and alignment, we have 
employed CNNs. The performance of the alignment 
process is degraded by variation in poses, lighting 
conditions and occlusion. In recent years, 
Convolutional Neural Networks (CNNs) have shown 
significant improvements over other methods based on 
traditional machine learning. Traditional machine 
learning techniques use hand-crafted features which 
have a low representation capability for objects. 
Whereas CNNs learn the generic features which 
encode the domain knowledge in a much better way.  
    Therefore, we have adopted a cascaded multi-task 
CNN for the face detection and alignment problem 
[27], and finally to crop the image around the face 
boundary. The adapted CNN works in three stages. In 
the first stage, a shallow network is used to generate 
potential proposals for faces. A Non–Maxima 
Suppression (NMS) is applied to remove redundant 
bounding boxes. The second stage acts as a refinement 
for further removal of false proposals. Finally, the 
third stage extracts the detailed information and 
outputs five landmark positions. 

3.2. Face Recognition 
The recognition techniques used are summarised below. 

CNN- We have employed the FaceNet model proposed 
in [26], that directly learns a mapping from face 
images to a compact Euclidean space where distances 
directly correspond to a measure of face similarity. 



Once this space has been produced, tasks such as face 
recognition, verification and clustering can be easily 
implemented using standard techniques with FaceNet 
embedding as feature vectors.  
   The method uses a deep convolutional network 
trained to directly optimize the embedding itself, 
rather than an intermediate bottleneck layer as in 
previous deep learning approaches. To train the 
Inception-Resnet-v1 model, it was used as a classifier, 
i.e., not using Triplet Loss as described in the FaceNet
paper [26]. The initiation trained/weight was
performed on the CASIA/Facescrub datasets, looking
at the accuracy and the validation rate
(VAL@FAR=10^-3). A batch size of 1000, iterations
300, and epoch 1 was used.

4. Experimental Results
The experimental result conducted are detailed in this 
section along with the proposed dataset. 

4.1. Proposed Dataset 
A dataset was created to conduct the experiments of the 
proposed methodology. To the best of our knowledge, no 
dataset exist in the literature which covers the proposed 
subject of research. 

 The proposed dataset was collected from 40 individuals, 
including 28 males, and 12 females all varying in age 
between 19-65. Different types of mobile cameras available 
in the market (Motorola, iPhone, Samsung, etc.) were used 
for data collection to test the robustness of the technique. 
  Each individual captured all their images by one type of 
sensor, using the front camera. The images were captured 
at different times of the day and in the time period of 30 
days.  
   Due to this long phase of the collection, a huge intraclass 
variation can be noted in the dataset (an individual is 
wearing different, dress, makeup, etc.). Additionally, the 
individuals captured their images holding the phone as if 
they are attempting to get authenticated to their mobile via 
a face image.  
  The images in the dataset were collected at three different 
distances: close to camera (< 1ft and > 0.7 ft) distance 3, 
moderately far (<1ft and > 1.3ft) distance 2 and far (<1.3 ft 
and > 1.6ft) distance 1. All this makes the dataset more 
realistic and close to a real life scenario.  
 In addition to the major challenges highlighted, the other 

basic challenges such as, blurring (when a person takes a 
picture using the front camera lens, due to hand instability, 
the picture may get blurred).  
  Furthermore, different intensities of light from the 
background (which may degrade the quality of the face 
image as the intensity of light plays a vital role in capturing 
a quality image). Persons with different types of makeovers 
are also included in the database. Some examples of such 
images are included in Figure 3.  

Figure 2: Examples of face images – some individuals from the 
dataset at different distances from the camera 

Figure 3: Images with noisy backgrounds, uneven illuminations 
etc. 

  For each individual, 40 images were collected, 5 were 
used for training and 35 for testing (this was done to 
evaluate the real-life scenario where the individual will 
enroll once and will validate for an infinite number of 



occasions). Examples of some individuals from the dataset 
are in Figure 2. 

4.2. Results of Preprocessing Experiments 
The major challenges that can exist in individual face 
recognition for the above-mentioned scenarios seem to be 
automatic segmentation, cropping, and alignment of the 
face images.  
   In this work segmentation s performed in manual mode as 
well as automatic mode by computer vision techniques to 
crop the face images along the closure boundary box of the 
face. Manual segmentation or ground truth is undertaken 
for qualitative and quantitative analysis with respect to the 
automatic one. Examples of these images are shown in 
Figure 4.   
   The images in the first column are the original image, the 
2nd column shows the manual crop image. The 3rd column 
shows automatic crop image by Viola-Jones face detection 
and 4th column contains automatic crop images by CNN- 
based alignment.  

Figure 4: Examples of manually and automatically segmented 
images 

The CNN method works well for face detection; a 
comparison result of both methods are summarized in Table 
1. We can observe from the table that a large number of face
images were not detected properly; the miss rate was high
for the Viola-Jones-based face detection method.

Table 1: Results of the detection techniques where a number of 
images were not correctly detected 

Techniques Distance 1 Distance 2 Distance 3 
CNN 6 101 783

Viola-Jones 1393 1455 1730

It can also be observed that the miss rate increased 
substantially with distance measures 1 to 2 and 3 ~ the 50% 
miss rate again reduced to 35% at distance 3. The reason 
might be the deformation in the face shape for distance 2 
and 3 as well as illumination. Major attention for future 
research should be directed towards scenario 2 and 3. 

Examples of some images that are missed by both the 
methods are shown in Figure 5. 

   

Figure 5: Examples of some images that are missed by both face 
detection methods. 

It is quite clear from the above discussion that there is 
significant room for research to advance the state-of-the-art 
for this subject of research. 

4.3. Recognition and Verification Experimental Setup 
The recognition experiment was performed with 3 sets of 
features. For the original and manual set, 5 images were 
used for training and the rest for testing. Among the 
previously-mentioned break down, only the aligned face 
images were used. The three sets of experiments were 
performed for each type of image in the dataset (original, 
automatic crop image and manual crop image). 
  Among the automatically cropped images, only the CNN 
outputs were used as it performed better. The performance 
of  each category and the cross-distance combination 
mentioned, were tested to portray the realistic performance 
for the proposed face-based mobile authentication (an 
individual can hold the mobile camera from a different 
distance in real life). The legend used for the experiments 
is:   

1st original- the original image at the far distance,  
2nd original- the original image at the moderately far 
distance,  
3rd original- the original image at the near distance,  
1st Auto- the automatically cropped image by CNN at 
the far distance, 2nd Auto- the automatic cropped 
image by CNN at the moderately far distance,  
3rd Auto- the automatically cropped image by CNN at 
the near distance,  
1st Manual- manually cropped at the far distance, 
2nd Manual - manually cropped at the moderately far 
distance, 3rd Manual - manually cropped at the near 
distance.  

The detailed results of the recognition and verification 
stages are summarized in Tables 2 and 3, respectively. 



    Table 2: Results of the recognition accuracy (in scale of 1) 
Training Testing CNN

1storiginal 1st_original 0.084 

2nd_original 0.069 

3rd_original 0.046 

1st_Auto 1st_ Auto 0.981 
2nd_ Auto 0.973 
3rd_ Auto 0.958 

1st_Manual 1st_ Manual 0.028 

2nd_ Manual 0.029 

3rd_ Manual 0.023 

2nd_original 1st_ original 0.078 

2nd_ original 0.076 

3rd_ original 0.077 

2nd_Auto 1st_ Auto 0.988 
2nd_ Auto 0.978 
3rd_ Auto 0.990 

2nd_Manual 1st_Manual 0.094 

2nd_Manual 0.055 

3rd_ Manual 0.057 

3rd original 1st_original 0.046 

2nd_original 0.076 

3rd_original 0.089 

3rd_Manual 1st_Manual 0.138 

2nd_Manual 0.083 

3rd_ Manual 0.154 

3rd _Auto 1st_ Auto 0.961 
2nd_ Auto 0.952 
3rd_ Auto 0.955 

4.4. Result Discussion of Recognition Experiments 
It can be concluded from the above Table 1 that a very 
substantial recognition accuracy is obtained. When the 
alignment and the manual cropping of the face images are 
done, the cross distance accuracy attended in those 
scenarios was very impressive. CNNs-based features were 
found to be the best of all the features used. For the auto 
scenario, the recognition accuracy is ~0.97 and for 
verification ~0.99.  
   The pattern for the results of the cross-distance scenario 
is also very promising; for auto only, a difference of ~0.01 
can be found in the recognition scenario and ~0.005 for 
verification. The pattern for the result of the cross-distance 
scenario is also very promising for auto only, a difference 
of ~0.01 can be found in the recognition scenario, and 
~0.003 for the verification scenario.  

   Whereas, the performance difference between auto and 
original is quite high for the recognition scenario and 
verification. Moreover, the performance of the auto in the 
cross-distance is also very high for recognition and the 
verification scenario. The performance of the cross-
distance of the original and manual was around ~0.35 and 
~0.4 for recognition. The performance for verification 
cross-distance differs by ~0.04 and ~0.005 for original and 
manual, respectively. 

  Table 3: Results of the verification accuracy (in scale of 1) 

Training Testing CNN

1st original 1st_original 0.940 

2nd_original 0.909 

3rd_original 0.901 

1st_Auto 1st_ Auto 0.991 
2nd_ Auto 0.991 
3rd_ Auto 0.998 

1st_ Manual 1st_ Manual 0.921 

2nd_ Manual 0.930 

3rd_ Manual 0.930 

2nd_ original 1st_ original 0.911 

2nd_ original 0.916 

3rd_ original 0.907 

2nd_Auto 1st_ Auto 0.988 
2nd_ Auto 0.998 
3rd_ Auto 0.995 

2nd_Manual 1st_Manual 0.941 

2nd_Manual 0.950 

3rd_ Manual 0.917 

3rd_original 1st_original 0.941 

2nd_original 0.966 

3rd_original 0.989 

3rd_Manual 1st_Manual 0.981 

2nd_Manual 0.988 

3rd_ Manual 0.983 

3rd _Auto 1st_ Auto 0.988 
2nd_ Auto 0.981 
3rd_ Auto 0.995 

4.5. Result Discussion of Verification Experiments 
   The verification recognition performance of all the non-
cross-distance scenario cases is very promising.  As an 
overall conclusion, it can be stated that the recognition 
performance was poorer than the verification scenario. We 
can also state that the cropping and alignment of the face 
images have highly boosted the performance of both the 



verification and the recognition scenario. In this context, we 
must also mention that the performance of the auto 
experimental scenario is slightly boosted because of the 
smaller number of test samples, as almost 50% of the 
images could not be aligned. Examples of false accepted 
and false rejected images from the auto experiments for 
each distance are given in Figures 6 and 7, respectively.  
   It can be assumed from the above, given face images after 
alignment and cropping, that the misclassification of the 
face images is mostly due to the illumination and other 
noise, not due to the face shape or feature deformation. 
Therefore, it can be considered that the proposed solution is 
successfully proven by the experiments.  

4.6. State-of-the-Art Comparison 
    For a state-of-the-art comparison, we performed all the 
experiments with PCA, LDA, Fisher face, Eigen's face, and 
they were found to obtain ~13% and ~7% less performance 
than CNNs for recognition and verification, respectively.  
    We also compared the proposed work with the most 
recent and related work that can be found in the literature 
related to facial alignment [30] and facial key-point 
detection [23]. The proposed work was found to outperform 
in most of the scenario, and especially in the cross-distance 
scenario by ~3.5% and ~2% for recognition and 
verification, respectively. The main failure of these 
algorithms can be found in the scenario of challenging 
illumination and pose change.  

5. Conclusions and Future Scope
In this work, we propose a robust mobile authentication 
system using face images. The face images in this 
investigation can get affected by optical phenomena due to 
the distance of the individual from the camera/sensor. We 
identified the challenges and the reason for face image 
deformation in this scenario. Further, we proposed the pre-
processing scenario to resolve the problem by cropping and 
aligning the face around its close boundary. This helps to 
achieve higher accuracy by reducing the impact of 
deformation on the face, and by reducing background and 
redundant features. The face is detected then cropped 
manually and aligned along the face boundary for the image 
captured using CNNs. 
       The various challenges of this scenario are identified, 
and a dataset for this investigation was developed. Different 
detection and recognition techniques of face recognition 
were used, and CNNs were found to be effective. The 
developed database will be publicly available for academic 
research. The initial investigation substantiates the 
possibility of using cross-distance face images after certain 
pre-processing techniques.  
    Future work will involve expanding the database and 
employing a more robust method for face detection to 
resolve the identified gaps and open research areas 
identified. 
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Figure 6: Examples from false accepted auto images at different 
distances  

Figure 7: Examples from falsely rejected auto images at different 
distances  
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