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ABSTRACT: Numerous applications require the precise analysis of U isotope relative enrichment in sample amounts in the sub-
nanogram to picogram range, among those are nuclear forensics, nuclear safeguards, environmental survey and geosciences. How-
ever, conventional thermal ionization mass spectrometry (TIMS) yields U combined ionization and transmission efficiencies (i.e ratio 
of ions detected to sample atoms loaded) less than 0.1 or 2% depending on the loading protocol, motivating the development of 
sources capable of enhancing ionization. The new prototype cavity source TIMS at ETH offers improvements from 4 to 15 times in 
combined ionization and transmission efficiency compared to conventional TIMS, yielding up to 5.6 % combined efficiency. Uranium 
isotope ratios have been determined on reference standards in the 100 pg range bound to ion-exchange or extraction resin beads. For 
natural U standards, n(235U)/n(238U) ratios are measured to relative external precisions of 0.5 to 1.0 % (2RSD, 2<n<11, conventional 
source) or 2.0 % (2RSD, n=6, cavity source) and accuracies of 0.2 to 0.7 % (conventional source) or 0.4-0.9 % (cavity source). 
Meanwhile, n(234U)/n(238U) ratios are determined to relative external precisions of 1.7 to 3.6 % (2RSD, 2<n<11, conventional source) 
or 5.6 % (2RSD, n=6, cavity source) and accuracies of 0.1 to 2.5% (conventional source) or 0.5 to 8.3% (cavity source), which would 
benefit further from in-run organic interference and peak tailing corrections. 

Thermal ionization cavity sources were pioneered in the 
1970’s at radioactive beam facilities,1-2 developed further in the 
1990-2000‘s3-5 and subsequently applied to TIMS instruments 
at Oak Ridge National Laboratory and the IAEA’s Safeguard 
Analytical Laboratory,6-7 as well as at the Northwest Institute of 
Nuclear Technology,8 with the goal of analyzing the isotopic 
composition of actinides to identify the source of nuclear mate-
rials within the framework of nuclear safeguards.  

The ionization efficiency of U liquid loads on Re filaments is 
limited to 0.01-0.1% without additives7,8,9 and to 0.5-2% when 
adding Re powder and carbon over U bound to an ion-exchange 
resin bead10 or using porous ion emitters.11 To conduct the anal-
ysis of low U sample amounts or U minor isotopes to a high 
precision by TIMS, there is a need to compensate this less than 
2 % ions detected per sample atoms loaded, by either enhancing 
ionization efficiency, or by improving the detection capability 
for small ion beams. The latter can be done in multiple collec-
tion mode using low noise-to-signal amplifier Faraday cups, op-
tionally combined with simultaneous detection on one ion coun-
ter.12-15 The present study focuses on increasing ionization effi-
ciency.  

The process of thermal ionization, also referred as surface 
ionization, involves ionization at the surface of a heated refrac-
tory metal, following the Saha-Langmuir equation16 

 
ேశ

ேబ = 𝐴 𝑒𝑥𝑝[௘(థିூ)∕௞்] (1)  

where N+ and No are, respectively, the number of single 
charged ions and neutral atoms leaving the surface of the fila-
ment per unit area per second, A is the ratio of statistical weights 
of the ionic and atomic ground states (AU = 0.769), e is the 
charge of an electron (e = 1.602 x 10-19 C), is the work func-
tion of the metal surface (eV), I is the first ionization potential 
of the ionized element (eV), k is the Boltzmann constant (k = 
1.381 x 10-23 J.K-1) and T is the temperature of the metal surface 
(K).  

Different strategies have been used to enhance the work func-
tion of a refractory metal surface, which leads to increased ion-
ization efficiencies. Among them, graphitization induces the 
formation of a composite Re-C layer with a work function of 
5.84 eV, which is 0.4 eV higher than for the recommended work 
function of a polycrystalline Re surface.17-20 However, the ele-
vated first ionization potential of U (6.19405 (6) eV),19-20 is still 
high relative to the Re-C work function, calling for additional 
strategies to enhance ionization of U further. One of them is 
ionization in a cavity source. 

In a cavity source, ionization is mainly induced by surface 
ionization at the cavity refractory metal surfaces21 and the cav-
ity acts as a furnace for both evaporation and ionization of the 
sample. However, within a cavity, the probability of ionization 
is enhanced compared to the single contact with the ionizing 
surface in conventional TIMS. With a cavity temperature < 
2700 K, this results from the combination of multiple surface 
contacts of evaporated atoms within the confined volume of the 
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cavity, and electrical fields generated by the space charges of 
the ions and electrons within the cavity that help guide the ions 
towards the cavity orifice, thus reducing collisions with the 
walls of the cavity and recombination into neutral atoms.22 

In the present study, we investigate the U ionization capabil-
ity of our modified TIMS (FinniganTM MAT262TM) whose 
source has been replaced with a novel, in-house built cavity 
source prototype.23 This complements a preliminary study 
where U3O8 particles were successfully ionized and intends at 
constraining quantitatively the ionization efficiency of well 
characterized amounts of U bound to single ion-exchange or ex-
traction resin beads. We then compare the resulting ionization 
and transmission efficiencies of U samples in the sub-ng range, 
and the precisions and accuracies of their U isotope ratios, to 
the corresponding outcome from a conventional source TIMS 
(Thermo ElectronTM TRITONTM). In particular, we aim at pro-
ducing repeatable ionization efficiencies as well as precise and 
accurate U isotope ratios for natural U samples. For the sake of 
consistency and clarity, in the following, we compared our re-
sults solely with manuscripts documenting combined ionization 
and transmission efficiencies.   

Experimental section  

The ETH cavity source prototype design has been previously 
described in detail23 and only main features are summarized in 
the Supporting Information.  

Loading methodology 

Preparation of U resin bead batches 

We followed the resin bead loading approach developed for 
conventional TIMS where U is bound to a single ion-exchange 
resin bead.24 One extraction resin and several ion-exchange res-
ins were tested: the transuranic TriskemTM TRUTM resin (100-
150 m wet bead size), the Bio-RadTM AG 1-X8 anion resin 
(180-425 m wet bead size) and the Bio-Rad AG 50W-X12 cat-
ion resin (53-106 m wet bead size).  

Resin beads were rinsed in Bio-Rad columns by eluting dilute 
HNO3 (TRU), dilute HCl (AG 1-X8), or 6 M HCl (AG 50W-
X12) and subsequently conditioned to 8 M HNO3 (TRU), 11 M 

HCl (AG 1-X8) or 0.13 M HCl (AG 50W-X12). Beads were 
pipetted and sorted out with respect to size and shape using an 
EppendorfTM syringe under a binocular microscope. Then, 50 
beads of similar size were pipetted into 0.5 mL of ca. 20 ppb U 
solutions in 8 M HNO3 (TRU), 11 M HCl (AG 1-X8), 0.13 M 
HCl (AG 50W-X12) and left to adsorb U for 48 h.  

U amount per resin bead 

The bound U was leached from several resin beads individu-
ally with 1% HNO3 to determine the corresponding U amount 
per resin bead by ICPMS (Thermo ScientificTM Element XRTM) 
by comparison with Elemental ScientificTM ICPMS natural U 
standards of known concentrations (hereafter referred to as 
Unat). U concentration measurements were performed in low 
resolution mode, on sequences of 31 s analyses interspersed 
with 3 min wash and 110 s take-up times. 

When present, linear instrumental drifts were corrected using 
ISOPLOT 4 (developed by Dr. Ludwig at the Berkeley Ge-
ochronology Center). The analytical repeatability for the U 
standards lay in the range of 0.5-5.0% (2RSD) depending on the 
analytical session. Dilution uncertainty associated with Eppen-
dorf pipettes according to information provided by the construc-
tor and the weighing uncertainty of gravimetric standards have 
been propagated. 

With the exception of the cation resin, analyses were typi-
cally performed on 5 to 10 distinct resin beads for each resin 
batch (n duplicate analyses, n ≥ 5), each duplicate being meas-
ured twice (2 replicates). The reported uncertainty is the stand-
ard deviation of the duplicates (n>1), or the standard deviation 
of the replicates in the case of the cationic resin bead (n=1). The 
results and corresponding U standards are reported in Table 1. 
The scatter on the resin bead duplicates is always larger than the 
combined uncertainty from dilution and analytical repeatability 
and the U amounts vary more within the TRU resin beads than 
with AG 1-X8 beads. Attributing the U amount scatter in resin 
beads to bead size distribution would imply that hand-picking 
was most efficient with the AG 1-X8 resin, which was then pre-
ferred as the project developed. In addition, the orange color of 
the AG 1-X8 is an asset for „handpicking“ under a binocular 
microscope. 

 

Table 1. Uranium amounts in resin beads 

1measured on n individual resin beads 2inferred from the measured difference in concentration between the resin batch solution before and 
after introduction of resin beads 

U resin bead loading  

Prior to loading, cavities machined in-house from H.Cross 
companyTM 99.99% purity rhenium were outgassed for several 
days. All loading steps were carried out under a binocular mi-
croscope. One resin bead loaded with U was pipetted from a set 
of 50 resin beads in U solution and deposited on a parafilmTM. 

Remains of U solution adhering to the resin bead were dried 
with a KimwipeTM tissue to avoid that additional U from the 
solution biased the ionization efficiency estimates. The resin 
bead was then taken up in 0.1 L of glucose (1:10 glucose:water 
content) using a HamiltonTM syringe and loaded onto the tip of 
the sample holder of a previously outgassed cavity (Figure SI-

Resin bead 
U per resin bead (pg) (± 2RSD) 

CRM 112A Unat IRMM-187 U500 

Bead duplicates1 Solution2 Bead duplicates1 Solution2 Bead duplicates1 

TRU 159 (± 38 %) 
(n=10) 

169 (± 3%)     

AG 1-X8 141 (± 10%) 
(n=5) 

 
140 (± 15 %) 

(n=10) 
148 (± 1%) 

154 (± 22 %) 
(n=7) 

89 (± 7%) 
(n=5) 

AG 50W-X12 
  

197 (± 3 %) 
(n=1) 
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1) or at the surface of a previously outgassed filament. Glucose 
acts as a glue that maintains the resin bead in position. Different 
loading protocols are reported in Table 2. AquaDagTM (C col-
loidal solution), Alpha AesarTM Pt powder (325 mesh, 99.9 % 
purity) and H.Cross companyTM Re powder (325 mesh 99.99% 
purity) colloidal solutions were prepared with glucose, unless 
otherwise specified. In the presence of carbon (from the resin 
beads or from additives: glucose, AquaDag), U is reduced to its 
metal form. Upon heating, carbon is dissolved in Re,24 trigger-
ing rhenium carbide formation. As a result, Re-C surfaces en-
hance the work function compared with pure rhenium17-18 and, 
thus, the ionization of U. In addition, adapting the Pt electro-
plating method27 to increase the work function of the ionizing 
surface further, Pt powder was added as a colloidal suspension 
in glucose on top of the resin bead. The additives were loaded 
in various sequences, depending on the protocol: (i) AquaDag 
+ TRU resin (ii) TRU resin + Re (iii) TRU resin + Re + 

AquaDag (iv) Anion resin + AquaDag (v) Pt + anion resin (vi) 
Anion resin + AquaDag + Pt (vii) AquaDag + Pt + cation resin. 

For loading samples onto the filament with conventional 
source TIMS, a 0.7 A current was passed through the filament 
during resin bead loading, and afterwards slowly ramped to 1 A 
for a few seconds to dry the additives reported in Table 2. To 
avoid arcing and because elevated filament running tempera-
tures ( > 2000 K) induced Re platting of double filament holder 
glass beads, only single Re filaments were used, for which the 
ionization surface lies orthogonal to the glass beads. 

With the cavity source TIMS, the sample holder of a previ-
ously sample loaded cavity was placed on a hotplate at 323 K 
for a few minutes to dry the additives (reported in Table 2). The 
resin bead was always loaded prior to coating with additives, in 
a sequence: resin bead, AquaDag, Pt powder. 

The cavities or filaments were then loaded in the vacuum 
chambers of the corresponding instruments. 

 

Table 2. Loading protocols for U resin beads 

Loading protocols Efficiency (%) ± 2 SD Median T (K)4 

Resin 
Solutions and colloidal solutions1 Source Source 

Glucose AquaDag2 Re Pt2 Conventional Cavity Conventional Cavity5 

TRU 
- 

CRM 112A 

0.1 L    
0.24 ± 0.08 

(n=11) 
3.57 ± 1.53  

(n=2) 
2053 

≥ 2680 

0.1 L 0.1 L   
0.15 ± 0.09  

(n=3) 
 2003 

0.1 L   (0.1-0.3 L)3  
0.05 ± 0.02 

(n=5) 
  

0.1 L 0.1 L (0.1-0.3 L)2  
0.08 ± 0.00  

(n=2) 
 2108 

Anion resin 
AG 1-X8 

-  
Unat 

0.1 L    
0.37 ± 0.09  

(n=3) 
4.90 ± 1.57  

(n=3) 
2083 

0.1 L 0.1 L   
0.33 ± 0.11 

(n=6) 
4.54 ± 1.53  

(n=2) 
2103 

0.1 L   0.1-0.3 L 
0.60  
(n=1) 

 2133 

0.1 L  0.1L  0.1-0.3 L 
0.61 ± 0.34 

(n=5) 
2.57 ± 0.13  

(n=2) 
2163 

Cation resin 
AG 50W-X12 

-  
Unat 

0.1 L 0.1L  0.1-0.3 L 
0.15 
(n=1) 

 2153 

1 When loaded over resin beads, Pt and Re solutions were added until the resin bead was completely coated, causing the volumes to vary 
from 0.1 to 0.3 L for the TRITON loads. This might have led to a slighty higher release of U in glucose during loading of these protocols 
for conventional source than for cavity source. For the cavity loading, the resin enclosed at the bottom of the conic depression of the sample 
holder was readily coated with 0.1 L of colloidal solution. 2 suspension in glucose 3 suspension in ethanol 4 median of filament temperatures 
at the time when half of the ions have been collected 5 estimation from the melting point of Ir (see text for details). 

 

Conditioning 

Outgassing of the source and samples 

Conventional TIMS source  

Prior to analysis, slow ramping of the filaments was per-
formed at a rate ≤ 50 mA/min up to 2 A for all protocols and up 
to 4.5 A for the Pt coating protocols, after which the samples 
were let to cool for several minutes before resuming heating and 
focusing at a pressure of about 10-7 mbar, or lower. The pressure 
in the source housing during focusing and analysis was typi-
cally between 0.9 and 2.6 10-7 mbar, with the exception of 3  

analyses whose pressures varied from 2.4 to 5.1 10-7 mbar. The 
median pressure of all analyses was 1.4 10-7 mbar.  

Cavity source  

Slow cavity heating preceded analysis to (i) avoid resin bead 
violent decomposition and U loss, (ii) minimize the pressure in-
crease in the source (and the flight tube) and (iii) avoid inter-
rupting analyses due to arcing at source pressures in excess of 
10-6 mbar. A first ramping to 100 W heating power at 2.5 W/min 
(P ≤ 410-7 mbar) was followed by ramping to 200 W at 5 
W/min (P ≤ 610-7 mbar) and cooling until the pressure in the 
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source returned to the stand-by pressure ≤ 10-7 mbar. The entire 
resin bead conditioning and cooling step took 7 hours. 

Pressure during focusing and analysis in the cavity source 
was between 1 and 1510-7 mbar. At the upper limit, which was 
reached after about 1 hour of operation, the analyses were 
stopped and the filament and cavity let to cool. The analytical 
session was resumed when the pressure reached the stand-by 
regime of 10-7 mbar. 

Heating and focusing of the U samples for analysis 

Conventional TIMS source  

The heating of the filament was monitored with the two-
channel digital pyrometer installed on the TRITON instrument. 
Source tuning consisted in adjusting the source lens stack po-
tentials for maximum signal prior to analysis. This operation 
was also repeated automatically during analysis. 

Cavity source  

The repeller shield voltage focuses the electron bombardment 
(EB) beam onto the sample holder - cavity assembly. It is tuned 
after each EB filament exchange (4 times in 19 months) by 
monitoring the temperature distribution with a pyrometer such 
as to maximize the temperature at the surface of the cavity tube, 
and have the temperature of the cavity (ionization) exceed that 
of the sample holder (evaporation). Due to it being a single-
channel pyrometer and its view port getting coated with mate-
rial sublimated from the cavity, absolute temperature readings 
were considered unreliable and the pyrometer was solely used 
to monitor relative temperature differences of the cavity. Fur-
ther repeller voltage adjustments were repeated consequently to 
EB filament aging and thinning. During sample heating and be-
tween consecutive analyses, tuning mainly relied on adjusting 
manually the x-y-position of the cavity assembly relative to the 
source lens stack with the x-y-z-stage. This partly compensated 
for signal instability and optimized the ion extraction effi-
ciency. 

To a lesser extent, slight adjustments of the tuning of the re-
peller shield voltage could prove useful during heating. 

After an initial optimization at the beginning of this project, 
it proved unnecessary to re-adjust the cavity source lens stack 
voltages. 

 
Figure 1. Comparison of the ionization and transmission effi-

ciency for ca. 150 pg U loads on individual ion-exchange or extrac-
tion resin beads, between conventional source and cavity source 
TIMS, using identical loading protocols (Table 2). Additional pro-
tocols tested by conventional TIMS are reported in Table 2. The 
enhancement in ionization and transmission efficiency is a factor 
of 4 for the Pt-protocol and more than ten-fold, otherwise (see text 
and Table 2 for details). 

 

 

Ionization and transmission efficiency determination 

Combined ionization and transmission efficiencies were de-
termined by running standards of known U amounts (CRM 112 
A with the TRU resin and Unat with the anion and cation resins, 
Table 1) to complete exhaustion, monitoring 238U beams with 
low mass resolution settings (corresponding to a 0.8 mm wide 
source slit on the cavity source), and calculating the ratio of de-
tected ions to loaded atoms (Table 1 and Figure 1). 

U isotope ratio analysis 

Choice of source slit width 

For cavity source TIMS, using a 0.8mm wide source slit de-
grades the mass spectrum peak shapes.23 Instead, for a better 
plateau on the peaks for analysis, U isotope ratio measurements 
were carried out with a 0.3 mm wide source slit leading to an 
about 2-times increased mass resolving power, with the side ef-
fect of losing signal intensity by a factor 1.67 compared to a 0.8 
mm wide slit. 

Baselines 

During TIMS with a conventional source, thirty second elec-
tronic baselines were measured with a defocussed ion beam 
every 6 min, whereas, with cavity source TIMS, baselines con-
sisted of on-peak zero (OPZ) electronic background measure-
ments of the Faraday cups on masses where no signal was ex-
pected (Pu isotopes) or whenever the signal remained below the 
Faraday cup detection limit (mass 237.05 u) (see below proto-
cols 2 and 3, Table 3).  

Data reduction 

The different U measurement strategies are summarized in 
Table 3.  

Measured U isotope ratio means are calculated as the aver-
ages of block means weighted with the corresponding block un-
certainties.  

By conventional source TIMS, resin beads were measured 
only once to complete exhaustion, following a Total Evapora-
tion protocol and analyses consisted of several blocks of 63 to 
126 s integrations each on 234,235,238U masses (Table 3). 

By cavity source TIMS, a resin bead was measured over sev-
eral heating sessions over one day or more, and each heating 
session yielded one measurement that combined several blocks 
interspersed by focusing and heating intervals. A block was de-
fined as the analysis of 10 times 8s integrations on 234,235,238U 
masses (Table 3). Signal drift linear temporal interpolation cor-
rections were applied on a per integration basis. For the TRU 
resin bead, heating sessions covered several days and each of 
the 4 replicates correspond to the mean of heating sessions cov-
ering one day (Tables S1 and S2).  

Following previous approaches,12,15 only ratios correspond-
ing to 238U > 1mV (I > 0.01 pA) were included in the data re-
duction. 

Uncertainty assessment  

Faraday cup detection system 

On the conventional source instrument, Faraday cup amplifi-
ers with 1011  feedback resistors have been checked for base-
line stability and those with less than 20 V noise (1SD, 4 s 
integration time) were selected for analysis. Amplifier gain sta-
bility was within 10 ppm (1SD). OPZ baselines of cavity source 
analyses were corrected for on a per integration basis (Protocols 
2 and 3, Table 3). The associated uncertainty is expected to be 
reflected in the run analytical precision. 
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The cross-calibration of Faraday cups can be assessed during 
analysis by measuring 238U on different Faraday cups (Protocol 
2, Table 3). Within analytical uncertainty, Faraday cup factors 

were not resolved for the cups monitoring 235U and 238U in pro-
tocols 2 and 3 and were therefore neglected. In any case, any 
significant drift or bias in the cup factors should be represented 
in the final run analytical precision. 

Table 3. Protocols for U isotope analysis  

Conventional TIMS Source 
Protocol-1 SEM FAR2 FAR3 FAR4 Integration time (s) Measurements 
Magnet setting-1 234U 235U 237.05 u 238U 8.4 234USEM/238UFAR4 

237.05SEM/238UFAR2 (abundance at mass 237) 
235USEM/238UFAR3 

Magnet setting-2 237.05 u 238U   4.2 
Magnet setting-3 235U 236U 238U  4.2 

Cavity Source  
Protocol-2 FAR1 FAR2 FAR3 Integration time (s) Measurements 
Magnet setting-1 237.05 u 238U 241Pu 8 OPZ (237.05FAR1, 239PuFAR2, 241,242PuFAR3) 

Cup factors and peak overlap (238UFAR1, 
238UFAR2, 238UFAR3)  
234USEM/238UFAR3 , 235UFAR2/238UFAR3 

Magnet setting-2 238U 239Pu 242Pu 8 
 SEM FAR2 FAR3  
Magnet setting-3 234U 235U 238U 8 
Protocol-3 SEM FAR2 FAR3  Measurements 
Magnet setting-1 234U 235U 238U 8 OPZ (239PuFAR2, 239,242PuFAR3) 

Yield and SEM/FAR3 peak overlap 
(238USEM/238UFAR3) 
Yield (235USEM/235UFAR2) 

Magnet setting-2 235U 236U 239Pu 8 
Magnet setting-3 238U 239Pu 242Pu 8 

Relative yield between SEM and Faraday cups 

On both instruments, the dark noise on the secondary electron 
multiplier (SEM) was less than 10 cpm.  

By conventional source TIMS, the yield between the SEM 
and Faraday cups (typically 95-96%) was assessed by peak hop-
ping measurement of a stable 238U ion beam on the SEM and a 
Faraday cup prior to analysis. The precision of the yield estima-
tion was less than the certified drift of a SEM (0.2%/h 1RSD at 
300 kcps, constructor information). No uncertainty was propa-
gated as the SEM drift variability is already represented in the 
repeatability of 234U/238U and 235U/238U ratios.  

By cavity source TIMS, for 235,238U ion beams < 10 mV (I235U 
and I238U <0.1 pA), the SEM-to-Faraday cup yield was assessed 
during analysis using 238U ion beams measured alternatively on 
the SEM and a Faraday cup, and corrected on a per integration 
basis (Protocol 3, magnet settings-1 to 3, Table 3). For 238U > 
10 mV and 235U < 10 mV, the applied yield was the weighted 
mean of the yield assessed using 235U ion beams (Protocol 3 
limited to magnet settings 1 and 2) and the 238U-yield(s) meas-
ured in the previous analyses. In this case, the yield correction 
was applied to the mean values of 234,235U/238U ratios of each 
analysis, with associated yield uncertainty propagation.  

For 235,238U ion beams > 10 mV (Protocol 2), the SEM-to-
Faraday cup yield correction on the mean values of 
n(234U)/n(238U) ratios was performed using the 238U-yield meas-
ured in the previous analyses, with associated yield uncertainty 
propagation. The median yield was 102 ± 0.6% with variations 
from session to session between 101 and 103 % and analytical 
uncertainties between 0.2 and 2.3 %.  

Background on 234U/238U 

The most accurate and reproducible protocol to correct for U 
abundance sensitivity on 234U would consist in interpolating be-
tween the background levels measured at 234U half-masses 
within the same analyses, using Faraday cups connected to 
high-resistance amplifiers or ion counting detection.12,15 How-
ever, in this preliminary study, the priority was given to the de-
termination of U ionization efficiency and of the precision on 

n(235U)/n(238U) ratios. Consequently, with the intent to maxim-
ize the measuring time and, thus the counting statistics, on 
n(235U)/n(238U) ratios, 234U half-masses were not monitored. In-
stead, an alternative and crude approach has been pursued by 
deriving 234U background from the monitoring of mass 237.05 
u measured within the same blocks and described thereafter 
(Figure 2).  

Results and discussion 

U ionization and transmission efficiency  

The comparison of combined ionization and transmission ef-
ficiency obtained with cavity source TIMS and conventional 
source TIMS is summarized in Table 2 and Figure 1. The 2SD 
uncertainty in efficiency is consistent with, or largely resulting 
from, the heterogeneous distribution of U contents from bead to 
bead (Table 1). Although Pt coating protocols are the most ef-
ficient with conventional source TIMS with an ionization and 
transmission efficiency of up to 0.6 %, Pt-free loading protocols 
yield the largest efficiency improvements with factors ranging 
from 13 to 15, for the anionic resin and the TRU resin, respec-
tively. In the case of the Pt-coated protocol, the enhancement in 
the overall efficiency using the cavity is about a factor of 4, 
which is 3 – 4 times lower than for the Pt-free loading methods. 
Within uncertainty, AquaDag addition does not affect much the 
ionization and transmission efficiency, potentially implying 
that U samples are already fully reduced by the C present in the 
resin and glucose and that the work function of Re-C surfaces 
is already at its maximum. The best combined ionization and 
transmission efficiencies for 100-200 pg U loads obtained with 
our Re cavity design are reached with the anion resin and range 
from 4.00 to 5.56 %. Statistically indistinguishable, two proto-
cols yield 4.90 % efficiency (AG 1-X8, n=3) and 4.54 % effi-
ciency (AG 1-X8 - AquaDag, n=2), in line with the mean effi-
ciency of 5.8 % (n=17) reported by a different group based on 
the analysis of 100-500 pg U loads,6 although we used different 
resin bead loading protocols, ion source lens stack, cavity de-
sign and likely lower operational temperature regimes in the 
present study. Notably, our efficiencies are reproducible to bet-
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ter than 30% (2RSD). Considering that about a third of the scat-
ter in the estimation of the efficiencies can be ascribed to U var-
iable amounts in resin beads (Table 1), our efficiencies appear 
more repeatable by one to two orders of magnitude compared 
to previous studies.6 Lastly, it is worth mentioning that com-
bined efficiency first order estimates (3 – 19 %) for uranium 
oxide particles using the same ion source23 lie within the more 
precise, reproducible and accurate range of the present work. 

Unraveling the efficiency enhancement between conven-
tional and cavity source TIMS 

Depending on the resin bead loading protocol, the ionization 
and transmission efficiency is increased by factors 4 to 15 be-
tween the conventional source and the cavity source, whereas 
ionization temperatures increase by about 600 K (Table 2). 
However, assuming identical work functions on both instru-
ments, the Saha-Langmuir equation (1) predicts that the tem-
peratures should rise by about 2660 K, using AG 1-X8 Pt-free 
protocols. Therefore, the observed efficiency enhancement can-
not exclusively result from single-surface-contact thermal ioni-
zation and illustrates a gain of about one order of magnitude in 
ionization efficiency provided by the geometry of the cavity 
source. 

In the Supporting Information, we show that, to the first or-
der, combined Sofie and SIMION simulations22,23 can repro-
duce our experimental results.  

Platinum-C catalyst behavior  

Pt-coated sample loading protocols on the conventional 
source are run at temperatures in excess of 30 to 50 K compared 
to those of Pt-free protocols (Table 2) but provide a factor 1.7 
better ionization efficiency than Pt-free protocols. However, 
based on this temperature increase alone, the Saha-Langmuir 
equation (1) would predict a gain in ionization efficiency of 
merely about 15%. Another effect must come into play. With 
the conventional source, Pt-C coating induced enhancement ca-
pability for U ionization seems to depend on the temperature 
regime. Pt-C act as a poor catalyst in the optimal temperature 
regime of Pt-free protocols, as inferred from lower ion beam 
intensities, unpredictable U isotope fractionation and unstable 
U signals. In contrast, at temperatures 50 K above optimal for 
Pt-free protocols (Table 2), Pt-C acts as an activator. Such dif-
ferent catalyst regimes have been reported for Pt surfaces coated 
with C, with varying work functions in the eV range associated 
with the crystalline evolution of C with temperature.28 With un-
predictable U isotope fractionation and poorer ionization effi-
ciency than Pt-free protocols, cavity source Pt-coated protocols 
seem to suffer from similar effects. However, given that the 
cavity is operated at temperatures 500 to 600 K higher than for 
conventional filament TIMS, the physico-chemical processes 
involved require further investigation. 

Comparison with MC-ICPMS and LG-SIMS ionization 
efficiencies 

More than 5 % combined ionization and transmission effi-
ciency can be obtained for U loads in the 100 pg range with our 
cavity source design. This represents a 2 to 3-fold improvement 
compared to multiple collection inductively coupled plasma 
mass spectrometry (MC-ICPMS). The best efficiency obtained 
for U in the sub-ng range with a Thermo ScientificTM 
NEPTUNE PlusTM MC-ICPMS is approximately 1.5-2.5%.29 
Meanwhile, assuming that the cavity source ionization effi-
ciency of U pg loads is greater than or equal to that of U 100 pg 
loads, this would represent a 3-5-fold improvement compared 

to large geometry secondary ion mass spectrometry (LG-
SIMS). Based on experimental measurements on U oxide parti-
cles in the pg range, Cameca 1270TM LG-SIMS provides 1.2 and 
up to 1.7% efficiency depending on the sputtering beam, for 
converting U atoms into detected ions.30-31 Notably, with all 
three settings (cavity source TIMS, MC-ICPMS and LG-
SIMS), special attention has to be paid to limit background ef-
fects. However, MC-ICPMS and SIMS analyses also require 

235U1H uranium hydride interference correction on the meas-
ured 236U, thus degrading their 236U detection limits.29-31  

Ionized Species  

Uranium oxides 

Uoxide and Umetal ion species could compete in the vapour 
phase and limit the ionization efficiency of Umetal.13,27 Uranium 
oxide-to-metal ratios were monitored at 238U16O and 238U16O2 
masses. With the conventional TIMS source, U oxide species 
are detectable and appear more elevated in filament blanks, than 
after addition of C-rich resin beads and additives, supporting 
efficient reduction by C in the latter case. In addition, Uox-

ide/Umetal ratios diminish with increasing temperature and are less 
than 0.3% when analyses are started.   

In contrast, there are no detectable amounts of Uoxides with the 
cavity source within the operational ionization temperature re-
gime, potentially owing to efficient outgassing prior to analysis, 
a prolonged reduction of U by the C provided by the resin beads 
and to more elevated ionization temperatures than with conven-
tional TIMS (Table 2).  

K impurities and potential K-cluster interferences 

Among detected impurities, K signals are of potential con-
cern because K-clusters could affect U minor isotope back-
grounds (i.e. 39K6 interferes at mass 234 u). K-clusters of Kx 
species with x ranging from 2 to 8 have previously been char-
acterized32 and K6 species have been observed on 236U (ref. 12) 
and 234U by B. Bourdon by conventional TIMS. The resin beads 
do not contribute significantly to the K budget and the contam-
ination seems to mainly originate in the source components, Re 
cavity and Re filaments. With the conventional TIMS source, K 
largely originate from source outgassing as evidenced by an in-
crease of the detected amounts after halogen lamp degassing of 
the source. With the cavity source, at U ionization temperatures, 
39K contributions are minimum and less than with the conven-
tional source.  

Correlated n(234U)/n(238U) and 237.05/n(238U) variations 

For conventional source TIMS analyses, the n(234U)/n(238U) 
ratios of CRM 112A and Unat standards using TRU, anion, and 
cation resin bead protocols correlate with the corresponding 
abundance sensitivity at mass 237.05 u measured within the 
same blocks (Figure 2) as expected from peak tailing of major 
U isotopes onto minor 234U. However, a crude and conservative 
estimation of the peak tailing contributions support that ele-
vated n(234U)/n(238U) ratios relative to the corresponding CRM 
112A certified reference12 cannot be solely accounted for by 
peak tailing from 235,238U isotopes onto 234U. If the most elevated 
237/n(238U) ratio of about 2.5×10-5 (Figure 2) was interpreted as 
a peak tailing contribution from 238U, this would translate into 
an increase of less than 6.2×10-6 in the corresponding 
n(234U)/n(235U) ratio from the tailing of 238U. One could antici-
pate an additional increase of ca. 25 ppm in the n(234U)/n(235U) 
ratio from the tailing of 235U, implying a subsequent excess in 
the ratio n(234U)/n(238U) of (7.3×10-3) × (2.5×10-5) = 1.8×10-7. 
Therefore, the maximum peak tailing from 235,238U isotopes onto 
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234U would be less than 6.4×10-6, which is a third of the ob-
served increase of ca. 2.0×10-5 (Figure 2). Such peak tailing 
would correspond to a maximum correlation slope of about 0.26 
in Figure 2. The same line of reasoning applied to IRMM-187 
would induce a maximum regression slope of 0.30 between 
n(234U)/n(238U) and 237/n(238U), in line with  the measured value 
of 0.174 (45) previously assessed by the analysis of IRMM-
187.26  Instead, the inferred slope of 0.73 (21) in Figure 2 is sig-
nificantly more elevated than derived from these conservative 
estimates.  

As the correlated excesses in n(234U)/n(238U) and 
237.05/n(238U) ratios cannot derive from K-clusters, they most 
likely result from the presence of organic interferences, in line 
with the previous observation of organic species in the range 
230 to 238 u associated with the analysis of U particles loaded 
with collodion by the CEA contributors of this study. The high-
est excesses in 234U relative to CRM 112A (ref. 12) are typically 
observed at the beginning of analyses of U bound to anionic 
resin (AG 1-X8) beads, (i) without additives other than glucose, 
(ii) with AquaDag or (iii) with AquaDag and Pt. 

 
Figure 2. Correlation between the signal measured at mass 237 

u and the measured 234U/238U ratios for all loading protocols, by 
conventional source TIMS, which cannot be solely ascribed to a 
peak tailing contribution from major U isotopes to the minor 234U 
isotope and requires the presence of interfering species of corre-
lated abundances at masses 234 and 237 u. The intercept of the re-
gression (in the absence of peak tailing and interference contribu-
tions) is in agreement with the certified CRM 112A reference 
value,12 within uncertainty (see text for details). 

 

No trend could be observed between excess 234U and the pres-
sure monitored in the source housing. However, there are trends 
between 234U excesses and the temperature of the filament in 
anionic (AG 1-X8) and cationic (AG 50W-X12) resin bead 
loads, with excesses diminishing with ramping temperatures, 
pointing towards organics burning off. In the absence of 234U 
half-mass in-situ monitoring, a crude correction for peak tailing 
and organic background contributions to n(234U)/n(238U) ratios 
is applied, using the linear regression of n(234U)/n(238U) and 
237.05/n(238U) covariations (inferred from ISOPLOT 4 devel-
oped by Dr. Ludwig at the Berkeley Gechronology Center). For 
the anion and cation resin beads, the reported n(234U)/n(238U) 
ratios are previously corrected for mass bias on a per integration 
basis, using the exponential law and the n(235U)/n(238U) ratios 

measured within the same analyses (Table S2 and Figure 2). 
Notably, the intercept of the resulting regression (237.05/238U = 
0) yields the certified CRM 112A n(234U)/n(238U) ratio, within 
uncertainty. Any bias to the regression slope induced by apply-
ing an exaggerate U fractionation correction to measured 
n(234U)/n(238U) ratios, which include peak tailing and interfer-
ence contributions that do not require mass bias correction, re-
mains negligible with respect to the uncertainty on the slope de-
rived from ISOPLOT. 

Subsequently, n(234U)/n(238U) ratios are corrected for peak 
tailing and background using the regression slope on a per block 
basis. The uncertainties on the measured 237.05/238U ratios and 
on the regression slope are propagated in the n(234U)/n(238U) ra-
tio uncertainties. 

By cavity source TIMS, no peak tailing correction was per-
formed because neither half-masses of 234U nor mass 237.05 u 
were measured on a SEM to maintain the analysis time to about 
5 min, in order to be able to focus the signal intensity with the 
x-y-z stage at short time intervals.  

Pt coating specific impurities 

Sr and Rb impurities are present in the Pt loads. With the con-
ventional source, whenever the samples are not heated to tem-
peratures about 30-50 K higher than with the Pt-free protocols 
(Table 2), the U ion beams are unstable and the U data scatter 
in unpredictable ways (not reported). Instability and unpredict-
able isotope fractionations are also visible with the cavity 
source (not reported). This could be associated with the pres-
ence of molecular interferences whose abundance decrease with 
increased heating. However, by conventional source, whenever 
heated to temperatures in excess of 50 K compared to those of 
Pt-free protocols, Pt protocols associated with the anionic resin 
AG 1-X8 yield the best ionization and transmission efficiencies 
for U and the repeatability of U data is in line with those of other 
protocols (Tables S1 and S2). 

U blanks 

The anion resin U blanks measured on the Element XR 
yielded 0.050 ± 0.016 pg (2RSD, n=5) and are, as such, negli-
gible. The loading blank (filament, anionic resin, additives and 
handling) has been monitored on several cavities with a 0.3 mm 
wide source slit at measurement conditions (i.e. between 300 
and 400 W heating power). This yielded 238U ion beams in the 
range of 5-10 kcps, representing a tenth or less of the Mcps 238U 
ion beams measured for 100-150 pg U loads. The loading blank 
has been measured to be of natural isotopic composition, and 
the amount thereof has been assessed by the analysis of the en-
riched standard U500. Raw 234,235U/238U isotope ratios of U500 
without mass bias nor peak tailing correction indicated a maxi-
mum Unat contribution of 1.2% of the overall U load, thus cor-
responding to a maximum 1 pg natural U overall blank, which 
required acceptable corrections for 100 pg U loads (Tables S1 
and S2). In this study, no blank correction has been performed 
for natural U standards. A blank correction has been carried out 
on the IRMM-187 enriched certified standard as reported in Ta-
bles S1 and S2. 

U isotope ratios 

Precision and accuracy of cavity sources are verified for the 
first time on natural n(235U)/n(238U) ratios. 

Expanded uncertainties 

The weighted means and expanded uncertainties of 
n(235U)/n(238U), peak tailing and interference corrected 
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n(234U)/n(238U) (conventional source) and non-peak tailing nor 
interference corrected n(234U)/n(238U) (cavity source), are re-
ported for each analytical protocol in Tables S1 and S2. 

Conventional TIMS source 

For n(235U)/n(238U) ratios, the expanded uncertainties corre-
spond solely to the measurement uncertainty. The mean ex-
panded uncertainties are typically between 0.1 and 0.3%, and 
amount to up to 0.6% for the TRU resin protocol with 
AquaDag- Re coating, in line with lower counting statistics as-
sociated with the lowest ionization and transmission efficiency 
of all protocols (~ 0.08%, Table 2). For n(234U)/n(238U) ratios 
corrected for peak tailing and interferences, the expanded un-
certainty combines the weighted precision on n(234U)/n(238U), 
the weighted precision on the measured 237.05/n(238U) and the 
uncertainty on the regression slope (Figure 2). The mean ex-
panded uncertainties are dominated by the weighted precision 
on n(234U)/n(238U) and are between 1.6 and 2.4 % (4.8 % for the 
TRU - AquaDag - Re protocol) after peak tailing and interfer-
ence correction for all U loads, and mass bias correction for Unat 

loads. Overall, the expanded uncertainty is of the order of the 
combined noise originating from counting statistics (Shot 
Noise), Johnson-Nyquist Faraday cup amplifier noise and SEM 
noise (typically 2 to 27 permil noise on 235U/238U integrations of 
8.4s). 

Cavity source  

The expanded uncertainty combines the weighted precision 
and the yield correction uncertainty, when applicable.  

The average n(235U)/n(238U) in-run expanded uncertainty is 
between 0.5 and 0.7 % for natural U standards (CRM 112A and 
Unat), IRMM-187 and U500 (Table S1). The average 
n(234U)/n(238U) in-run expanded uncertainty is between 1.1 and 
2.7% for natural U standards (CRM 112A and Unat), 0.9% for 
IRMM-187 and 0.4% for U500 (Table S2). The better expanded 
uncertainty of 234U enriched IRMM-187 and U500, compared 
to natural U standards can be accounted for by lower peak tail-
ing and organic interference contributions, which can fluctuate 
during analysis, as observed for the conventional source. How-
ever, the same as for natural U standards, the expanded uncer-
tainties of IRMM-187 and U500 exceed the uncertainty associ-
ated with the counting statistics and the detector noise alone by 
one order of magnitude. The measured-noise-to-theoretical- 
noise ratio for n(235U)/n(238U) integrations of 8 s ranges from 7 
to 39 with a theoretical relative noise between 0.4 and 11.3 
permil, and a measured relative noise between 3.3 and 70.4 
permil. Therefore, it can be inferred that a large contribution to 
the expanded uncertainties arises from signal fluctuations (up to 
30%), which could be caused by thermal expansion of the EB 
filament during heating. 

 

Figure 3. Uranium isotope ratios for natural U standards in this study. Top: conventional source TIMS U isotope ratios measured in this 
study. Top left: measured. Top right: after peak tailing and background correction (all resins) and internal mass bias correction (anionic and 
cationic resins) on 234U/238U measured ratios. Bottom: cavity source measured U isotope ratios plotted against conventional source U data 
represented as 2SD green boxes (left: without correction; right: with mass bias and peak tailing and background correction). Uncorrected 
cavity source data are consistent with conventional source data uncorrected for peak-tailing and background (bottom left). Red dotted lines 
correspond to reference values12 (see text for details). Error bars are expanded uncertainties. 

External precision 

The external precision or repeatability is reported as the 
standard deviation of the replicate (cavity source) or duplicate 
(conventional source) measurements of one standard (Tables S1 
and S2).  

 

 

Conventional TIMS source 

For n(235U)/n(238U) ratios, the repeatability is of the same or-
der or larger than the mean of in-run expanded uncertainties (0.5 
to 1.0 %, depending on the loading protocol, Table S1). For 
n(234U)/n(238U) ratios, the repeatability is often worse than the 
in-run expanded uncertainty and is improved after peak tailing 
and organic interference correction (1.7 to 3.6 %, depending on 
the loading protocol, Table S2). 
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Cavity source  

For the TRU resin protocols, the repeatability is larger than 
the in-run expanded uncertainty, amounting to 2.0 % for 
n(235U)/n(238U) and 5.6% for n(234U)/n(238U), in the absence of 
peak tailing and organic interference correction (Tables S1 and 
S2). 

Accuracy 

NBL Certified Reference Materials (CRM) 112A and U500, 
and IRMM-187 were used to assess the accuracy of isotope ra-
tio analysis and natural U blank contributions. In addition, the 
Elemental Scientific Unat solution was used. 

Conventional TIMS source  

For the TRU resin loads, the relative deviation (RD) from the 
measured n(235U)/n(238U) to the certified values of the CRM 
standards is less than the sum of the uncertainty of the certified 
ratio12 and the expanded uncertainty of the measured 
n(235U)/n(238U) mean (the former being negligible) (Table S1 
and Figure 3). Consequently, mass bias cannot be resolved and 
is not corrected for. In support thereof, analyses of U measured 
in solution by Modified Total Evaporation-TIMS14 or bound to 
resin beads10 yield mass bias less than 0.15% on n(235U)/n(238U), 
which is less than our present precision. However, for Unat 
bound to the anion resin (AG 1-X8) and the cation resin (AG 
50W-X12), the relative deviation (RD) from the measured 
n(235U)/n(238U) to the certified standard values is about 1 to 2 
%, which is larger than the expanded uncertainty on these ratios  
(0.1 to 0.3 %, Table S1 and Figure 3). This calls for external 
mass bias correction.12,14  

This positive bias could indicate that both AG 1-X8 and AG 

50W-X12 resins induce fractionation or, most likely, that the 
Unat standard is fractionated. The analysis of Unat on an AG 1-
X8 resin bead on the cavity source does not confirm nor invali-
date this observation within uncertainty (Table S1). However, 
the analysis of IRMM-187 bound to an AG 1-X8 resin does not 
show any positive fractionation (Table S1), hinting toward a 
fractionation during the commercial preparation of Unat. This 
observation deserves further investigation, and the analysis of 
more reference materials on the AG 1-X8 and AG 50W-X12 
resins.   In Table S1, the accuracy is expressed as the difference 
between the measured value and a reference value, divided by 
the latter. Assuming that Unat fractionation is not of instrumental 
origin, for Unat loads, the reference is chosen as the value of Unat 
measured for AG 1–X8 (i.e 0.00735), whereas for certified 
standard loads, the references are certified values.12 In Table S2, 
n(234U/238U) ratios of the Unat loads are corrected for mass bias 
internally, on a per integration basis, using the measured 
n(235U/238U) ratios and CRM 112A as a reference.12 

The accuracy on n(234U/238U) ratios corrected for peak tailing 
and background (all protocols) and for mass bias (Unat on ani-
onic and cationic resins) improves by an order of magnitude 
compared to that of measured  n(234U/238U) ratios and ranges 
from 0.01 to 0.7 %, or 2.5% for the TRU - AquaDag - Re pro-
tocol, for which we have seen that the counting statistics was 
limited by the moderate ionization efficiency (Table S2 and Fig-
ure 3). The RD is better than the external precision (2RSD) for 
all loading protocols (Table S2). 

Cavity source  

For all TRU and anionic resin loads, the relative deviations 
RD from the measured n(235U)/n(238U) to the certified values of 
the CRM standards or to Unat measured for AG 1–X8 on the 

conventional source (i.e 0.00735, Table S1) is of the order of 
the expanded uncertainty on the measured n(235U)/n(238U) 
means (Table S1) and do not require mass bias correction. 
IRMM-187 measured n(235U)/n(238U) shows a negative bias rel-
ative to the certified reference, which can be ascribed to a natu-
ral U contamination. After a blank correction of 1 pg natural U, 
as inferred from the analysis of U500, n(235U)/n(238U) is accu-
rate within uncertainty (Table S1). 

The relative deviation (RD) from the measured n(234U)/n(238U) 
to the certified standard values is larger than the expanded un-
certainty on the measured n(234U)/n(238U) mean and systemati-
cally positive for natural U CRM 112A and Unat loads (5.8 to 
8.3%, Table S2).  

Considering that the n(234U)/n(238U) ratios lie in the range of 
n(234U)/n(238U) ratios uncorrected for background by conven-
tional source TIMS (Figure 3), these positive biases are con-
sistent with unaccounted for peak tailing and organic interfer-
ences. For non-natural standards that are not blank corrected 
(IRMM-187 and U500), RD is limited to 0.1 to 1%, owing to 
smaller peak tailing contributions, in line with their enrichment 
in 234U compared to natural U (Table S2). 

For IRMM-187 blank corrected data, the accuracy remains 
better than the expanded uncertainty and limited to 0.5%, yield-
ing an accurate n(234U)/n(238U) ratio within uncertainty (Table 
S2).  

Prospects on improving precision and accuracy with the 
ETH cavity source design 

n(235U)/n(238U) ratios on natural reference standards in the 
100 to 150 pg range can be measured to expanded uncertainties 
in the several permil range, external precision in the % range 
(2RSD) and accuracies within 0.4-0.9%. n(234U)/n(238U) ratios 
are determined to expanded uncertainties of 0.4 to 2.7 % and an 
external precision of 5.6 % (2RSD).  

The uncertainty is dominated by signal instability, such that 
a more thermally stable EB assembly would benefit to the pre-
cision on U isotope ratios. 

These results were acquired with a 0.3 mm wide source slit 
and, hence, not exploiting the full potential of the cavity source 
in terms of transmission efficiency. The use of a wider source 
defining slit would enable data acquisition at higher signal in-
tensities and better counting statistics with simultaneous collec-
tion of 235U and 238U masses on Faraday cups. This would re-
quire that the associated degradation of the mass spectrum peak 
shapes is overcome.  

The amplifier noise could be improved further by the use of 
high-resistivity amplifiers.12,14 

With more precise data, it will be possible to correct for mass 
bias, whenever applicable, using external correction for 
235U/238U and internal correction for 234U/238U ratios.12,14 The 
monitoring of U minor isotope backgrounds, and the peak-tail-
ing and organic interference corrections could also be per-
formed on a per integration basis.12,14  

Based on counting statistics and detector noise considera-
tions, these combined improvements would significantly im-
prove analytical repeatability and accuracy by a factor 10, down 
to the permil to sub-permil levels for U sub-ng samples.  

 

CONCLUSIONS 

Building on these preliminary results and developing further 
the instrumental design, the ETH cavity source holds promise 
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for the development of highly competitive cavity source instru-
ments. Future applications could range from environmental nu-
clear safeguards and nuclear forensics to space return missions, 
inclusions in meteorites and deep Earth materials. 
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