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Abstract

We use stochastic analysis to study the random motion of a rigid body under a white noise
perturbation. We obtain a formula for the angular velocity in an average sense and discuss
the stability near a principle axis.

1 Introduction

In this paper, we study the random motion of a rigid body under a white noise perturbation.
In an earlier paper [4] by the first author, the random motion of a rigid body is studied using
a stochastic differential equation on the rotation group SO(3) driven by a standard Brownian
motion, which corresponds to an isotropic white noise perturbation. In the present paper, we
will allow the driving Brownian motion to be non-standard, that is, there may be correlation
among different components and the Brownian motion may be degenerate. This will allow
us to consider the motion of a rigid body when the random perturbation is not uniform in
different directions. In particular, the perturbation may be concentrated around a single axis.
We will in fact work on a general compact Lie group G without much additional effort, but
will give interpretation only for G = SO(3).
The rotation group G = SO(3) is the group of 3× 3 orthogonal matrices of determinant one.
Its Lie algebra g, the tangent space TeG of G at the identity element e, is the space o(3) of
3 × 3 skew-symmetric matrices with Lie bracket [X,Y ] = XY − Y X. For g ∈ G, let gX and
Xg denote respectively the elements in TgG obtained from X ∈ g by the left and the right
translations. The adjoint action Ad of G on its Lie algebra g is defined by Ad(g)X = gXg−1.
The canonical inner product on g, defined by 〈X,Y 〉 = (1/2)Trace(XY ′), where Y ′ is the
matrix transpose of Y , is Ad(G)-invariant in the sense that 〈Ad(g)X,Ad(g)Y 〉 = 〈X,Y 〉 for
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any g ∈ G and X,Y ∈ g. The space o(3) may be identified with R3 with the inner products
preserved such that any X ∈ o(3) is a rotation in R3 in the sense that eX rotates R3 about
the axis through X (regarded as a vector in R3) by an angle ‖X‖ = 〈X,X〉1/2.
The motion of a free rigid body fixed at the origin o of R3 may be described by a smooth path
g(t) in G = SO(3) with g(0) = e. The angular velocity ω in the space and the angular velocity
Ω in the body, at time t and with respect to o, are the elements of g = o(3) (or vectors in R3)
defined by (d/dt)g(t) = ωg(t) = g(t)Ω. They are respectively the angular velocities viewed by
a person not moving with the body and by a person moving with the body. Note that they
are related by ω = Ad(g(t))Ω.
The angular momenta m in the space and M in the body are elements in g = o(3) (or
vectors in R3) related by m = Ad(g(t))M. The inertia operator L of the body respect to
o relates M to Ω as M = LΩ. This is a symmetric and positive definite linear operator:
g → g in the sense that 〈LX, Y 〉 = 〈X,LY 〉 for X,Y ∈ g and 〈LX,X〉 > 0 for nonzero
X. Let Λ = L−1. For a free rigid body, the angular momentum m is a constant. We have
(d/dt)g(t) = g(t)Ω = g(t)Λ(M) = g(t)Λ[Ad(g(t)−1)m]. Thus, the motion of a free rigid body
may be determined by the following differential equation:

dg(t) = g(t)Λ[Ad(g(t)−1)mdt]. (1)

The reader is referred to [1] for more details on the dynamical theory of a rigid body.
To model a random perturbation that causes a continuous change in the position of the rigid
body, and has independent and stationary effects over non-overlapping time intervals, we may
replace m dt in (1) by X0dt +

∑3
i=1Ei ◦ dBi

t for a 3-dimensional Brownian motion Bt =
(B1

t , B
2
t , B

3
t ), where {E1, E2, E3} is an orthonormal basis of g and ◦d denotes the Stratonovich

stochastic differential. As mentioned earlier, we will allow the driving Brownian motion Bt to
be non-standard, that is, its covariance matrix {aij}, with aij = cov(Bi

1, B
j
1), is not necessarily

a diagonal matrix and may be degenerate. Thus, with n = 3, the motion of the rigid body is
a stochastic process gt in G determined by the stochastic differential equation

dgt =

n
∑

i=1

gtΛ[Ad(g
−1
t )Ei ◦ dBi

t] + gtΛ[Ad(g
−1
t )X0dt] (2)

with the initial condition g0 = e. The process gt is the motion of the rigid body with an initial
angular momentum X0 under the perturbation of the Brownian motion Bt. As for a free rigid
body, we will call Xt = Ad(g

−1
t )X0 the angular momentum of the body at time t.

We will work under a more general framework. Let G be an arbitrary compact connected
Lie group with Lie algebra g. Fix an Ad(G)-invariant inner product 〈·, ·〉 on g and let
{E1, E2, . . . , En} be an orthonormal basis of g. Let gt be the process in G determined by
the stochastic differential equation (2) with the initial condition g0 = e, where Λ: g → g is
a symmetric and positive definite linear map, and Bt = (B

1
t , B

2
t , . . . , B

n
t ) is an n-dimensional

Brownian motion with an arbitrary covariance matrix {aij}.
Since the path of the process gt is almost surely nowhere differentiable, the angular velocity
cannot be defined in the usual sense, but may be defined in an average sense as follows. Write
gt+s = gt exp(Z

t
s) for some Z

t
s ∈ g with Zt

0 = 0. Such a Z
t
s always exists and is unique when

Zt
s is sufficiently close to 0, and in the case of G = SO(3), it is the amount of rotation viewed
in the body from time t to time t+ s. Let

Lt = lim
s→0

1

s
E(Zt

s | Ft), (3)
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where Ft is the σ-algebra generated by the Brownian motion up to time t, provided the limit
in (3) exists almost surely. For G = SO(3), E(Zt

s | Ft) is the average amount of rotation from
t to t+ s, thus Lt may be called the average angular velocity in the body at time t.
We will obtain an explicit formula for Lt in Section 2. Unlike in the special case of isotropic
perturbation in [4], Lt may not vanish when X0 = 0. In particular, we have the following
interesting consequence: If the random perturbation is concentrated around a fixed axis, then
the average random rotation will be around an axis that is orthogonal to the axis of pertur-
bation. This result appears to be more significant than the one in [4] and the computation is
also more complicated because the stochastic differential equation cannot be simplified due to
the non-uniform perturbation. The reader is referred to a standard reference such as [3] for
the stochastic calculus used in this paper.
In Section 3, we discuss the stability of a random rigid body, motivated by the stability of a
free rigid body rotating near a principle axis, an axis along the direction of an eigenvector of
Λ. When X0 is along a principle axis and the perturbation is concentrate around X0, the body
will rotate randomly around X0. For a general perturbation, because the stationary measure
of the process gt can be shown to be the Haar measure on G, the body does not have a long
run tendency to be rotating near a principle axis. However, the stability is reflected in the
mean time it takes for the angular momentum Xt = Ad(g

−1
t )X0 to deviate a fixed distance

from the principle axis. It will be shown that the mean time converges to infinity as the part of
perturbation not around X0 tends to zero and we will obtain a lower bound for the mean time
which provides a quantitative control for this convergence. The proof is based on estimating
the mean time when the energy is changed by δ > 0.

2 Average angular velocity

We will derive a stochastic differential equation satisfied by Z t
s as a process in time s. To

simplify the notation, let

Xt = Ad(g
−1
t )X0 and Et,i = Ad(g

−1
t )Ei. (4)

For simplicity, Λ(X) may be written as ΛX for X ∈ g. Then (2) may be written as

dgt =
n

∑

i=1

gtΛEt,i ◦ dBi
t + gtΛXtdt. (5)

Using the Stratonovich calculus, we may write (◦dgt)g−1
t + gt ◦ dg−1

t = d(gtg
−1
t ) = 0, from

which we obtain

dg−1
t = −

n
∑

i=1

Λ(Et,i)g
−1
t ◦ dBi

t − Λ(Xt)g
−1
t dt, (6)

and for X ∈ g,

dAd(g−1
t )X = (◦dg−1

t )Xgt + g
−1
t X ◦ dgt

=

n
∑

i=1

[Ad(g−1
t )X, ΛEt,i] ◦ dBi

t + [Ad(g
−1
t )X, ΛXt]dt. (7)

The differential of the exponential map at X ∈ g is a linear map D exp(X): TXg→ Texp(X)G.
By Theorem 1.7 in [2, chapter II], if Y ∈ g is regarded as an element of TXg, then

D exp(X)Y = eXΓ(X)Y, (8)
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where

Γ(X) =
idg − e−ad(X)

ad(X)
= idg −

1

2!
ad(X) +

1

3!
ad(X)2 − · · · (9)

and ad(X): g→ g is defined by ad(X)Y = [X,Y ] (Lie bracket). The linear map Γ(X): g→ g

is invertible when ‖X‖ is sufficiently small.
Fix t ∈ R+ and apply the Stratonovich stochastic differentiation to gt+s = gt exp(Z

t
s) regarding

both sides as processes in time s, we obtain dgt+s = gt exp(Z
t
s)Γ(Z

t
s)◦dZt

s. On the other hand,
dgt+s =

∑n
i=1 gt+sΛEt+s,i ◦ dBi

t+s + gt+sΛXt+sds. This implies that

dZt
s =

n
∑

i=1

Γ(Zt
s)
−1ΛEt+s,i ◦ dBi

t+s + Γ(Z
t
s)
−1ΛXt+sds

=

n
∑

i=1

Γ(Zt
s)
−1ΛEt+s,i dB

i
t+s + Γ(Z

t
s)
−1ΛXt+sds

+
1

2

n
∑

i=1

Γ(Zt
s)
−1Λ(dEt+s,i) · dBi

t+s +
1

2

n
∑

i=1

DΓ(Zt
s)
−1(dZt

s,ΛEt+s,i) · dBi
t+s, (10)

where dBi
t+s without the circle ◦ is the Itô stochastic differential as usual, and for any two

continuous semi-martingales Xt and Yt, dXt · dYt denotes the differential of the associated
quadratic covariance process. Moreover, if V is a finite dimensional linear space, L(V ) is the
space of linear endomorphisms on V and F : V → L(V ) is a smooth map, then for x, y, z ∈ V ,
DF (x)(z, y) denotes the derivative (d/dt)F (x+ tz)y|t=0. We obtain, by (7),

dZt
s =

n
∑

i=1

Γ(Zt
s)
−1ΛEt+s,i dB

i
t+s + Γ(Z

t
s)
−1ΛXt+sds+

1

2

n
∑

i,j=1

Γ(Zt
s)
−1Λ[Et+s,i, ΛEt+s,j ]aijds

+
1

2

n
∑

i,j=1

DΓ(Zt
s)
−1(Γ(Zt

s)
−1ΛEt+s,i, ΛEt+s,j)aijds. (11)

Because Zt
0 = 0, Z

t
s is equal to the integral

∫ s

0
of the right hand side of (11).

Note that Zt
s = η(g−1

t gt+s) for a Borel measurable function η: G→ g with exp ◦η = idG that
is smooth only in a neighborhood U of e. Therefore, Z t

s may not be a semi-martingale for
all time s and the usual rule of the stochastic calculus that has been used here may not be
applied. Moreover, Γ(Z) is invertible only when ‖Z‖ is sufficiently small and hence Γ(Z t

s)
−1

in (11) may not be meaningful. However, there is a constant c > 0 such that if ‖Z‖ < c, then
Γ(Z) is invertible and eZ ∈ U . It follows that Zt

s is a semi-martingale and Γ(Z
t
s) is invertible

for s < τ , where τ is the first time s when ‖Zt
s‖ ≥ c. We see that (11) is valid for s < τ .

We may modify the Γ(Z) for ‖Z‖ ≥ c so that Γ(Z) is an invertible linear operator for all
Z ∈ g, both Γ(Z) and Γ(Z)−1 are smooth in Z, and Γ(Z) = idg when ‖Z‖ is sufficiently large.
Then the operator norms of Γ(Z) and Γ(Z)−1, and their derivatives, are bounded in Z. With
Γ thus modified, all the integrands in the stochastic differential equation (11) are bounded and
hence we can solve it to obtain a process Z̃t

s in g with Z̃t
0 = 0. Then Z

t
s = Z̃t

s for s < τ . We
claim that

lim
s→0

1

s
E(Zt

s | Ft) = lim
s→0

1

s
E(Z̃t

s | Ft) (12)

provided the limit on the right hand side exists. To prove (12), noting that Z t
s is bounded but
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Z̃t
s may not be so, we need to prove

lim
s→0

1

s
P (s ≥ τ) = lim

s→0

1

s
P ( sup

0≤u≤s
‖Z̃t

u‖ ≥ c) = 0 and lim
s→0

1

s
E[‖Z̃t

s‖; s ≥ τ ] = 0,

where E[Z; B] =
∫

B
ZdP . We will only prove the second equation here because the proof of

the first is similar. Since all the integrands on the right hand side of (11), with Z t
s replaced by

Z̃t
s, are bounded, and except the first term, the integrals

∫ s

0
of the three other terms tend to 0 as

s→ 0, hence, it suffices to show 1
sE(M

∗
s ; M

∗
s > c)→ 0 as s→ 0 for any constant c > 0, where

Ms =
∫ s

0
Hu dBu, Hu is a bounded continuous adapted process, Bu is a standard Brownian

motion, and M∗
s = sup0≤u≤s |Mu|. By a well known moment inequality for martingales, see

III.Theorem 3.1 in [3], E[(M∗
s )

4] ≤ bE[〈M,M〉2s] = bE[(
∫ s

0
H2

udu)
2] for some constant b > 0.

Then
1

s
E[M∗

s ; M
∗
s > c] ≤ 1

c3s
E[(M∗

s )
4] ≤ b

c3s
E[(

∫ s

0

H2
udu)

2]→ 0 as s→ 0.

This proves (12). Therefore, to determine the limit Lt in (3), we may replace Z
t
s by Z̃

t
s which

satisfies (11) for all s. For simplicity, we will write Z t
s for Z̃

t
s and we may assume (11) holds

for all s in the following.
By (9),

Γ(Z + Y )X = X − (1/2!)[Z + Y,X] + (1/3!)[Z + Y, [Z + Y,X]] + . . .
= Γ(Z)X + Γ(Y )X +O(‖Y ‖ · ‖Z‖).

It follows that

DΓ(Z)(Y,X) =
d

dt
Γ(Z + tY )X |t=0= −

1

2
[Y,X] +O(‖Z‖). (13)

In particular, DΓ(Z)(X,X) = O(‖Z‖). Differentiating the identity Γ(Z)Γ(Z)−1X = X with
respect to Z yields DΓ(Z)(Y,Γ(Z)−1X) + Γ(Z)DΓ(Z)−1(Y,X) = 0 and hence

DΓ(Z)−1(Y,X) = −Γ(Z)−1DΓ(Z)(Y,Γ(Z)−1X). (14)

Then
n

∑

i,j=1

DΓ(Zt
u)
−1(Γ(Zt

u)
−1ΛEt+u,i, ΛEt+u,j)aij

= −
n

∑

i,j=1

Γ(Zt
u)
−1DΓ(Zt

u)(Γ(Z
t
u)
−1ΛEt+u,i, Γ(Z

t
u)
−1ΛEt+u,j)aij

=
1

2

n
∑

i,j=1

Γ(Zt
u)
−1{[Γ(Zt

u)
−1ΛEt+u,i, Γ(Z

t
u)
−1ΛEt+u,j ] +O(‖Zt

u‖)}aij

= Γ(Zt
u)
−1O(‖Zt

u‖) = O(‖Zt
u‖).

Therefore, the integral of the last term on the right hand side of (11) is equal to
∫ s

0
O(‖Zt

u‖)du.
The integral of the first term is an Itô integral, and because its integrand is bounded, it vanishes
after taking the expectation. It follows that

1

s
E(Zt

s | Ft) = E[
1

s

∫ s

0

Γ(Zt
u)
−1ΛXt+udu | Ft]

+E{1
s

∫ s

0

1

2

n
∑

i,j=1

Γ(Zt
u)
−1Λ[Et+u,i, ΛEt+u,j ]aijdu | Ft}+ E[

1

s

∫ s

0

O(‖Zt
u‖)du | Ft],
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which converges to ΛXt +
1
2

∑n
i,j=1 Λ[Et,i,ΛEt,j ]aij as s→ 0. The following result is proved.

Theorem 1 The average angular velocity in the body at time t, Lt = lims→0E(Z
t
s | Ft), exists

almost surely and is given by

Lt = ΛAd(g
−1
t )X0 +

1

2

n
∑

i,j=1

aijΛ[Ad(g
−1
t )Ei, ΛAd(g

−1
t )Ej ]. (15)

Let LB
t be the second term on the right hand side of (15), which may be regarded as the

contribution to the average angular velocity Lt from the Brownian motion Bt, whereas the
first term is the contribution from the initial angular momentum X0. As mentioned earlier,
by the result in [4], LB

t = 0 if aij = εδij for some ε > 0. We can verify this directly as follows.
Because Ad(g) is an orthogonal transformation on g and the matrix {Λij} representing Λ is
symmetric,

LB
t =

ε

2

n
∑

i=1

Λ[Ad(g−1
t )Ei, ΛAd(g

−1
t )Ei] =

ε

2

n
∑

i=1

Λ[Ei,ΛEi] =
ε

2
Λ

n
∑

i,j=1

Λij [Ei, Ej ] = 0.

Thus, LB
t = 0.

Recall that the covariance matrix {aij} is allowed to be degenerate. We now consider the case
when {aij} has only one nonzero eigenvalue ε > 0 (counting multiplicity). By choosing the
orthonormal basis {E1, . . . , En} of g properly, we may assume: a11 = ε and all other aij = 0.
Then LB

t = (1/2)Λ[Ad(g−1
t )E1,ΛAd(g

−1
t )E1]. Because 〈Λ[X,ΛX], X〉 = 〈[X,ΛX],ΛX〉 =

−〈X, [ΛX,ΛX]〉 = 0,
〈LB

t , Ad(g
−1
t )E1〉 = 0, (16)

that is, LB
t is orthogonal to Ad(g

−1
t )E1. Note that L

B
t = 0 implies [E1,ΛE1] = 0. On the

other hand, if [E1,ΛE1] = 0, then gt = exp(tΛE1) is a solution of (2) in the present case and
Ad(g−1

t )E1 = E1, which implies L
B
t = 0. To summarize, we have the following result.

Theorem 2 Assume a11 > 0 and all other aij = 0 (this means that the perturbation is
concentrated around E1). Then LB

t is orthogonal to Ad(g−1
t )E1. Moreover, LB

t = 0 if and
only if [E1,ΛE1] = 0.

Note that for G = SO(3), [E1,ΛE1] = 0 if and only if ΛE1 is proportional to E1, therefore,
LB
t = 0 if and only if E1 is an eigenvector of Λ.

3 Stability

By (2), gt is a diffusion process in G with generator given by L = (1/2)
∑n

i,j=1 aijUiUi + U0,

where Ui(g) = g[ΛAd(g−1)Ei] and U0 = g[ΛAd(g−1)X0] for g ∈ G. Let Pt be its transition
semigroup. A probability measure µ on G is called a stationary measure of the diffusion process
gt if

∫

G
µ(dx)Pt(x, ·) = µ for any t > 0. Thus, if the process gt is started with a stationary

measure as the initial distribution, then it will have the same distribution at all time t. It is
easy to show that the normalized Haar measure ρ on G is a stationary measure if and only
if L∗1 = 0, where L∗ is the operator dual to L under ρ, that is,

∫

(Lφ)ψdρ =
∫

φ(L∗ψ)dρ for
φ, ψ ∈ C∞(G). The proof of Proposition 2 in [4] shows that U ∗i = −Ui for 0 ≤ i ≤ n. It
follows that L∗1 = 0 and hence ρ is a stationary measure of gt.
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The perturbation is called non-degenerate if the matrix {aij} is so. In this case, ρ is the unique
stationary measure of gt and hence, by the compactness of G, the distribution of gt converges
to ρ weakly as t→∞. For a degenerate perturbation, there may be other stationary measures
and the distribution of gt may not converge to ρ.
As an example, assume the perturbation is concentrated aroundX0. Without loss of generality,
we may assume X0 = bE1 for some constant b, a11 > 0 and all other aij = 0. The equation
(2) now becomes dgt = gtΛAd(g

−1
t )E1 ◦ d(B1

t + bt). It is easy to show by stochastic calculus
that the process Xt = Ad(g

−1
t )X0 in g preserves the energy function

T (X) = 〈X,ΛX〉. (17)

Moreover, by the Itô formula, the process gt is supported by the path of a free rigid body in the
sense that gt = Φ(B

1
t + bt), where Φ(t) is the solution of the ordinary differential equation (1)

with m = E1 and g(0) = e. In the case of G = SO(3), the angular momentum Ad(Φ(t)−1)X0

traces out a closed curve in g = o(3) ≡ R3 and Φ(t) is supported by a two-dimensional torus
in G = SO(3) (a sub-manifold, but not a subgroup), see the discussion in Section 29 of [1] for
more details. When X0 is an eigenvector of Λ, the body rotates randomly around X0 and the
torus reduces to a simple closed curve in G = SO(3).
The rotating axis or the angular momentum of a free rigid body is stable near a principle
axis associated to the largest or the smallest eigenvalue of Λ in the sense that if it starts near
such an axis, it will remain close forever. For a random rigid body, the angular momentum
Xt = Ad(g

−1
t )X0 is a process in the sphere SM of radius M = ‖X0‖ centered at the origin in

g. If the perturbation is non-degenerate, then gt converges in distribution to ρ and hence Xt

converges in distribution to the uniform distribution on SM . This means that Xt does not have
a long time tendency to be near a principle axis. However, assuming X0 is along a principle
axis, the stability around this axis is reflected in the mean time E(τδ) when Xt deviates from
X0 by a fixed distance. By the discussion in the previous paragraph, if the perturbation is
concentrated around X0, then Xt = X0 for all t > 0 and hence E(τδ) =∞. We will show that
in general E(τδ)→∞ when the part of the perturbation not around X0 tends to zero and we
will obtain a lower bound for E(τδ) which provides a quantitative control for this convergence.
AssumeX0 6= 0 is an eigenvector of Λ associated to either the largest or the smallest eigenvalue.
Without loss of generality, we may assume X0 =ME1 withM = ‖X0‖. By (7), the symmetry
of Λ and the orthogonality of [Xt,ΛXt] =M [Xt,ΛEt,1] to ΛXt,

dT (Xt) = 2

n
∑

i=2

〈[Xt,ΛEt,i], ΛXt〉 ◦ dBi
t = 2M

2
n

∑

i=2

〈[Et,1,ΛEt,i], ΛEt,1〉 ◦ dBi
t

= 2M2
n

∑

i=2

〈[Et,1,ΛEt,i], ΛEt,1〉dBi
t +M

2
n

∑

i=2

n
∑

j=1

aijFij(gt)dt, (18)

where

Fij(g) = 〈[[Ad(g−1)E1,ΛAd(g
−1)Ej ],ΛAd(g

−1)Ei], ΛAd(g
−1)E1〉

+〈[Ad(g−1)E1,Λ[Ad(g
−1)Ei,ΛAd(g

−1)Ej ]], ΛAd(g
−1)E1〉

+〈[Ad(g−1)E1,ΛAd(g
−1)Ei], Λ[Ad(g

−1)E1,ΛAd(g
−1)Ej ]〉. (19)

For δ > 0, let τδ be the first time the change in Xt causes an energy change of δ, that is,

τδ = inf{t > 0; |T (X0)− T (Xt)| = δ}. (20)
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By the usual convention, the inf of an empty set is defined to be ∞.
Since first term on the right hand side of (18) is the Itô stochastic differential of a martingale,
if E(τδ) <∞, then

±δ = E[T (X0)− T (Xτδ )] =M2E[

∫ τδ

0

n
∑

i=2

n
∑

j=1

aijFij(gt)dt]. (21)

Recall M = ‖X0‖. Assume M > 0. Let C = sup{|Fij(g)|; g ∈ G and 1 ≤ i, j ≤ n}. By (21),
δ ≤M2CE(τδ)

∑n
i=2

∑n
j=1 |aij |. It follows that

E(τδ) ≥
δ

M2C[
∑n

i=2

∑n
j=1 |aij |]

. (22)

By (22) and noting |aij | ≤
√
aii
√
ajj , we obtain the following result.

Theorem 3 Assume X0 6= 0 is an eigenvector of Λ associated to either the largest or the
smallest eigenvalue. Let τδ be the first time when the energy changes by δ > 0, defined by (20).
Then E(τδ)→∞ as aii → 0 for 2 ≤ i ≤ n and a11 remains bounded.

Note that if in Theorem 3 the extreme eigenvalue is simple, then for any neighborhood U of
X0 in g, the first exit time τU of Xt from U is larger than τδ for a sufficiently small δ > 0.
Consequently, E(τU )→∞ as aii → 0 for 2 ≤ i ≤ n and a11 remains bounded.
We may replace C in (22) by a larger constant for which an explicit expression may be obtained.
As before, we will assume the orthonormal basis {E1, . . . , En} of g is chosen so that X0 =ME1

is an eigenvector of Λ associated to either the largest or the smallest eigenvalue λ1. We may
assume E2, . . . , En are also eigenvectors of Λ associated to eigenvalues λ2, . . . , λn. Let C

k
ij be

the structure constants of the Lie group G under this basis given by

[Ei, Ej ] =

n
∑

k=1

Ck
ijEk. (23)

We have Ck
ij = −Ck

ji, and because the basis is orthonormal, C
k
ij = −Cj

ik. Let {bij(g)} be the
orthogonal matrix defined by Ad(g−1)Ei =

∑n
j=1 bij(g)Ej . By (19),

Fij =
n

∑

p,q,r,s=1

bipbjqb1rb1s{〈[[[Er,ΛEq],ΛEp], ΛEs]〉+ 〈[Er,Λ[Ep,ΛEq]], ΛEs〉

+〈[Er,ΛEp], Λ[Es,ΛEq]〉}
=

∑

p,q,r,s

∑

k

bipbjqb1rb1s{Ck
rqC

s
kpλpλqλs + C

k
pqC

s
rkλqλkλs + C

k
rpC

k
sqλpλqλk} (24)

By the Schwartz inequality and the fact that
∑

j b
2
ij = 1,

|Fij | ≤ (3n)1/2{
n

∑

p,q,r,s,k=1

[(Ck
rqC

s
kp)

2λ2
pλ

2
qλ

2
s + (C

k
pqC

s
rk)

2λ2
qλ

2
kλ

2
s + (C

k
rpC

k
sq)

2λ2
pλ

2
qλ

2
k]}1/2.

=

√

√

√

√3n

n
∑

p,q,r,s,k=1

(Ck
prC

k
qs)

2λ2
pλ

2
q(λ

2
s + 2λ

2
k). (25)
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Let C ′ be the expression in (25). Then the inequality (22) holds with C replaced by C ′.
In the case of G = SO(3) equipped with the inner product 〈X,Y 〉 = (1/2)Trace(XY ′) on
g = o(3), the structure constants under any orthonormal basis satisfy Ck

ij = ±1 if i, j, k are
distinct and Ck

ij = 0 otherwise. Then

C ′ = 6
√

λ4
1(λ

2
2 + λ

2
3) + λ

4
2(λ

2
1 + λ

2
3) + λ

4
3(λ

2
1 + λ

2
2) + 3λ

2
1λ

2
2λ

2
3. (26)
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