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ABSTRACT | This paper surveys reasons for and against

pursuing the field of machine ethics, understood as research

aiming to build “ethical machines.” We clarify the nature of

this goal, why it is worth pursuing, and the risks involved in its

pursuit. First, we survey and clarify some of the philosophical

issues surrounding the concept of an “ethical machine” and

the aims of machine ethics. Second, we argue that while there

are good prima facie reasons for pursuing machine ethics,

including the potential to improve the ethical alignment of both

humans and machines, there are also potential risks that must

be considered. Third, we survey these potential risks and point

to where research should be devoted to clarifying and manag-

ing potential risks. We conclude by making some recommen-

dations about the questions that future work could address.
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I. I N T R O D U C T I O N

Machine ethics is a research field which studies the cre-

ation of “ethical machines.” This paper aims to clarify

what the project of building “ethical machines” amounts

to, why it is a goal worth pursuing, and the risks involved.

Questions about motivations and risks are important for

any field of research. As there are only limited resources
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for scientific research, utilizing these in an ethically respon-

sible manner requires clarity about what a given field of

research aims to achieve, whether this is a desirable and

feasible goal, and whether it involves any serious risks,

either to researchers, users, or the wider public [1], [2].

Specifically, this paper aims to make three contributions.

We start by surveying some of the underlying philosoph-

ical complexities involved in the concept of an “ethical

machine.” We then outline some potential benefits that

the creation of such machines may bring and potential

risks associated with this research agenda. We conclude

that, alongside the positive project of creating ethical

machines, more research should be devoted to clarifying

and managing potential risks. As we highlight throughout,

our aim in surveying these questions is primarily to identify

potential problems or complexities that future research

might address, rather than to resolve them in this paper.

A few notes on terminology: First, in this paper

we use the term “machine” in the broadest sense, to

include (among others) both ordinary physical machines,

autonomous robots, as well as purely algorithmic systems.

So lawn mowers, ATMs, cleaning robots and smartphone

apps are all included. However, our main concerns in this

paper focus on a specific kind of machines, namely those

with a capacity for “ethical reasoning.” Thus, many of

the above examples, in their present form, are not our

primary interest. However, as they will sometimes provide

illuminating limiting cases, we still use “machine” in the

broad sense and qualify the term appropriately when we

have the narrower subset in mind.

Second, we restrict the term “machine ethics” to

research which directly contributes to the creation of

ethical machines. This includes attempts by engineers and

scientists to actually build such machines and theoretical

research aiming to facilitate or enable this, but not broader

philosophical inquiries into the implications of this tech-

nology. The latter field, of which this paper is an example,

is sometimes called “machine metaethics” [3].
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Table 1 Overview of Paper Contents

Third, note that the terms “ethical” and “moral” are

often used interchangeably in ordinary discourse, as well

as in much of the literature on machine ethics [4], [5].

Some philosophers draw a sharp distinction between the

two [6], [7], but there is no single, noncontroversial way

to draw such a distinction [6, esp. fn 1]. For the sake

of simplicity, we therefore follow ordinary usage and use

the two terms interchangeably. When more fine-grained

distinctions are needed, these will be introduced explicitly.

We provide an overview of the contents of this paper in

Table I.

II. W H AT I S A N ‘ ‘ E T H I C A L M A C H I N E ? ’ ’

In this section, we aim to clarify some key terms. This will

map out four salient issues arising from machine ethics

which will structure our discussion in the rest of the paper.

The aims of machine ethics have been expressed in a

number of ways, including being able to build machines:

which qualify as “artificial moral agents” [8], [9]; which

can follow ethical principles [10]; which are capable of

ethical decision making [10]; which have “an ethical

dimension” [3]; or which are capable of doing things that

would require morality in humans analogous to one com-

mon definition of artificial intelligence [11]. J. H. Moor

has introduced a more fine-grained distinction between

different kinds of “ethical machines” which machine ethics

might pursue [12]. First, “implicit ethical agents” are

machines that are constrained to promote ethical behavior,

or at least avoid unethical behavior. Second, “explicit ethi-

cal agents” are (in some sense) able to represent or reason

about ethical categories or principles. Third, a machine

counts as a “full ethical agent” if it is comparable in many

or most relevant respects to human moral decision-makers.

While these definitions provide a good starting point,

we find that some ambiguities remain with regards to both

words in the term “ethical agents.”

Start with the term “ethical.” In “implicitly ethical,”

the term “ethical” is used to mean “in accordance with

ethics”: ethical machines in this sense would be those

whose behavior is properly aligned with the relevant ethi-

cal principle. For instance, the behavior of an ATM should

align with the principle that it is wrong to defraud users

of the machine. In many contexts, it will be much more

contentious exactly which principles a machine ought to

follow—as we explore in the following. Ethical machines

in this sense contrast with unethical or immoral machines,

e.g., an ATM which is designed to steal the bank details of

users. By contrast, in “explicitly ethical,” “ethical” is used

synonymously with “involving or relating to ethics”: the

defining features of ethical machines in this sense is that

they are able to reason about ethics or ethical principles.

These contrast with amoral machines, e.g., a car which has

built-in safety features, such as a seatbelt, but does not

itself reason about what these should be. To distinguish

clearly between these two senses of “ethical,” we propose

to instead distinguish between ethically aligned machines,

mirroring the terminology of the IEEE Global Initiative on

Ethics of Autonomous and Intelligent Systems. Ethically

Aligned Design [13], i.e., machines that function in a way

which is ethically desirable, or at least ethically acceptable,

and machines with a capacity for ethical reasoning. We will

explain these two senses of “ethical” in further detail in the

following sections.

Similarly, the notion of “machine agency” and the term

“agent” carry with them certain philosophical connota-

tions that we consider unhelpful to build into the aims

of machine ethics. Part of the concern here surrounds

whether ascribing machines “agency” will lead to problem-

atic positions on the rights of machines and our responsi-

bilities to them, which we will discuss in greater detail in

Section IV-C.

A. Ethically Aligned Machines

Whether something counts as an ethically aligned

machine, as defined above, depends on what counts as

ethically desirable and acceptable. These are, of course,

highly contentious concepts within philosophical ethics.

Moreover, it is a basic fact of public ethical and political

discourse that people disagree about what is ethically

desirable and acceptable behavior. There is thus no reason

to assume that there will be a single comprehensive answer

to the question of what counts as an ethically aligned

machine that would be noncontroversial to all philosoph-

ical perspectives, let alone the public at large. We review

some of the risks this fact raises for the project of machine

ethics in Section IV.

Nonetheless, societies are in practice able to reach

consensus or compromise positions which individuals are

willing to accept as good enough for collective action,

even if they disagree in principle. This is often mediated

through social and institutional structures, such as courts,

voting, mediation, public consultation processes, etc.)

which people respect as legitimate ways of resolving con-

flicts. Political philosophy contains several theories of how
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collective compromises can be legitimately achieved in the

face of deep and widespread disagreement [14]–[16].

We will not here give a comprehensive review of existing

theories of political legitimacy or opine on which of these

best applies to machine ethics (this would be a task for

further research). For the purpose of our discussion in

what follows, we will adopt the following suggestion as a

first approximation and as a general guiding idea: ethically

aligned machines are those whose behavior adequately

preserves, and ideally furthers, the interests and values of

the relevant stakeholders in a given context. We distinguish

and discuss more specific ways in which machines might

further ethical alignment in this sense in Section III.

There are of course many difficult questions lurking in

the interpretation of this formulation: What is a “value” or

an “interest”? Are all values and interests equally impor-

tant? Who are the relevant stakeholders, e.g., does it

only include humans? What does it mean to “adequately

preserve” the values of different stakeholders, given that

these will often conflict? Different ethical theories will

give diverging answers and we do not here propose any

resolution to these questions. Rather, in adopting the above

guiding idea we simply hope to give some indication of

what an “ethically aligned machine” might involve and

to highlight some of the contentious issues that will be

relevant to discussions of ethical alignment.

B. Ethical Reasoning

Reasoning, as we will understand it here, is the process-

ing of information in order to produce a solution to a

problem. Different kinds of reasoning can be distinguished

in terms of the types of problems they address. This

allows us to define ethical reasoning as processes that are

concerned with solving ethical problems. Ethical reasoning

thus defined can be distinguished, e.g., from mathematical

reasoning, which addresses mathematical problems, or

factual reasoning about the empirical world. It may be

difficult to draw a sharp line between these, but for our

discussion it is sufficient that we can distinguish substan-

tially ethical problems, e.g. “should I kill the patient to

relieve their pain if they ask me to?,” from ones that are

mostly factual, e.g. “will this quantity of this drug kill

this patient”? We will now discuss some further questions

raised by this definition of ethical reasoning.

When talking about (a capacity for) ethical reasoning

in machines, the question arises whether machines can

have a capacity for reasoning at all. In some contexts,

“reasoning” is used in a demanding sense, involving one or

more specific capacities such as conscious thought, inten-

tionality, a “faculty of reason,” an “openness to the world,”

or understanding of significance. Whether a machine can

have such capacities is of course a well-known objection to

the program of strong artificial intelligence [17], [18]. On

the other hand, “reasoning” is also commonly used, espe-

cially within AI research, in a broader sense to mean simply

whatever processing is carried out to reach a conclusion.

This is the sense employed when ascribing implicit or

unconscious inferences to humans or when talking about

automated reasoning by computational systems. Some

might argue that ethical reasoning, properly understood,

can only be reasoning in the more demanding sense, e.g.,

because ethical reasoning requires an understanding of the

significance of the ethical issues at stake. In our view, this

is related to the questions of rights and responsibilities

that Moor raised under the label of “full ethical agents.”

However, we can still ask whether machines are capable of

ethical reasoning in the second, weaker sense. Since it is

usually this question that machine ethicists are interested

in, we use the term “ethical reasoning” in this weaker sense

henceforth, unless otherwise noted.

Another objection might be that almost any decision

could be construed as solving an ethical problem, which

would trivialize the notion of ethical reasoning. To illus-

trate, suppose a machine is programmed to monitor

patients via a camera, use this information to infer their

blood sugar levels and offer them insulin if their blood

sugar levels reach a predefined threshold. This system

is clearly making ethically consequential decisions, but

does it exhibit ethical reasoning? We regard this as a

limiting case which only involves ethical reasoning to an

insignificant degree, where the significance of a reason-

ing process refers to the difficulty of the problem to be

solved by the machine, relative to the resources and inputs

it has available. Thus, in this example the machine is

solving a significant factual problem by inferring blood

sugar levels from video inputs, while the ethical “problem”

of applying a single, unambiguous decision rule, e.g. “if

blood sugar levels of a patient reaches level T, then offer

them insulin,” is trivial. By contrast, consider a healthcare

robot, as described by Anderson et al. [19], that uses

supervised learning to infer a rule for when the duty to

protect a patient’s health should trump the duty not to

violate their autonomy by paternalistically administering

medicine. Given the input, inferring a decision rule that

adequately balances these two prima facie duties against

each other presents a significant problem.

Finally, Anderson et al.’s example [19] involves what is

sometimes called a “bottom-up” approach [20] to machine

ethics, where the machine infers principles from examples.

Should we also classify as ethical reasoning “top-down”

(typically symbolic or knowledge-based AI) approaches

to machine ethics, where a machine is programmed to

infer implications of more general ethical principles for

particular contexts or to resolve conflicts between multiple

prima facie principles? Again, our framework allows us

to distinguish this from simply applying a straightforward

decision rule, since the machine needs to solve non-trivial

problems in order to derive a fully specified principle for

action from high-level or multiple, potentially conflicting

principles. Whether any sharp boundary can ultimately

be drawn between merely applying a decision rule and

inferring the implications of a more general principle is not

crucial here. The point is simply that we can distinguish
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a spectrum from trivial to more significant (i.e., difficult

given the input) ethical problems. Our interest here is in

the project of building machines capable of solving ethical

problems of the more significant kind.

C. Machine “Agency”

In fields such as robotics, machine learning and artifi-

cial intelligence, the term “agent” is sometimes used to

refer to anything which has a capacity to act or process

information. For example, one influential definition of AI

is the study of intelligent agents with capacities for per-

ception and action [21]. This is a wider use than in other

disciplines, such as philosophy. But not all in computer

science are content with this wide usage, and there is a

lively debate about what other conditions machines might

need to meet to be ascribed agency (see [4], [8], [12], and

[22]–[24], for example).

At least in contemporary western philosophy, a standard

account of agency requires the capacity for intentional

actions. An action is considered intentional when it is

caused by the agent’s intentional mental states, e.g., her

beliefs or desires [25], [26]. Intentional actions are dis-

tinguished from mere behaviors, which do no presuppose

any intentionality. There are at least two different notions

of intentionality: 1) a stronger “realist” sense, which is

more difficult to attribute to machines; and 2) a weaker

“instrumentalist” sense which allows for more straightfor-

ward ascriptions. In the realist sense intentional action

requires some of the properties we mentioned in relation

to the demanding sense of reasoning, such as capacities

for understanding and phenomenal consciousness. It is

for example, unlikely that a simple machine, such as

a Roomba, has a capacity for intentional action in this

strong sense because it lacks genuine conscious beliefs and

desires, of the sort that humans have. Roombas operate on

syntactic and perceptual feature-based categories, rather

than semantic categories, and thus they have no under-

standing of what they are doing [17]. On the second,

instrumentalist sense of intention, whether beliefs and

desires can be ascribed to an entity depends entirely on

how useful such ascriptions are for explaining its behavior

[27]–[29]. On this view, if it is useful to ascribe beliefs

and desires to the Roomba in order to explain its behavior,

then this usefulness is sufficient for doing so. This view

makes it more plausible to ascribe intentional agency to

machines [4], [28].

This debate is important to philosophers because of

a long-standing tradition that intentionality is a defining

mark of the mental [17], [30]–[32], and as such attribut-

ions of intentional agency are often connected with ques-

tions about mental life, including the reasoning processes,

consciousness, and free will, of the agent [12]. In addition

to intentionality, it is often thought that ethical agents

might require some further condition, e.g., the ability to

act in a way that shows understanding of responsibility to

other agents [4] or the ability to monitor their behavior in

light of their ethical duties and the foreseeable harms that

their actions may cause [9].

As this brief summary indicates, whether machines can

be called ethical agents in any strong sense is a contentious

philosophical issue. In our view it is important to ask

whether machines have these capacities because of their

links to two distinctly ethical issues, namely: i) whether

machines have responsibilities; and ii) whether they have

rights. Each of these have links to the notion of agency.

With respect to i) if a machine were able to understand its

duties or the foreseeable harms of its actions, in the realist

sense described above, it would be tempting to regard it

as responsible for any harms it causes. With respect to

ii) some have held that any being that has goals or desires

has an ethical status that should be respected [33]. If a

machine can be ascribed intentional states, then, this could

entail that we have the responsibility to take into account

its rights [34], [35]. But all of this seems to presuppose

the stronger sense of intentional agency—which it is more

difficult to attribute to machines. Exactly how difficult, and

indeed whether any given current or future AI system or

robot would qualify as having intentional agency in this

stronger sense, is controversial. We do not intend to defend

any particular account of this here. Many philosophers

however agree that merely having intentionality in the

instrumentalist sense is not sufficient to ground any impor-

tant rights or responsibilities. What would be sufficient is

an open and controversial question.

In our view, the term “ethical agent” will inevitably

carry connotations of these complicated debates. Our pri-

mary goal in this section has been to highlight complex-

ities, rather than to resolve them. While the questions of

whether machines can have important ethical responsibili-

ties or rights are important, and will be discussed more as

follows, we think it is unhelpful to build these connotations

into the definition of the aims of machine ethics. Going

forward we will therefore talk about machines, rather

than agents, and will bring in questions of rights and

responsibilities separately.

D. Summary

Based on the preceding discussion, we can restate the

main issues highlighted by Moor’s framework as follows:

1) building machines that are ethically aligned;

2) building machines that have a capacity for ethical

reasoning;

3) building machines that have: i) moral responsibili-

ties or ii) rights.

We believe these capture the main issues at stake in

the project of trying to build “ethical machines.” To the

extent that: 1) is possible, this is presumably something

any engineering discipline should aim towards: ATMs

and price comparison algorithms should be designed so

that they do not defraud users, cars so that they have

an ethically acceptable level of road safety, and so on.

Sometimes, “machine ethics” is used in a broad sense
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to mean the project of constructing ethically aligned

autonomous machines. Machine ethics in the narrower

sense that we are interested in here is distinctive in that

it pursues 2) as a means to achieving 1). Perhaps a health

care robot will be better ethically aligned if it is able to

infer whether reminding patients to take their medicine

would be undue paternalism or simply due care? Pursuing

2) in turn raises questions about whether 3.i) or 3.ii) is

necessary for, or could be a side-effect, of 2). Is there a

point where a capacity for sophisticated moral reasoning

would require us to recognize, say, a chatbot as having

rights and responsibilities of its own?

The remainder of this paper will examine these

issues. First, in Section III, we consider how 2)—ethical

reasoning—might contribute to 1)—ethical alignment.

Second, in Section IV, we survey some possible risks arising

from this project, including potential side-effects involving

3.i)—responsibilities—and 3.ii)—rights.

III. M O T I VAT I O N S F O R M A C H I N E

E T H I C S

This section discusses the ethical motivations for pursuing

machine ethics. These rest on the claim that building

machines with a capacity for ethical reasoning will fur-

ther what we call their ethical alignment, and therefore

the interests and values of the relevant stakeholders. As

already mentioned, there are unresolved problems in char-

acterizing ethical alignment, stemming from the fact of

pervasive disagreement. However, for the purposes of this

section, we shall set these aside and focus on presenting

the positive arguments for pursuing machine ethics. This

is not a purely academic exercise; as we pointed out,

adequate ways of overcoming deep ethical disagreements

already exist in some domains, and it seems entirely possi-

ble this could be developed for machine ethics too.

To organize our discussion, we want to start by introduc-

ing a framework to distinguish some ways in which giving

machines a capacity for ethical reasoning might enhance

their ethical alignment. First, we distinguish two ways of

improving the ethical alignment of a machine:

a. improving the behavior of the machine itself;

b. improving the behavior of human decision-makers

using the machine.

Second, we distinguish two senses in which we can

improve the behavior of machine or human decision-

makers:

i) improving individual decisions;

ii) improving how decision-makers fit within morality

as a broader social system.

On the one hand, i) we can look at an individual decision

of a machine or a human and ask whether it aligns with

the standards for morally desirable or acceptable behavior

(whatever we take these to be). But, on the other hand,

ii) we can also evaluate the ethical alignment of a decision-

maker in terms of how it relates to and interacts with other

decision-makers. Morality is not just a set of standards for

the behavior of individuals; it is also a social system where

decision-makers rely on and trust each other, where they

can give and ask for explanations of why certain actions

were taken, and where apologies or reparations can be

offered when mistakes are made. As we explain in more

detail in Section IV-D, many of the deepest risks arising

from machine ethics will concern the question of how

machine decision-makers will fit into or change morality

as a social system.

Combining these two distinctions gives us a typology of

four ways of enhancing ethical alignment. Within each of

these, we may further ask what standard of ethical align-

ment we are aiming for. For instance, we may merely aim

to secure ethical alignment to a human-level acceptable

standard, i.e., to the standard of what we would find min-

imally ethically acceptable from a human. Notice that for

humans, even this standard is not trivial; human decision-

makers often fall below the standards we expect of them,

whether through accident, malice or failures of reasoning.

But we can also aim for increasingly higher standards of

human-level desirable behavior. Furthermore, it has even

been suggested by some that machine ethics could improve

the ethical alignment of (machine or human) decision-

makers beyond currently existing human standards. We

say more about what this might mean in the following.

In the rest of this section, we will survey how proponents

of creating ethical machines have argued that this might

improve alignment according to each of the above four

basic categories. We will also consider how this could be

achieved according to different standards.

A. Individual Machine Decisions

Most commonly, machine ethics (in our sense of build-

ing machines with a capacity for ethical reasoning) is

motivated through examples of autonomous systems cur-

rently being developed—e.g. self-driving cars, autonomous

weapons or health-care robots—which will be making

morally consequential decisions. Giving these systems a

capacity for ethical reasoning, machine ethicists argue, will

help ensure that their decisions are ethically aligned [36].

If so, and if we will inevitably see more and more

autonomous systems deployed, this would provide a moral

reason for pursuing machine ethics; it will further the

interests and values of the relevant stakeholders.

While this motivation is prima facie plausible, it should

be noted that there is no necessary connection between

moral reasoning and ethically aligned decisions.

Firstly, a capacity for moral reasoning does not, in itself,

guarantee ethically aligned decisions, as humans so often

demonstrate. Limited computational power, inaccuracies

in the premises or training data supplied to machine rea-

soners, and limits from the nature of ethics itself may pre-

vent a machine from making ethically aligned decisions,

even if it has a capacity for moral reasoning [37]. Most

machine ethicists would presumably agree that ethical rea-

soning does not guarantee full ethical alignment. Instead,
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the motivation for pursuing machine ethics rests on the

more modest claim that enough incremental progress can

be made for machine ethics to make a positive contribution

to the ethical alignment of machine decision making [38].

Assuming, then, that machine ethics could make a

positive contribution to the ethical alignment of machine

decisions, we should still ask whether it is necessary, or

more precisely, a cost-effective means, compared to other

options. There are many contexts where machines with-

out a capacity for ethical reasoning, or machines which

only solve trivial ethical problems, already function in

ethically unproblematic ways. Examples include factory

robots, automated cash machines or automated metro

trains [9], [10], [12]. Ethical alignment in these cases is

achieved through appropriate safety measures and exter-

nal constraints on the machines’ functioning. For example,

to deter fraud cash machines will only dispense cash under

specific circumstances, e.g., with a valid card and PIN

code, and are furthermore constrained in the amount of

cash they can dispense. The decision that these constraints

are appropriate for cash machines is of course informed

by human ethical reasoning, but it does not require the

machine to solve any significant ethical problems; it merely

follows these predefined rules.

However, machine ethicists argue that when machines

are required to operate with flexibility in a causally com-

plex environment, endowing them with a capacity for

moral reasoning becomes important, e.g. [12] and [36].

To evaluate this argument, notice that mere causal

complexity—i.e., environments where a wide range of

relevant causal factors can combine in an open-ended

number of ways—does not always necessitate a capac-

ity for moral reasoning. For example, a sophisticated

autonomous system might have to carefully manage highly

complex processes within an automated factory. However,

if the only morally relevant concern is to ensure that all

machines shut down when humans enter the production

floor, the system does not need to engage in any sig-

nificant ethical reasoning. While it might be a complex

factual problem to determine whether a human is present,

no additional ethical reasoning is required to determine

whether to shut down once this is determined. As long as

it can reliably recognize humans, designers can implement

a fully specific, preprogrammed principle for action.

Rather, it is when causally complex environments pro-

duce what we can call moral complexity that a capacity

for ethical reasoning becomes important. By “moral com-

plexity” we mean cases where: a) human ethicists cannot

formulate a general, fully specific principle for action and

b) where, due to causal complexity, decision makers can

face an open-ended range of morally distinct situations so

that these cannot simply be enumerated in advance. Moral

complexity can arise for a number of reasons, including the

following.

The most straightforward case is when several prima

facie duties compete, such as when deciding whether to

prioritize the duty to protect the health of a patient over

the duty to respect their autonomy. Since human ethicists

require contextual judgments to resolve the dilemmas

arising from such situations, this creates moral complexity

when the designers of a machine cannot predict in advance

the combinations of factors in all such potential situations.

Another form of moral complexity can arise when causal

complexity gives rise to uncertainty. In such cases, decision

makers might have to balance the risks of false negatives

against risks of false positives. Unless all possible situations

that a machine may encounter can be specified in advance,

this in turn requires comparing the moral “weight” of these

risks, whether by assigning numerical utilities or some

other means, which plausibly requires some capacity for

significant ethical reasoning.

Not all morally complex situations involve conflicting

principles per se. For example, determining which princi-

ples or procedure should be applied in a given situation

requires the ability to determine the ethically relevant

aspects of the situation, e.g., whether it involves dilemmas

or tradeoffs. Sometimes, a machine may face an envi-

ronment where causal complexity makes it nontrivial to

isolate the morally relevant aspects of the situation. Again,

as there is usually no general, fully specific principle for

identifying the relevant aspects of a situation, a capacity

for this type of ethical reasoning may be conducive to

ethical alignment in these cases.

B. Fit of Machines With Moral System

Even if we can secure that the individual decisions of

a machine are ethically aligned to a human standard,

many would still be hesitant to let it replace human

decision-making if it is unable to explain and justify its

decisions. Several scholars have highlighted the notion

of “explainable AI” as important for creating trustworthy

and accountable machines, e.g., [39]–[42]. Exactly what

kinds of explanations are required in which contexts is

still a matter of debate. However, one important candidate,

which machine ethics could plausibly help address, is the

ability to explain the ethical reasons behind a decision.

In our terminology, this is an example of how building

machines with the ability to explain their reasons for acting

could improve their fit with morality as a social system.

It is an important part of human moral social systems that

we are able to give and ask for the reasons behind our

decisions, including in particular our ethical reasons such

as which values we prioritized in a given situation. For

example, we might prioritize preventing harm in certain

scenarios, or respecting autonomy in others. Explaining

why we thought a given decision was morally justified,

even if only retrospectively, allows us to challenge each

other, become convinced that the other person was right

after all, or to demand apologies or reparations when the

reasons given are unsatisfactory. To participate in these

aspects of our moral systems, machines would need a

capacity to represent and communicate moral reasoning

in a format understandable to humans. Furthermore, if

these explanations are to be anything more than “just-so”
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stories, they should at least to some degree reflect the

actual reasoning processes behind the machine’s decisions.

Having the capacity to explain its reasons is arguably not

sufficient for a machine to participate adequately in these

social aspects of morality. For example, since machines lack

a capacity to feel remorse, some might question whether

they can offer genuine apologies. Notice, however, that

group agents, such as states or corporations, do sometimes

seem to apologize for their actions, although they presum-

ably do not have feelings of remorse either. This may be

explained by the fact that group agents have other relevant

attributes which machines lack, e.g., they own property

that can be offered as reparations, and they are constituted

by human agents, who may feel remorse on behalf of the

group agent.

We will not pursue the analogy between group agents

and machines further here (on group agency in general,

see [43]–[46]). Our more general point is this: while not

sufficient in itself, it may be possible to situate machines

with a capacity for ethical reasoning within a broader

social or legal framework which makes it possible for

apologies to be offered (whether by the machine, its own-

ers, or its designers). In this case, a capacity for ethical

reasoning would be conducive to enhancing the ethical

alignment of machines by virtue of improving its fit with

these system-level aspects of human morality.

The ability to give reason-based explanations becomes

especially important if we require autonomous systems

to operate in morally complex domains where human

ethicists cannot formulate clear outcomes-based means

of monitoring their performance. For example, a medical

AI-system that is only tasked with recommending patients

for a specific cancer treatment is relatively straightforward

to evaluate: if the system leads to a decrease in mortality

and morbidity both from untreated tumors and from

unnecessary treatments, we would arguably have good,

outcome-based reasons to trust it, even if the system

cannot explain its reasoning. By contrast, a system in

charge of managing all treatment decisions within a

hospital would have to make many ethically contentious

decisions about, e.g., which patient groups should be

prioritized. Since the trustworthiness of a machine in such

cases will to some extent rely on the reasons they can

give for its actions, we may very well require machines to

satisfy above-human level standards of explainability. To

the extent that we want autonomous systems to operate

in such contexts, it becomes all the more important that

they can accurately represent and communicate the moral

reasoning behind their actions.

C. Individual Human Decisions

Some proponents of building machines with a capac-

ity for ethical reasoning argue that doing so might also

improve the ethical alignment of humans. The first way it

might do this is by improving individual human decisions.

Human reasoning is prone to a number of imperfec-

tions that we rightly regard as failings: our decisions are

influenced by biases, self-interest and sloppy reasoning.

We, as humans, are worryingly adept at fooling ourselves

and others into thinking that our actions are morally

sound. Machine ethicists have argued that an automated

moral reasoner will be free from many of these human

limitations [8], [47]–[49]. Suppose that we could build a

moral reasoning system able to compute and highlight to

us the implications of our moral commitments, say, that my

commitment to mitigating climate change is inconsistent

with ordering beef steak at the restaurant. Even if such

a system were not implemented into any autonomous

agent, it might still be able to improve and extend human

moral reasoning, analogous to the way pocket calculators

improve and extend human numerical reasoning.

D. Fit of Humans With Moral System

In addition to improving our individual decisions,

S. L. Anderson [50] furthermore argues that machine

ethics might help improve human morality as a whole,

by helping us to formulate clearer, more consistent ethical

theories and to achieve increased consensus on moral

dilemmas. For instance, Anderson argues that if philosoph-

ical ethicists try to formulate their theories in a format

that can be computed by a machine, this would force

them to face the implications of their theories squarely.

To improve ethical theorizing in this way would arguably

require machines capable of representing moral reasoning

explicitly. It should be able to reveal to philosophical

ethicists not just what the implications of a given ethical

theory are, but how conclusions are reached.

Some ways of improving human morality might aim to

ensure our actions consistently meet our current standards.

For instance, Anderson and Anderson’s ethical guidance

systems learn to resolve ethical dilemmas based on training

examples where human ethicists agree on the right reso-

lution [19]. Such a system might be able to raise human

morality to the level of the existing consensus of expert

human ethicists. Other implementations of machine ethics

may promise to go beyond the current consensus and,

e.g., resolve outstanding moral disagreements or uncover

where the current consensus could be improved. Some

proponents of machine ethics suggest that it might thereby

be able to actively promote human moral progress [49].

Even if machine ethical reasoning does not

allow humans to reach increased consensus, e.g., if

some disagreements are fundamentally unresolvable

(cf. Section IV-B), they may still improve the fit of humans

within moral systems by helping to explain and make

comprehensible those disagreements. An improved ability

to understand and explain the nature of our disagreements

to each other could conceivably improve our ability to

negotiate or otherwise manage such conflicts.

E. Summary

While some of the potential benefits outlined above are

mostly speculative promises at this stage, the potential
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benefits are large enough to provide a prima facie motiva-

tion for trying to build machines with a capacity for ethical

reasoning. Crucially, however, these benefits need to be

weighed against any potential risks that might either be

inherent in achieving ethical alignment through machine

ethics, or that might arise as by-products. We survey some

of the most salient such risks in the next section.

IV. R I S K S O F C R E AT I N G E T H I C A L

M A C H I N E S

In this section, we survey four broad categories of risks:

A) the risk that ethically aligned machines could fail, or

be turned into unethical ones; B) the risk that ethically

aligned machines might marginalize alternative value sys-

tems; C) the risk of creating artificial moral patients; and

D) the risk that our use of moral machines will diminish

our own human moral agency.

A. Failure and Corruptibility

As we mentioned before, having the capacity for moral

reasoning does not guarantee ethically aligned decision

making. Charging machines with ethically important deci-

sions thus carries the risk of reaching morally unacceptable

conclusions that would have been recognized as such by

humans.

First, even the best reasoner can reach false conclusions

if they rely on false premises. The simplest case of this is

if a machine relies on misleading information about the

situations it acts in, say, if it fails to detect that there are

humans present which it ought to protect. Relatedly, some

have highlighted that the computational intractability of

predicting the effects of acting in complex social situa-

tions might lead even an infallible moral reasoner with

perfect information to ethically unacceptable conclusions

[8], [37]. Furthermore, if the moral principles or train-

ing examples that human developers supply to a system

contain imperfections, this may lead to the robot inferring

morally unacceptable principles [37].

While it would be an important milestone for machine

ethics to be able to ensure that a machine makes moral

decisions at minimally acceptable human standards, this

may not be good enough for machines. First, while we

might accept some mistakes from individual humans, if

an autonomous system is applied on a global scale, such

as an autonomous vehicle from a large manufacturer,

individually minor but systematic mistakes may amount to

very serious problems in the aggregate. Second, we may

accept certain levels of average reliability from humans

because we have developed ways to predict and manage

those mistakes. However, as illustrated by examples of

adversarial techniques in machine learning [51], machines

can often fail in ways different to humans—i.e., they may

be liable to fail under circumstances where humans would

usually not fail, or they may produce different kinds of

errors than humans when they fail. Thus, the risk is that

when machines fail, they do so in ways that are difficult

to predict or manage. Exactly what levels of performance

would be acceptable for a machine is currently not clear

and likely to be context specific.

A further risk arises from the possibility of moral reason-

ing systems being easily corruptible [52], [53], whether

by malicious designers, hackers or coding errors. This risk

would be further compounded if malicious machines at the

same time had a powerful capacity for producing deceptive

or manipulative explanations for their actions. Machines

with a capacity to produce convincing ethical explanations

might be exploited to convince humans to accept serious

divergences from ethical alignment.

To be sure, many currently existing machines without

the capacity for ethical reasoning are also vulnerable

to error and corruptibility. Shying away from building

machines with ethical reasoning will not solve this prob-

lem. It is possible that incorporating ethical reasoning

into existing systems can make them more resilient to

these problems. However, our concern here is that ethical

reasoning capacities may themselves be vulnerable to error

and corruptibility—perhaps even especially vulnerable, as

Vanderelst and Winfield argue [52]. If the very same

technique that would give machines the capacity for moral

reasoning can easily fail or be corrupted to produce uneth-

ical behavior, this would provide a severe counter-weight

to any positive reasons for pursuing machine ethics. At

the very least, care should be taken not to reintroduce the

problems that machine ethics was supposed to solve.

B. Value Incommensurability, Pluralism,

and Imperialism

The circumstances discussed in the previous section

were ones in which there were: a) definite facts as to

what a morally correct outcome or action would be but

b) risks that the morally correct outcome or action might

not be pursued by the automated system for one reason or

another. There may, however, be circumstances in which

there is no definite fact about what is morally correct.

Here we discuss the risks associated with automated moral

decision making in these contexts.

Value pluralism maintains that there are many differ-

ent moral values, where “value” is understood broadly

to include duties, goods, virtues, or so on [54]. If value

pluralism is true, then we cannot reduce all values to one

single value, such as happiness or pleasure. Value monists

deny that there could ever be such circumstances, instead

maintaining that there is always a definite fact about how

to act morally, or what the best outcome is. I. Kant, for

example, defended the view that there is one moral princi-

ple that moral agents should abide by, and that any other

moral principles could be reduced to that one [55]. Not all

deontologists agree. As a value pluralist, W. D. Ross [56]

thinks that there is a multitude of moral duties that may

sometimes conflict. Furthermore when duties conflict, the

dilemma may be genuinely irresolvable. Unlike monists,

value pluralists tend to believe that there are at least some,
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perhaps many, complex moral dilemmas that result from a

conflict between competing and incommensurable values

and which cannot be resolved, e.g. [57], [63].

To put the distinction in mathematical terms, monists

claim that there is a total ordering on the set of all possible

actions, while value pluralists claim that there is only a

partial ordering. If the latter is the case, we cannot expect

a machine to be able to resolve such dilemmas as no such

solution would exist [3], [24], [37].

Furthermore, some argue that there are reasons to

preserve this plurality or diversity. When confronted with

moral dilemmas that have no resolution, humans must

sometimes act. In these cases the action or outcome may be

unsatisfactory. However, as we argue above, most humans

have a limited sphere of influence, but the same may not be

true for machines that could be deployed en masse, while

governed by a single algorithm. Thus whatever heuristic is

employed to overcome any genuinely irresolvable dilem-

mas could be highly influential. This could result in some-

thing akin to value imperialism, i.e., the universalization

of a set of values in a way that reflects the value system

of one group (such as the programmers). This could be

pursued intentionally or, perhaps more alarmingly, could

also be perpetrated inadvertently if programmers uninten-

tionally embed their values in an algorithm that comes to

have widespread influence. Such value imperialism might

affect (or disrupt) cultures differently, or degrade cultural

autonomy.

C. Creating Moral Patients

Earlier we explained that machines created to have

their own ethical reasoning capacities could also ipso facto

have attributes we associate with genuine agency. We also

flagged some of the philosophical issues that arise from

attributing genuine agency to machines, and pointed out

how talk of machines as agents is becoming commonplace

(again, see [4], [5], [8], [22]–[24], and [64]). Somewhat

paradoxically, while machine ethicists may be pursuing

the moral imperative of building machines that promote

ethically aligned decisions and improve human morality,

doing so may result in us treating these machines as

intentional agents, which in turn may lead to our granting

them status as moral patients. We argue that this runs the

risk of creating new moral duties for humans, duties that

may constrain us in important ways and expand our own

moral responsibilities.

We noted before that humans are both moral agents

and moral patients. Our moral responsibilities stem from

our agency: because of our ability knowingly to act in

compliance with, or in violation of, moral norms we are

held responsible for our actions (or failures to act). At the

same time, we are also moral patients: we have rights, our

interests are usually thought to matter, and ethicists agree

we should not be wronged or harmed without reasonable

justifications.

These two concepts—moral agency and moral

patiency—can be clearly separated, but they might

nonetheless be interrelated in practice. So whereas moral

agency is not necessary for status as a moral patient (for

example, we might consider babies or some animals to

be moral patients, but not moral agents), it might be

sufficient. That is, the very capacities that underpin moral

agency might also justify a claim to moral patiency. If that

were the case, then by creating artificial moral agents, we

may (unintentionally) create moral patients.

What grounds moral patiency is much debated. But

the modern view, defended by many philosophers today,

points to sophisticated cognitive capacities [65]. Different

candidate capacities have been defended, for example, the

capacity to will [66] or the capacity for some kind of self-

awareness [67], [68]. This tradition of pointing to different

intellectual capacities goes back at least as far as Kant [55].

Another kind of cognitive capacity that is often posited

as sufficient for moral status (or at least some degree of

moral status, for those who allow that moral status admits

of degrees) is the ability to feel pain or to suffer.

While they might one day, it seems unlikely that cur-

rent machines have developed phenomenal consciousness,

and thus, unlikely that they feel pleasure or pain, or

have the capacity to suffer [22], [69]. More likely, how-

ever, is that machines will possess other sophisticated

reasoning capacities that might lead us to treat them as

moral patients. As mentioned, for some, self-awareness

(or self-monitoring), the ability to reflexively represent

oneself, grounds moral status. Although currently most or

all machines also lack this capacity, there already exist

some reasonable exceptions. For example, some algorithms

operate with hierarchical layers of neural networks, where

higher levels predict the probability of success for lower

layers, thereby engaging in a kind of self-monitoring

and self-representation [69], [70]. Kant would have us

ask whether or not machines are capable of their own,

autonomous, practical reasoning, in which case this could

ground their dignity and require that we not treat them as

mere means to our ends. We have already seen that build-

ing machines with autonomous moral reasoning capacities

is the explicit aim of, and grounds the moral motivation

for, machines ethics.

There is significant risk in building machines that would

qualify as moral patients. As responsible moral agents, we

would be obliged to take their interests seriously. This

could potentially have huge costs: we might not be able

to use such machines as mere tools or slaves, but might

have to respect their autonomy, for example, or their right

to exist and not be switched off. If we had reached a point

where our economy, and systems from healthcare to edu-

cation, depended significantly on AI, this could be hugely

disruptive. We might also have to share our privileges: for

example, by giving suitably advanced AI’s a right to vote, or

even a homeland of their own. Consequently, Bryson [71]

has argued that engineers have a responsibility not to build

sentient robots, so we do not have any special obligations

to them. She argues that robots should be our “slaves”

and should serve us without our owing them anything
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(though tools might be a better analogy, as most would

now recognize that slaves were unjustly denied the status

of moral patients).

D. Undermining Responsibility

A fourth potential risk of machine ethics is that it will

undermine human moral agency—that is, it will under-

mine our own capacity to make moral judgements, or

our willingness and ability to use that capacity, or our

willingness and ability to take responsibility for moral

decisions and outcomes.

Such cases could arise as a result of what is known as

the “automation paradox,” a general problem which arises

for most labor-saving machines. In this section we show

how this problem applies to machines capable of ethical

reasoning and highlight the ethical challenges this raises.

Harford [72], [73] identifies three strands to this prob-

lem: 1) automated systems “accommodate incompetence”

by automatically correcting mistakes. 2) Even when the

relevant humans are sufficiently skilled, their skills will

be eroded as they are not exercised. And 3) automated

systems tend to fail in particularly unusual, difficult or

complex situations, with the result that the need for a

human to intervene is likely to arise in the most testing

situations, for which the human might be ill-prepared.

All three of these strands have direct bearing on moral

decision making. The first strand could be relevant to

circumstances in which either the goal of the automated

systems was for a machine to make ethical decisions alone,

or if its goal was to assist a human in making such

decisions. In the first case, where the machines are making

the decisions, it is possible that humans in the environment

would consequently not develop the relevant skills them-

selves. For example, in the case of the healthcare robot,

human staff might not develop the requisite judgment and

sensitivity to decide when to intervene paternalistically to

ensure a patient took their medicine. In cases where the

human is making the decision, it is possible that machine-

assistance would ensure that deficiencies in the human’s

own moral reasoning capacities did not (in standard cases)

come to light, in the way that GPS-navigational assistants

ensure that deficiencies in a human’s own navigational

skills do not come to light—except when the system fails.

The second strand of the automation paradox, the risk of

skill erosion is also relevant, particularly in cases where the

decision-making process is entirely automated (including

cases where the system is intended to function at better-

than-human level). That moral reasoning is indeed a skill

is evidenced by the extent to which it features in the

socialization and education of children, and by the fact

that it is part of professional education, e.g., in medicine.

If we think a lack of practice due to automation can lead

to skill-erosion in some settings—Harford cites the case of

Air France Flight 447, which crashed after the pilot and

co-pilots responded poorly to the plane stalling—there is

prima facie reason to think it might do so with regard to

moral decision-making.

The third strand compounds the first two. We can

imagine machines that successfully navigate the everyday

ethical questions and tradeoffs of their environment, such

as in a hospital or on the road. We should hope that

these machines would also be able to recognize their own

limitations, and would alert a human when they encounter

a situation that exceeds their training or programming. But

there is a good chance that these situations (or some of

them) will be more novel or complex than the average,

and might therefore be just those that would be more chal-

lenging for a human. It is also possible that these decisions

will need to be made quickly, for example, in the case

of trolley-problem type decisions for autonomous cars, in

which either of two possible options will cause significant

harm, this would be fractions of a second. This raises

the possibility that ill-prepared humans, whose skills have

either (strand one) not been developed or (strand two)

have been eroded, will have thrust upon them, potentially

at very short notice, exactly those moral decisions that are

most difficult. It is easy to see how this could go badly.

These problems could be exacerbated if the moral

agency of machines increases. As noted above, agency is

closely related to responsibility: those entities we tend

to regard as full moral agents (healthy adult humans)

are those entities we hold responsible for their actions.

If machines increase in agency, we will therefore be

increasingly tempted to hold them responsible for their

decisions and actions, whereas until that point we might

have assigned responsibility to human developers, owners

or users. There may well be frameworks within which

this could go well. But we can also imagine that formal

assignation of moral responsibility to machines would

exacerbate the automation paradox risks noted above, as

humans effectively feel “off the hook” [74].

As the machines and the ethical situations they confront

become more sophisticated and complex, these challenges

could be exacerbated still further. We noted above that

some decisions can range over a wide range of values

and other variables (for example, prioritizing resources

in a hospital), such that we find it difficult to rely only

on outcomes-based means of monitoring, and instead rely

also on the broader moral system of explanation and

reason-giving. For some classes of algorithm, interpretabil-

ity/explicability of this kind already poses significant tech-

nical challenges [40], [75]. But it is possible that this could

come to pose a challenge for any system.

Our human system of reason-giving is of course based on

what we humans can understand. For machine decisions

to be understandable similarly means understandable to

us humans, with our particular cognitive capacities and

limitations. It is conceivable that ethical machines have the

potential to make decisions in domains whose complexity

exceeds our human capacities to understand, for example,

where very many lives are affected in different ways over

long timescales, requiring large numbers of tradeoffs. In

such cases, the notions of reason-giving, transparency and

interpretability are severely challenged. Perhaps a suitably
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sophisticated machine could attempt to communicate its

reasoning to us, but only by grossly simplifying, in the

way that an adult human might simplify a moral argument

for a small child. But it is difficult to see how humans

could meaningfully hold a machine to account through the

system of reason-giving in such circumstances.

We can imagine the extreme case: ethical machines

are deployed increasingly in everyday settings, from care

homes to schools, and perform well at easily understand-

able goals. More sophisticated systems are then used to

advise on more complex matters. After establishing a

track record, decision-makers, from police officers to town-

planners, come to rely on these systems, increasingly dele-

gating decisions to them. Improvements in many aspects of

private and public life are widely enjoyed and credited to

the machines. They are therefore tasked with intervening

in domains at levels of sophistication that exceed human

capabilities, whether it be improving traffic flow or improv-

ing the human genome. Again, benefits are enjoyed, but no

human is able any longer to understand what the machines

are doing.

In such a case, the humans would be well on the way to

abdicating moral responsibility for decisions made on their

behalf. Some might consider this worth whatever good

outcomes might be enjoyed as a result of the machines’

actions. Of course, such a scenario would bring with it

all the risks of the automation paradox, creating consid-

erable hazard should the machines fail. But it also brings

an additional, more disturbing worry: as the humans in

this scenario cease to use their moral faculties, the risk

increases that they would not even know what it meant

for the machines to fail. Passing enough consequential

ethical decisions over to machines too complex for us to

understand could therefore pose a risk to the entire system

of moral reasoning, reason-giving and responsibility.

V. C O N C L U S I O N

In this paper, we have tried to clarify the aims and risks

of creating ethical machines. We have argued that there

are good prima facie reasons for pursuing this research

agenda. As argued in Section III, designing machines with

a capacity for moral reasoning could potentially improve

the ethical alignment of both humans and machines. How-

ever, these prima facie reasons do not in themselves give

sufficient reason to pursue machine ethics unless the risks

highlighted in Section IV can be properly managed, either

by developing solutions that can mitigate the risks when

they arise or by formulating regulations restricting the use

of automated moral reasoning to low-risk contexts.

A crucial first step is therefore to obtain additional

clarity on whether and when these risks are likely to arise.

In this paper we have identified the following four themes

that future research would need to address.

1) Under what conditions is a given moral reasoning

system likely to enhance the ethical alignment of machines

and, more importantly, under what conditions are such

systems likely to fail? Even if a capacity for ethical reason-

ing could be shown to have the potential for significantly

enhancing the ethical alignment of a machine, this would

have to be weighed against the risks of systematic or unpre-

dictable failures. In addition, how can we prevent machine

ethical reasoning from being corruptible or employed for

malicious, deceptive or manipulative ends?

(2) How do we ensure that such machines are able to

adequately deal with value pluralism and deep disagree-

ments? On the one hand, being able to reconcile such

disagreements is one of the potential benefits of a machine

ethical reasoning system. However, as we have argued, we

would not want the machine to rule out benign ethical

pluralism by default, e.g., by assuming that there is single,

definite answer to all ethical problems.

(3) Under what conditions would we believe we ought

to grant moral rights to machines? Would the prerequi-

sites of moral agency fulfill also the conditions of moral

patiency? What consequences would it have for us to

acknowledge the moral patiency of (suitably advanced)

machines?

(4) How can we avoid automated ethical reasoning

undermining our moral responsibility? Specifically, what

impact might reliance on ethical machines have on our

own moral judgement in different sectors and settings?

How can we preserve moral autonomy and oversight

where machines are making moral judgements in scenarios

of increasing complexity?

Some recent work has started to address these issues

to some degree, especially the third theme, regarding

whether machines should have moral right (e.g. [9], [20],

[22], [23], [71], [72]), but still more work needs to be

done. �
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