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The processing of spoken language has been attributed to areas in

the superior temporal lobe, where speech stimuli elicit the greatest

activation. However, neurobiological and psycholinguistic models

have long postulated that knowledge about the articulatory fea-

tures of individual phonemes has an important role in their

perception and in speech comprehension. To probe the possible

involvement of specific motor circuits in the speech-perception

process, we used event-related functional MRI and presented

experimental subjects with spoken syllables, including [p] and [t]

sounds, which are produced by movements of the lips or tongue,

respectively. Physically similar nonlinguistic signal-correlated noise

patterns were used as control stimuli. In localizer experiments,

subjects had to silently articulate the same syllables and, in a

second task, move their lips or tongue. Speech perception most

strongly activated superior temporal cortex. Crucially, however,

distinct motor regions in the precentral gyrus sparked by articu-

latory movements of the lips and tongue were also differentially

activated in a somatotopic manner when subjects listened to the

lip- or tongue-related phonemes. This sound-related somatotopic

activation in precentral gyrus shows that, during speech percep-

tion, specific motor circuits are recruited that reflect phonetic

distinctive features of the speech sounds encountered, thus pro-

viding direct neuroimaging support for specific links between the

phonological mechanisms for speech perception and production.

cell assembly � functional MRI � perception–action cycle �

mirror neurons � phonetic distinctive featue

Neurological theories of language have a long-standing tra-
dition of distinguishing specialized modular centers for

speech perception and speech production in left superior tem-
poral and inferior frontal lobes, respectively (1–3). Such separate
speech-production and -perception modules are consistent with
a number of neuroimaging studies, especially the observations
that frontal circuits become most strongly active during speech
production and that speech input primarily activates the left
superior temporal gyrus and sulcus (4–6). Superior temporal
speech-perception mechanisms in humans may be situated in
areas homologous to the auditory belt and parabelt areas in
monkeys (5, 7, 8). In macaca, this region includes neurons
specialized for species-specific calls (9, 10). Therefore, it ap-
peared to be reasonable to postulate a speech-perception mod-
ule confined to temporal cortex specifically processing acoustic
information that is immanent to speech.

In contrast to this view, neurobiological models have long
claimed that speech perception is connected to production
mechanisms (11–16). Similar views have been proposed in
psycholinguistics. For example, the direct realist theory of
speech perception (17, 18) postulates a link between motor and
perceptual representations of speech. According to the motor
theory of Liberman et al. (19, 20), speech perception requires
access to phoneme representations that are conceptualized as
both speech-specific and innate. In contrast, neurobiological
models put that links between articulatory and perceptual
mechanisms are not necessarily speech-specific but may resem-
ble action–perception links that are documented for a range of

nonlinguistic actions (21–23). These links can be explained by
neuroscience principles. Because speaking implies motor activity
and also auditory stimulation by the self-produced sounds, there
is correlated neuronal activity in auditory and articulatory motor
systems, which predicts synaptic strengthening and formation of
specific articulatory–auditory links (24, 25).

Action theories of speech perception predict activation of
motor circuits during speech processing, which is an idea that is
supported, to an extent, by recent imaging work. During the
presentation of syllables and words, areas in the left inferior
frontal and premotor cortex become active along with superior
temporal areas (26–30). Also, magnetic-stimulation experiments
suggest motor facilitation during speech perception (31–33), and
magnetoencephalography revealed parallel near-simultaneous
activation of superior temporal areas and frontal action-related
circuits (34). This latter finding supports a rapid link from
speech-perception circuits in superior temporal lobe to the
inferior frontal premotor and motor machinery for speech. The
reverse link seems to be effective, too, because during speaking,
the superior temporal cortex was activated along with areas in
left inferior motor, premotor, and prefrontal cortex, although it
was ensured that self-produced sounds could not be perceived
through the auditory channel (35). This evidence for mutual
activation of left inferior frontal and superior temporal cortex in
both speech production and perception suggests access to motor
programs and action knowledge in speech comprehension (23).

However, to our knowledge, the critical prediction of an action
theory of speech perception has not been addressed. If motor
information is crucial for recognizing speech, information about
the critical distinctive features of speech sounds must be re-
flected in the motor system. Because the cortical motor system
is organized in a somatotopic fashion, features of articulatory
activities are controlled in different parts of motor and premotor
cortex. The lip cortex lies superior to the tongue cortex (36–39).
Therefore, the critical question is whether these specific motor
structures are also differentially activated by incoming speech
signals. According to recent theory and data, auditory percep-
tion–action circuits with different cortical topographies have an
important role in language comprehension, especially at the level
of word and sentence meaning (22, 23, 30, 40). However, it
remains to be determined whether such specific perception–
action links can be demonstrated at the level of speech sounds,
in the phonological and phonetic domain, as a perception–action
model of speech perception would predict. In the set of func-
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tional MRI (fMRI) experiments presented here, we investigated
this critical prediction and sought to determine whether infor-
mation about distinctive features of speech sounds is present in
the sensorimotor cortex of the language-dominant left hemi-
sphere during speech processing.

As language sounds are being produced by different articu-
lators, which are somatotopically mapped on different areas of
motor and premotor cortex, the perception of speech sounds
produced by a specific articulator movement may activate its
motor representation in precentral gyrus (13, 15, 24). To map the
somatotopy of articulator movements and articulations, localizer
tasks were administered by using fMRI. Subjects had to move
their lips or tongue (motor experiment) and silently produce
consonant–vowel (CV) syllables, starting with the lip-related
(bilabial) and tongue-related (here, aleveolar) phonemes [p] and
[t] (articulation experiment). These tasks were performed by the
same subjects who, in a different experiment, had listened to a
stream of CV syllables that also started with [p] and [t] inter-
mixed with matched patterns of signal-correlated noise while
sparse-imaging fMRI scanning was administered (speech-
perception experiment). Comparison of evoked hemodynamic
activity among the motor, articulation, and listening experiments
demonstrated for the first time that precentral motor circuits
mirror motor information linked to phonetic features of speech
input.

Results

Motor movements strongly activated bilateral sensorimotor cor-
tex, silent articulation led to widespread sensorimotor activation
extending into inferior frontal areas, and speech perception
produced the strongest activation in superior temporal cortex
bilaterally (Fig. 1). An initial set of analyses looked at the
laterality of cortical activation in the motor, articulation, and
speech-perception experiments in regions of interest (ROIs)
placed in these most active areas. In the motor task, maximal
activation in sensorimotor cortex did not reveal any laterality.
Activation peaks were seen at the Montreal Neurological Insti-
tute (MNI) standard coordinates (�56, �6, 26; and 62, 0, 28) in
the left and right hemispheres, respectively, and the statistical
comparison did not reveal any significant differences (ROIs:
�59, �3, 27; P � 0.2, no significant difference). In the silent
articulation task, left hemispheric activation appeared more
widespread than activity in the right nondominant hemisphere.
However, statistical comparison between peak activation regions
in each hemisphere, which were located in precentral gyri close
to maximal motor activations, failed to reveal a significant
difference between the hemispheres (ROI: �59, �3, 27; P � 0.2,
no significant difference). Critically, the comparison of an
inferior-frontal area overlapping with Broca’s area and the
homotopic area on the right, where language laterality is com-
monly found, revealed stronger activation on the left than on the
right during silent articulation [ROIs: �50, 15, 20; F(1,11) � 6.3,
P � 0.03]. Activation maxima during the speech-perception
experiment were seen at MNI coordinates (�38, �34, 12) and
(42, �24, 10) and were greater in the left superior temporal
cortex than in the right [ROIs: �40, �29, 11; F(1,11) � 7.72, P �

0.01]. Because language-related activation was left-lateralized
and a priori predictions on phoneme specificity were on left-
hemispheric differential activation, detailed statistical analyses
of phoneme specificity focused on the left language-dominant
hemisphere.

In the motor-localizer experiment, distinct patterns of cortical
activation were elicited in the lip and tongue movement condi-
tions (Fig. 1 Top). In the left and right inferior precentral and
postcentral gyri, the activation related to lip movements (shown
in red) was dorsal to that of tongue movements (shown in green).
This finding supports somatotopic organization of motor cortices
responsible for articulator movements and is in good agreement

with refs. 36 and 39. There was also specific activation of the foot
of the left precentral gyrus (where it touches the pars opercu-
laris) to lip movements, and there was some left dorsolateral
prefrontal activation in the vicinity of the frontal eye field to
tongue movements. Left-hemispheric activation maxima for lip
movements were present at MNI standard coordinates (�48,
�10, 36) and (�50, �10, 46) and for tongue movements at (�56,
�8, 28) and (�56, 0, 26). Note that these activation maxima were
in left pre- and postcentral sensorimotor cortex. All activations
extended into the precentral gyrus.

The articulation task elicited widespread activation patterns in
frontocentral cortex, especially in the left hemisphere, which
differed between articulatory gestures (Fig. 1 Middle). Consis-
tent with the results from the motor task, the articulations
involving the tongue (t phoneme) activated an inferior precen-
tral area (shown in green), whereas the articulations involving
the lips (p phoneme) activated motor and premotor cortex dorsal
and ventral to this tongue-related spot (shown in red). In
addition, there was activation in dorsolateral prefrontal and
temporo-parietal cortex and in the cerebellum. In precentral
gyrus, activation patches for the tongue-related actions resem-
bled and overlapped between articulatory and motor tasks and
similar overlap was also found between lip-related motor and
articulatory actions (see arrows in Fig. 1 and see ref. 38).

ROIs for comparing activity related to different speech stimuli
were selected on the basis of both localizer studies, the motor and
articulatory experiments. Within the areas that were activated in
the motor experiments, the voxels in the central sulcus, which
were most strongly activated by lip and tongue movements,

Fig. 1. Activation elicited by actions and perceptions related to the lips and

tongue. (Top) Repetitive lip movements (red) and tongue movements (green)

tested against rest as a baseline (P � 0.05, family-wise-error-corrected). (Mid-

dle) Repetitive silent articulation of syllables including the lip-related pho-

neme [p] (red) and the tongue-related phoneme [t] (green) tested against rest

(P � 0.05, false-discovery-rate-corrected). (Bottom) Listening to spoken sylla-

bles, including the lip-related phoneme [p] (red) and the tongue-related

phoneme [t] (green) tested against listening to noise with spectrotemporal

characteristics that matched those of the syllables (P � 0.05, family-wise-error-

corrected).
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respectively, were selected as the centers of 8-mm radius ROI
(lip-central ROI: �56, �8, 46; tongue-central ROI: �60, �10,
25). Anterior to these postcentral ROIs, a pair of ROIs in
precentral cortex were selected (lip precentral ROI: �54, �3, 46;
tongue premotor ROI: �60, 2, 25). The precentral ROIs were
also differentially activated by the articulation of the lip-related
phoneme [p] and the tongue-related phoneme [t] in the articu-
lation experiment (arrows in Fig. 1). This dissociation was
substantiated by ANOVA, revealing a significant interaction of
place of articulation and region factors for the precentral ROIs
[F(1,11) � 6.03, P � 0.03]. The noise- and speech-perception
experiment produced strong activation in superior temporal
cortex. Consistent with refs. 41 and 42, noise elicited activation
in Heschl’s gyrus and superior temporal cortex surrounding it.
Additional noise-related activation was found in the parietotem-
poral cortex, especially in the supramarginal gyrus. Speech
stimuli activated a greater area in superior temporal cortex,
including large parts of superior temporal gyrus and extending
into superior temporal sulcus (Fig. 1 Bottom), which probably
represents the human homologue of the auditory parabelt region
(5, 9). The perception of syllables including the lip-related
phoneme [p] produced strongest activation at MNI coordinate
(�60, �12, 0), whereas that to the tongue-related phoneme [t]
was maximal at coordinate (�60, �20, 2), which is 8 mm
posterior-superior to the maximum activation elicited by [p].
This finding is consistent with distinct local cortical processes for
features of speech sounds in superior temporal cortex (43, 44).

To test whether the lip and tongue motor areas that are
implied in motor and articulatory processing were differentially
activated by the perception of lip- and tongue-related phonemes,
speech-evoked activation was investigated in the postcentral and
precentral ROIs. In postcentral ROIs, the interaction of the
factors place of articulation and ROI did not reach significance

(F � 1, P � 0.2, no significant difference). In contrast, precentral
ROIs revealed a significant interaction of these factors
[F(1,11) � 7.25, P � 0.021] because of stronger [t]- than
[p]-induced activity in the ventral ROI and the opposite pattern,
stronger [p]- than [t]-related blood flow in the dorsal precentral
region (Figs. 2 and 3).

These results, obtained from only one a priori-defined pair of
regions, were complemented by a broader analysis of activation
in a larger part of the motor strip, which, to this end, was divided
into smaller regions. A chain of seven such regions [spheres with
a radius of 5 mm and a center-to-center distance of 5 mm in the
vertical (z) direction] was aligned along the central sulcus of the
standard MNI brain between vertical (z) coordinates 20 and 50.
Anterior to it, at a distance of 5 mm, an additional line of regions
in precentral cortex was defined. This subdivision of precentral
and central cortex resulted in an array of 2 � 7 � 14 regions, for
each of which activation values were obtained for each experi-
ment (motor, articulation, and speech perception), condition
(lip- vs. tongue-related), and subject. As previously done, motor
and articulation activity were computed relative to the rest
baseline and for the speech-perception condition, activation was
calculated relative to averaged noise-evoked activity. Three-way
ANOVAs were run with the design articulator (tongue�lips) �

frontality (precentral�central) � dorsality (seven regions, infe-
rior to superior). For all three experiments, significant two-way
interactions of the articulator and dorsality factors emerged
[motor: F(6,66) � 8.13, P � 0.0001; articulation: F(6,66) � 8.43,
P � 0.0001; speech perception: F(6,66) � 3.18, P � 0.008],
proving differential activation of frontocentral cortex by the lip-
and tongue-related actions, articulations, and speech percep-
tions. When contrasting activity in the upper vs. lower three
regions (y coordinate, 20–30 vs. 40–50) in precentral and central
cortex between tongue and lip motor movements, a significant
difference emerged again [F(1,11) � 6.97, P � 0.02] because of
relatively stronger activation for lip movements in the superior
regions and stronger tongue movement activation in inferior
precentral regions. The same difference was also present for the
articulation task, where syllables including the lip-related pho-
neme [p] led to stronger superior activation, whereas the tongue-
related [t] articulations elicited relatively stronger hemodynamic
responses in inferior regions [F(1,11) � 8.43, P � 0.001].
Crucially, also the listening task showed the same differential
activation with relatively stronger dorsal activation to the lip
phoneme [p] and relatively stronger inferior activation to the
tongue phoneme [t] [F(1,11) � 4.84, P � 0.05]. Note that the
clearest differential activation was determined in precentral
cortex for both articulation and speech perception, whereas for
the nonverbal motor task, differential activation was most pro-
nounced at central sites. Because the interactions of the vowel
factor with the articulator factor or topographical variables did
not reach significance, there was no strong support for differ-
ential local vowel-specific motor activation or a change of the

Fig. 2. Phoneme-specific activation in precentral cortex during speech

perception. (A) Frontal and sagittal slices of the standard MNI brain showing

activation during lip (red) and tongue (green) movement along with the ROIs

centered in precentral gyrus. (B) Activation (arbitrary units) during listening to

syllables including [p] and [t] in precentral ROIs where pronounced activation

for lip (red) and tongue (green) movements was found. The significant inter-

action demonstrates differential activation of these motor areas related to

perception of [p] and [t].

Fig. 3. Frontal slices showing differential activation

elicited during lip and tongue movements (Left), syl-

lable articulation including [p] and [t] (Center), and

listening to syllables including [p] and [t] (Right). Note

the superior-central activations for lip-related actions

and perceptions (red) and the inferior-central activa-

tions for tongue-related ones (green). The significance

thresholds are P � 0.05, family-wise-error-corrected

for movements, false-discovery-rate-corrected for ar-

ticulations, and uncorrected for speech perception.
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regionally specific differential activation for [p] and [t] between
vowel contexts from this set of analyses.

Analysis of the electromyogram (EMG) data failed to reveal
significant differences in neurophysiological activity of the lip
muscles when subjects listened to syllables starting with [p] and
[t]. The EMG after the syllable presentation did not indicate any
neurophysiological distinctions between the different types of
stimuli (rms of activity in 200- to 400-ms time interval: 0.54 vs.
0.46 mV; F � 2, P � 0.2, no significant difference). Analysis of
longer and later time intervals also failed to suggest differential
activation of articulator muscles during syllable perception in a
sparse imaging context. This result does not support the possi-
bility that the differential activation in precentral cortex seen
during the fMRI study was related to overt or subliminal motor
activity in the peripheral motor system elicited by syllable
perception.

Discussion

Differential activation of the cortical motor system, in central
and precentral areas, was observed during passive listening to
phonemes produced by different articulators (lips and tongue) at
different places of articulation. Localizer experiments using
nonverbal motor movements and silent articulatory movements
involving the lips and tongue showed that the differential
activation in precentral cortex to speech sounds was consistent
with the somatotopic representation in motor and premotor
cortex of the relevant articulatory movements and nonverbal
movements of the articulators. The precentral regions consis-
tently activated by nonverbal movements, syllable articulation,
and speech perception demonstrate a shared speech-sound-
specific neuronal substrate of these sensory and motor processes.

This set of findings is evidence that information about
specific articulatory and motor features of speech sounds is
accessed in speech perception. Because we defined the areas
of differential activation in articulation and motor tasks that
involved the tongue and lips, respectively, we can state that the
differential activation of these same areas in the speech-
perception experiment includes information about articula-
tory features of speech sound stimuli. This finding supports
neurobiological models of language postulating specific func-
tional links in perisylvian cortex between auditory and artic-
ulatory circuits processing distinctive features of speech (11,
13, 15, 24, 45). The data also provide support for cognitive
models postulating perception–action links in phonological
processing (for example, the direct realist theory) (17, 18).

The motor theory of speech perception (MTSP; refs. 19 and
20) also postulated reference to motor gestural information in
speech processing. Therefore, the data presented here are
compliant with this postulate immanent to this theory. However,
it is an a priori that neuroimaging evidence cannot, per se, prove
the necessity of motor information access for the cognitive
process under investigation. Therefore, the data set presented
here cannot prove that motor representation access is necessary
for speech perception, as the MTSP claims. Crucially, however,
these data suggest a shared neural substrate (in precentral
cortex) of feature-specific perceptual and articulatory phono-
logical processes and of body-part-specific nonlinguistic motor
processes. This finding may be interpreted as evidence against
one of the major claims of the MTSP (namely, the idea that
‘‘speech is special,’’ being processed in a speech-specific module
not accessed when nonlinguistic actions are performed). More
generally, the idea that motor links are required for discrimi-
nating between speech sounds needs to be considered in the light
of the evidence for categorical speech perception in early infancy
(46) and in animals (47, 48).

The results indicate that the precentral cortex is the site where
the clearest and most consistent differential somatotopic acti-
vation was produced by motor movements of the articulators, by

articulatory movements performed with these same articulators,
and, last, by the perception of the speech sounds elicited by
moving these very articulators. Because the precentral gyrus
includes both primary motor and premotor cortex, it may be that
both of these parts of the motor system participate not only in
articulatory planning and execution but also in speech percep-
tion. Because primary and premotor cortex cannot be separated
with certainty on the basis of the methods used in this study, the
question of distinguishable functional roles of these areas in the
speech-perception process remains to be determined. A related
interesting issue addresses the role of attention and task con-
texts. Previous research indicated that inferior-frontal and fron-
tocentral activation to speech can occur in a range of experi-
mental tasks and even under attentional distraction (29, 34), but
there is also evidence that inferior-frontal activation is modu-
lated by phonological processes (49, 50). The influence of
attention on the dynamics of precentral phoneme-feature-
specific networks remains to be determined.

Our results might be interpreted in the sense that perceptual
representations of phonemes, or perceptual phonemic processes,
are localized in precentral cortex. However, we stress that such
a view presuming phonemes as a cognitive and concrete neural
entity, which is immanent to some models, is not supported by
the data presented here. Instead, these data are compatible as
well with models postulating phonological systems in which
phonemic distinctive features are the relevant units of represen-
tation, independent of the existence of an embodiment of
phonemes per se (44, 51, 52). We believe that the least-biased
linguistic interpretation of our results is as follows: articulatory
phonetic features [�alveolar] (or, perhaps more accurately,
[�tongue-tip]) and [�bilabial] are accessed in both speech
perception and listening, and this access process involves region-
ally specific areas in precentral gyrus. Remarkably, the region-
ally specific differential activation for [p] and [t] did not signif-
icantly change between the vowel contexts of [I] or [æ] in which
the consonants were presented. This observation is consistent
with the suggestion that the different perceptual patterns cor-
responding to the same phoneme or phonemic feature are
mapped onto the same gestural and motor representation.

These results indicate that perception of speech sounds in a
listening task activates specific motor circuits in precentral
cortex, and that these are the same motor circuits that also
contribute to articulatory and motor processes invoked when the
muscles generating the speech sounds are being moved. This
outcome supports a general theory of language and action
circuits realized by distributed sensorimotor cell assemblies that
include multimodal neurons in premotor and primary motor
cortex and in other parts of the perisylvian language areas as well
(13, 22–24). Generally, the results argue against modular theo-
ries, which state that language is stored away from other
perceptual and motor processes in encapsulated modules that
are devoted to either production or comprehension of language
and speech. Rather, it appears that speech production and
comprehension share a relevant part of their neural substrate,
which also overlaps with that of nonlinguistic activities involving
the body parts that express language (21–23, 53).

Materials and Methods

Subjects. The participants of the study were 12 (seven females and
five males) right-handed monolingual native speakers of English
without any left-handed first-order relatives. They had normal
hearing and no history of neurological or psychiatric illness or
drug abuse. The mean age of the volunteers was 27.3 years (SD,
4.9). Ethical approval was obtained from the Cambridge Local
Research Ethics Committee.

Stimuli and Experimental Design. Volunteers lay in the scanner and
were instructed to avoid any movement (except for the subtle
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movements required in the articulatory and motor tasks). The
study consisted of three experiments that were structured into
four blocks and administered in the order of (i) a speech-
perception experiment, which was divided into two blocks (24
min each); (ii) an articulation-localizer experiment (5.4 min);
and (iii) a motor-localizer experiment (3.2 min). The motor and
articulation tasks were administered by using block designs with
continuous MRI scanning, whereas sparse imaging with sound
presentation in silent gaps was used in the speech-perception
experiment. Here, we describe these experiments in the reverse
order because the motor and articulatory experiments were used
to localize the critical areas for the analysis of the speech-
perception experiment.

Motor-Localizer Experiment. Subjects had to perform repetitive
minimal movements of the lips and tip of the tongue upon
written instruction. The word ‘‘lips’’ or ‘‘tongue’’ appeared on a
computer screen for 16 s, and subjects had to perform the
respective movement during the entire period. In an additional
condition, a fixation cross appeared on the screen and the
subjects had to rest. Each task occurred four times, thus resulting
in 12 blocks, which were administered in pseudorandom order
(excluding direct succession of two blocks of the same type).
Minimal alternating up-and-down movements of the tongue tip
and the lips were practiced briefly outside the scanner before the
experiment. Subjects were instructed to minimize movements,
and they avoided somatosensory self-stimulation by lip closure
or tongue-palate contact as much as possible.

Articulation-Localizer Experiment. Subjects had to ‘‘pronounce
silently, without making any noise’’ the syllables [pI], [pæ], [tI],
and [tæ] upon written instruction. The letter string ‘‘PIH,’’
‘‘PAH,’’ ‘‘TIH,’’ or ‘‘TAH’’ appeared on a computer screen for
16 s, and subjects had to perform the respective articulatory
movement repeatedly during the entire period. In an additional
condition, a fixation cross appeared on screen and subjects had
to rest. Each instruction occurred four times, thus resulting in 20
blocks, which were administered in pseudorandom order.

Speech-Perception Experiment. Speech and matched noise stimuli
were presented through nonmagnetic headphones. Volunteers
were asked ‘‘to listen and attend to the sounds and avoid any
movement or motor activity during the experiment.’’ To reduce
the interfering effect of noise from the scanner, which would
acoustically mask the stimuli and lead to saturation of auditory
cortical area activation (54), the so-called ‘‘sparse imaging’’
paradigm was applied. Stimuli appeared in 1.6-s gaps between
MRI scans, each also lasting 1.6 s. All speech and noise stimuli
were 200 ms; their onset followed the preceding scanner noise
offset by 0.4–1.2 s (randomly varied). We presented 100 stimuli
of each of eight stimulus types (see next paragraph) and 100 null
events with silence in the gap between scans in a pseudorandom
order, which was newly created for each subject.

The speech stimuli included different tokens of the following
four syllable types: [pI], [pæ], [tI], and [tæ]. A large number of
syllables of each type were spoken by a female native speaker of
English and recorded on computer disk. Items that were max-
imally similar to each other were selected. These similar syllables
from the four types were then adjusted so that they were exactly
matched for length, overall sound energy, F0 frequency and voice
onset time. Matched noise stimuli were generated for each
recorded syllable by performing a fast-Fourier transform anal-
ysis of the spoken stimuli and subsequently modulating white
noise according to the frequency profile and the envelope of the
syllable (55). These spectrally adjusted signal-correlated noise
stimuli were also matched for length, overall sound energy, and
F0 frequency to their corresponding syllables and among each
other. From each recorded syllable and each noise pattern, four

variants were generated by increasing and decreasing F0 fre-
quencies by 2% and 4%, thus resulting in 20 different syllables
and 20 different noise patterns (5 from each type; 40 different
stimuli).

Imaging Methods. Subjects were scanned in a 3-T magnetic
resonance system (Bruker, Billerica, MA) using a head coil.
Echo-planar imaging (EPI) was applied with a repetition time of
3.2 s in the speech-perception task (1.6 s of scanning and 1.6 s
of silent gap) and 1.6 s in the motor and articulation-localizer
tasks. The acquisition time (TA) was 1.6 s, and the flip angle was
90°. The functional images consisted of 91 slices of 64 � 64 voxels
covering the whole brain. Voxel size was 3 � 3 � 2.25 mm, with
an interslice distance of 0.75 mm, thus resulting in an isotropic
scanning volume. Isotopic scanning was applied because the
major prediction was about activation differences along the z
axis. Imaging data were processed by using the Automatic-
analysis for neuroimaging (aa) package (Cognition and Brain
Sciences Unit, Medical Research Council) with SPM2 software
(Wellcome Department of Cognitive Neurology, London). Im-
ages were corrected for slice timing and then realigned to the
first image by using sinc interpolation. Field maps were used to
correct for image distortions resulting from inhomogeneities in
the magnetic field (56, 57). Any nonbrain parts were removed
from the T1-weighted structural images by using a surface-model
approach (‘‘skull-stripping;’’ see ref. 58). The EPI images were
coregistered to these skull-stripped structural T1 images by using
a mutual information coregistration procedure (59). The struc-
tural MRI was normalized to the 152-subject T1 template of the
MNI. The resulting transformation parameters were applied to
the coregistered EPI images. During the spatial normalization
process, images were resampled with a spatial resolution of 2 �

2 � 2 mm. Last, all normalized images were spatially smoothed
with a 6-mm full-width half-maximum Gaussian kernel, and
single-subject statistical contrasts were computed by using the
general linear model (60). Low-frequency noise was removed
with a high-pass filter (motor localizer: time constant, 160 s;
articulation task, 224 s; listening task, 288 s). The predicted
activation time course was modeled as a box-car function
(blocked motor and articulatory experiments) and as a box-car
function convolved with the canonical hemodynamic response
function that is included in SPM2 (sparse-imaging speech-
perception experiment).

Group data were analyzed with a random-effects analysis. A
brain locus was considered to be activated in a particular
condition if 27 or more adjacent voxels all passed the threshold
of P � 0.05 corrected. For correction for multiple comparisons,
the family-wise-error and false-discovery-rate methods were
used (61). Stereotaxic coordinates for voxels with maximal t
values within activation clusters are reported in the MNI stan-
dard space, which very closely resembles the standardized Ta-
lairach (62) space (63).

We computed the average parameter estimates over voxels for
each individual subject in the speech-perception task for spher-
ical ROIs in the left hemisphere (radius, 8 mm). The ROIs were
defined on the basis of the random-effects analysis as differen-
tially activated by movement and articulation types. This defi-
nition was done by using MARSBAR software utility (63). Values
for each of the four syllable types that were subtracted by the
values obtained for the average of all noise stimuli were sub-
jected to ANOVA, including the following factors: ROI (lip or
tongue movement-related activity foci), place of articulation of
the speech sound (bilabial�lip-related [p] vs. alveolar�tongue
tip-related [t]), and vowel included in the speech sound ([I] vs.
[æ]). Additional statistical analyses were performed on ROIs
aligned along the motor strip, as described in Results. For the
analysis of cortical laterality, ROIs were defined as spheres with
a radius of 1 cm around the points of maximal activation in the
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left and right hemispheres (comparisons: movements vs. rest,
articulations vs. rest, and speech�sound perception vs. silence).
Because coordinates of activation maxima were similar in the
two hemispheres, the average of the left- and right-hemispheric
activation maxima was used to define the origins of symmetric
ROI pairs used for statistical testing. Additional ROIs were
defined based on refs. 30 and 64 so that they comprised a large
portion of Broca’s area and its right-hemispheric counterpart.

EMG Movement-Control Experiment. Although subjects were in-
structed explicitly to refrain from any motor movement during the
speech-perception experiment, one may argue that syllable percep-
tion might evoke involuntary movements that may affect the blood
oxygenation level-dependent response. Because EMG provides
accurate information about muscle activity even if it does not result
in an overt movement, this method was applied in a control
experiment. Because temporal gradients of strong magnetic fields
produce huge electrical artifacts and thus noise in the EMG
recording, this experiment was performed outside the scanner, in
the EEG laboratory of the Cognition and Brain Sciences Unit of the
Medical Research Council. To avoid repetition effects, a different
population of eight subjects (mean age, 25.3; SD, 6.8; all satisfying
the criteria for subject selection described above) was tested. The

experiment was an exact replication of the fMRI speech-perception
experiment, including also the scanner noise produced during
sparse imaging. One pair of EMG electrodes were placed to the left
and right above and below the mouth, respectively (total of eight
electrodes) at standard EMG recording sites targeting the orbicu-
laris oris muscle (65). This muscle would show strong EMG activity
during the articulation of a lip-related consonant and during lip
movements but would do so much less during tongue-related
phoneme production or tongue movements. During articulations of
syllables starting with [p] and [t], EMG responses at these electrodes
immediately differentiated between these phonemes, with maximal
differences occurring at 200–400 ms. EMG responses to speech
stimuli were evaluated by calculating averages of rms values for all
four bipolar recordings and averaging data across electrodes in the
time window of 200–400 ms after syllable onset. Additional longer
and later time intervals were analyzed to probe the consistency of
the results.
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