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#### Abstract

We investigate strong electron-electron correlation effects on 2-dimensional van der Waals materials $\mathrm{Nb}_{3} \mathrm{X}_{8}$ $(\mathrm{X}=\mathrm{Cl}, \mathrm{Br}, \mathrm{I})$. We find that the monolayers $\mathrm{Nb}_{3} \mathrm{X}_{8}$ are ideal systems close to the strong correlation limit. They can be described by a half-filled single band Hubbard model in which the ratio between the Hubbard, U, and the bandwidth, $\mathrm{W}, \mathrm{U} / \mathrm{W} \approx 5 \sim 10$. Both Mott and magnetic transitions of the material are calculated by the slave boson mean field theory. Doping the Mott state, a $d_{x^{2}-y^{2}}+i d_{x y}$ superconducting pairing instability is found. We also construct a tunable bilayer Hubbard system for two sliding $\mathrm{Nb}_{3} \mathrm{X}_{8}$ layers. The bilayer system displays a crossover between the band insulator and Mott insulator.


## INTRODUCTION

Strongly correlated materials display very rich intriguing physical properties [1]. For instance, the cuprates display antiferromagnetic Mott insulator, pseudogap, non-fermi liquid and many other unexpected phenomena besides their hightemperature superconductivity $[2,3]$. To uncover the microscopic nature of these phenomena, different theoretical methods and numerical techniques, including resonating valence bond (RVB) [3], slave-boson mean-field [2], Gutzwiller approximation [3], dynamical mean-field theory (DMFT) [4], density matrix renormalization group (DMRG) [5] etc., have been developed. However, despite the tremendous efforts over the last forty years, strongly correlated models are barely solved. One of the major difficulties is that the correlated materials are often complicated by a strong interplay between spin, orbit, charge and lattice degree of freedoms [6-8]. For example, all five d-orbitals are intertwined in iron-based superconductors [9, 10]. Plain-vanilla systems with minimum parameters are highly desirable in strongly correlated materials. Twisted bilayer graphenes (TBG) with nearly vanishing bandwidth have been considered as ideal systems to investigate strong correlation in 2-dimensional (2D) van der Waals (vdW) materials [11-20]. But in reality, the low energy physics of TBG is not simple enough because of the interplay between layer, spin and valley [21-23].

Recently, $\mathrm{Na}_{3} \mathrm{Cl}_{8}$ has been shown to be a simple Mott insulator [24]. Using angle-resolved photoemission spectroscopy (ARPES), photoluminescence spectroscopy (PL) and DMFT calculations, a half-filled flat band with U around $0.8 \mathrm{eV} \sim 1.2$ eV was observed in $\mathrm{Na}_{3} \mathrm{Cl}_{8}$ [24]. Additionally, a Josephson junction using $\mathrm{Na}_{3} \mathrm{Br}_{8}$ thin flake as a barrier also leads to a long-term chasing superconducting diode effect without the magnetic field, which is related to the strongly correlated nature of this material [25-33]. All these findings show the $\mathrm{Nb}_{3} \mathrm{X}_{8}$ ( $\mathrm{X}=\mathrm{Cl}, \mathrm{Br}, \mathrm{I}$ ) may be an ideal platform to study correlation physics. In this work, we carry out a comprehensive investigation of the few layers $\mathrm{Nb}_{3} \mathrm{X}_{8}$. Using the monolayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$, Mott insulator and magnetism at half-filling are found and the doping instability towards unconventional supercon-


FIG. 1. a, The Nb Kagome lattice dominates the physics of $\mathrm{Nb}_{3} \mathrm{X}_{8}$. The lattice is unstable towards two possible trimerization structures Trimer-1 and Trimer-2. b, The monolayer band structure (in unit of eV ) of $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ with DFT calculation (red line) and Wannierization fitting TB (blue line). c, The bilayer band structure of $\mathrm{Nb}_{3} \mathrm{Br}_{8}$. $\mathbf{d}$, The monolayer band structure of $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$. e, The bilayer band structure of $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$.
ductivity is discussed. Furthermore, a controllable bilayer Hubbard model is constructed by sliding two-layer $\mathrm{Nb}_{3} \mathrm{X}_{8}$, where the crossover between the band insulator and Mott insulator takes place.

## TIGHT-BINDING MODEL

We start from the non-interacting electronic structure of $\mathrm{Nb}_{3} \mathrm{X}_{8}$ using density functional theory (DFT) calculation and

Wannierization. The crystal structure of bulk $\mathrm{Nb}_{3} \mathrm{X}_{8}$ materials is a standard vdW structure by stacking $\mathrm{Nb}_{3} \mathrm{X}_{8}$ along the c direction [34-40]. Owing to the modern development in cleavage technique, reducing vdW materials down to a few layers and monolayer has now become a routine procedure [41, 42]. Hence, we will focus on the few-layer properties of $\mathrm{Nb}_{3} \mathrm{X}_{8}$. Both the bulk and monolayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$ electronic structure are dominated by the Nb 4 d orbitals, where Nb atoms form a Kagome lattice as shown in Fig. 1a. However, the Nb Kagome lattice is not a stable structure with instability towards trimerization. Since the Kagome lattice is formed by two corner-sharing triangles, there are two ways of trimerization, Trimer-1 and Trimer-2, as illustrated in Fig. 1a. Because of this trimerization, the low energy theory of $\mathrm{Nb}_{3} \mathrm{X}_{8}$ is changed to a triangle lattice formed by $\mathrm{Nb}_{3}$ clusters. For instance, the band structure of monolayer $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ around Fermi level is simply one-band, as shown in Fig. 1b. And this band is formed by the $2 \mathrm{a}_{1}$ molecular orbital of $\mathrm{Nb} 4 \mathrm{~d}_{z^{2}}$ trimers [24, 36, 38]. Therefore, the Kagome lattice is reduced to a triangle lattice with a doubled effective lattice constant. Taking into account the in-plane weak hopping of $\mathrm{d}_{z^{2}}$, the bandwidth $W$ is largely reduced down to 0.096 eV . Similarly, the band structure of monolayer $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ is also showing a one-band character with $W$ around 0.2 eV , as plotted in Fig. 1d. The band structure of $\mathrm{Nb}_{3} \mathrm{I}_{8}$ is shown in the Supplemental Materials (SM) [43] (see also reference 1-3) with a bandwidth around 0.196 eV . Because of the similarity of these systems, we will take $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ as an example in the following discussion.

Although the monolayer $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ and $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ look similar, their ways of stacking are quite different. In $\mathrm{Nb}_{3} \mathrm{Br}_{8}$, each Nb layer is trimerized into Trimer- 1 while the $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ layers are trimerized into Trimer-1 and Trimer-2 alternatively. Hence, the $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ bilayer is an insulator owing to the strong interlayer hybridization of $\mathrm{d}_{z^{2}}$ orbitals, as plotted in Fig. 1c. On the other hand, the $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ bilayer is weakly coupled owing to the misalignment between two trimers, as shown in Fig. 1e.

Taking all above facts into account, we can construct the tight-binding (TB) model of $\mathrm{Nb}_{3} \mathrm{X}_{8}$ by Wannierization. The TB model of $\mathrm{Nb}_{3} \mathrm{X}_{8}$ monolayer can be written as

$$
\begin{equation*}
H_{0}=\sum_{i j \sigma} t_{i j} c_{i, \sigma}^{\dagger} c_{j, \sigma}+h . c .-\mu \sum_{i \sigma} c_{i, \sigma}^{\dagger} c_{i, \sigma} \tag{1}
\end{equation*}
$$

Here, we have included the hopping parameters up to the third-nearest-neighbours, with $t_{1}=5.4 \mathrm{meV}, t_{2}=5.7 \mathrm{meV}$, $t_{3}=-6.3 \mathrm{meV}$. As compared in Fig. 1b, this TB model can faithfully describe the $\mathrm{Nb}_{3} \mathrm{Br}_{8}$. Then, the interaction term is added as the Hubbard model

$$
\begin{equation*}
H_{I}=U \sum_{i} n_{i \uparrow} n_{i \downarrow} \tag{2}
\end{equation*}
$$

To treat Hubbard interaction non-perturbatively and study possible noncollinear magnetism in triangular lattice, we apply the $S U(2)$ spin-rotation invariant Kotliar-Ruckenstein slave boson theory [47] and represent the local Hilbert space by a spin- $1 / 2$ fermion $f_{\sigma}$ and six bosons $e, d$, and $p_{\mu}(\mu=$
$0,1,2,3$ ) for empty, doubly-occupied, and singly occupied sites respectively [47-50]: $|0\rangle=e^{\dagger}|\mathrm{vac}\rangle,|\uparrow \downarrow\rangle=d^{\dagger} f_{\downarrow}^{\dagger} f_{\uparrow}^{\dagger}|\mathrm{vac}\rangle$, and $|\sigma\rangle=\frac{1}{\sqrt{2}} f_{\sigma^{\prime}}^{\dagger} p_{\mu}^{\dagger} \tau_{\sigma^{\prime} \sigma}^{\mu}|\mathrm{vac}\rangle$ where $\tau^{1,2,3}$ and $\tau^{0}$ are Pauli and identity matrices [48-50]. Then, the hopping terms are renormalized to $\psi_{i}^{\dagger} g_{i}^{\dagger} g_{j} \psi_{j}$, where $\psi_{i}^{\dagger}=\left(f_{i \uparrow}^{\dagger}, f_{i \downarrow}^{\dagger}\right)$ and $g_{i}$ is the renormalization factor defined in SM. The Hubbard interaction is written as $U \sum_{i} d_{i}^{\dagger} d_{i}$ with other local constraints discussed in SM. Then a mean-field solutions are obtained by boson condensation, which are equivalent to the Gutzwiller approximation [49].

The paramagnetic solution of the above model can be obtained by setting $p_{x / y / z}$ expectation values to zero. The metalinsulator transition [51] is hallmarked by chasing the doublon density $n_{d}=\left\langle d_{i}^{\dagger} d_{i}\right\rangle$, which is plotted in Fig. 2a. The $n_{d}$ linearly decreases as U increases before reaching the BrinkmanRice (BR) transition [52] at $U_{B R}=158 \mathrm{meV}$, where the renormalization factor $g_{i}$ vanishes signaling a Mott transition. Since the Nb Hubbard U is expected to be $0.8 \sim 1.2 \mathrm{eV}$ far beyond $U_{B R}$, the monolayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$ lies deep inside the Mott phase. Hence, we need to consider the magnetic solution.

It is widely known that triangle lattice is a highly frustrated spin system with non-trivial magnetic solutions. The ground state of nearest-neighbor triangle Hubbard model at large U limit and Heisenberg model is $\sqrt{3} \times \sqrt{3}$ antiferromagnetism (AFM) with $120^{\circ}$ ordering. The large U limit of $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ can also be mapped to a highly frustrated $J_{1}-J_{2}-J_{3}$ Heisenberg model. Using slave boson mean-field, a $120^{\circ} \mathrm{AFM}$ order is found beyond the critical value $U_{c}=93 \mathrm{meV}$, as shown in Fig.2b. Due to the limitation of mean-field theory, other exotic phases like the quantum spin liquids will be left to future work [53, 54].

## RANDOM PHASE APPROXIMATION

Besides the Mott transition at half-filling, many interesting phenomena can show up by doping a Mott insulator, especially the unconventional superconductivity (SC) . For example, a very rich phase diagram emerges for a broad doping range in the strongly correlated triangle lattice material $\mathrm{Na}_{x} \mathrm{CoO}_{2}$ with unconventional superconductivity [55, 56]. This superconductivity is widely believed to emerge from doping a Mott insulator with possible time reversal symmetry breaking [57, 58]. The high carrier tunability of 2D materials, through gating and ionic liquids etc., provides a direct way of doping this Mott insulator [21, 42]. To study the superconductivity instability, we apply a random-phase approximation (RPA) study by hole doping the system [59, 60]. Within the RPA approach, the spin susceptibility $\chi^{s}(\mathbf{q})$ and charge susceptibility $\chi^{c}(\mathbf{q})$ are given as:

$$
\begin{equation*}
\left.\chi^{s / c}(\mathbf{q})=\left[1 \mp \chi^{0}(\mathbf{q}) U\right)\right]^{-1} \chi^{0}(\mathbf{q}) \tag{3}
\end{equation*}
$$
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FIG. 2. a, Using slave boson mean field, the paramagnetic solution of monolayer Hubbard model is determined by the double occupancy $n_{d}$. The BR transition towards Mott occurs at $U_{B R}=152 \mathrm{meV}$. b, The magnetic expectation value $S$ of monolayer Hubbard model with a phase transition towards $\sqrt{3} \times \sqrt{3} \mathrm{AFM}$ at $U=93 \mathrm{meV}$. c, The Fermi surface of monolayer $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ at hole doping $x=0.1$. d, The various SC pairing instabilities determined by RPA approach. The leading instability is the $\mathrm{E}_{2 g}$ channel (black line) or $d_{x^{2}-y^{2}}+i d_{x y}$ channel. The subleading one is the $\mathrm{A}_{1 g} \mathrm{~s}$-wave channel (red line).
where the $\chi^{0}(\mathbf{q})$ is the noninteracting susceptibility. The effective pairing interaction $V(\mathbf{q})$ is constructed as

$$
\begin{equation*}
V(\mathbf{q})=\frac{1}{4} \eta U^{2} \chi^{s}(\mathbf{q})-\frac{1}{8} U^{2} \chi^{c}(\mathbf{q})+\frac{1}{2} U \tag{4}
\end{equation*}
$$

with $\eta=\frac{3}{2}$ for spin-singlet state and $\eta=-\frac{1}{2}$ for spintriplet state. It governs the superconducting pairing instabilities through the linearized gap $\Delta(\mathbf{k})$ equation

$$
\begin{equation*}
\lambda \Delta(\mathbf{k})=\frac{1}{N_{s}} \sum_{k^{\prime}} \frac{f\left(\varepsilon_{\mathbf{k}^{\prime}}\right)-f\left(\varepsilon_{-\mathbf{k}^{\prime}}\right)}{\varepsilon_{\mathbf{k}^{\prime}}-\left(-\varepsilon_{-\mathbf{k}^{\prime}}\right)} V\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \Delta\left(\mathbf{k}^{\prime}\right) \tag{5}
\end{equation*}
$$

where $N_{s}$ is the number of sites, $\varepsilon_{\mathbf{k}}$ is the eigenband of Eq. 1 , $f(\varepsilon)$ is the Fermi distribution function, and $\lambda$ is the eigenvalue for the gap equation.

We solve the gap equation for the hole dope case with $x=0.1$, whose Fermi surface is shown in Fig. 3c and temperature $T=1 \mathrm{meV}$ for various values of $U$ within a mesh of $60 \times 60 \mathrm{k}$ points. The dominant pairing symmetry is determined by the gap function $\Delta(\mathbf{k})$ whose eigenvalue $\lambda$ become unity firstly. By an approximate $D_{6 h}$ point group symmetry, the gap functions can be classified as its irreducible representations. In Fig. 2d, we plot several dominated gap function eigenvalues $\lambda$ as a function of U . The leading SC instability is found to be $E_{2 g}$ channel, which corresponds to the $d_{x^{2}-y^{2}}+i d_{x y}$ pairing symmetry. And this $d_{x^{2}-y^{2}}+i d_{x y}$ pair breaks the timereversal symmetry with the possible non-trivial topological property [58]. In the current case considered with hole-doping $\mathrm{x}=0.1$, the system with a next nearest neighbor $d_{x^{2}-y^{2}}+i d_{x y}$ pairing has Chern number $\pm 6$ with more details of the calculation shown in SM [43]. The sub-leading instability is the


FIG. 3. a, The bilayer $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ is used to construct a bilayer Hubbard model. By parallel sliding the top layer with distance $r$, the interlayer coupling $t_{\perp}$ can be accurately adjusted. This sliding approach can be used to study the phase diagram of bilayer Hubbard model. b, The phase diagram of bilayer Hubbard model as function of $U$ and $t_{\perp}$. The red line is the metal-insulator phase transition line determined by DMFT. There is a crossover between the band insulator limit and Mott insulator limit. We also use the slave boson mean field to find approximate boundary of BR transition (dashed lines), where the metal-insulator transition line is beyond this approach. The rough positions of bilayer $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ and $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ are also labeled by pink star and green star respectively.
$A_{1 g}$ s-wave and other triplet channels are far away from spin singlet ones.

## BILAYER HUBBARD MODEL

Besides the charge tunability, the flexibility of 2D materials and modern electronic techniques make the precise control and engineering of materials and devices possible. Successful engineering in small-angle twisted bilayer graphene provides a standard paradigm for this approach, where the bandwidth, interaction screening etc. can be adjusted [11, 12, 21]. Motivated by twisted bilayer graphene, we can also design the bilayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$. By introducing the layer index $l$, the bilayer system can be written as
$H=\sum_{l=1,2} \sum_{i j \sigma} t_{i j} c_{i, l \sigma}^{\dagger} c_{j, l \sigma}+\sum_{i \sigma} t_{\perp} c_{i, 1 \sigma}^{\dagger} c_{i, 2 \sigma}+h . c .+U \sum_{l, i} n_{i, l \uparrow} n_{i, l \downarrow}$
where the $t_{\perp}$ describes the interlayer coupling. Notice that the structure difference in $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ and $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ materials leads to a huge difference in $t_{\perp}$ as discussed above. Therefore, the
bilayer system can be tuned by sliding the top layer with distance $r$, as illustrated in Fig.3a. Then, the $t_{\perp}$ can be approximately written as

$$
\begin{equation*}
t_{\perp}(r)=t_{0} \exp \left(-r / r_{0}\right) \tag{7}
\end{equation*}
$$

where $r$ is defined as the in-plane distance reference to $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ case in Fig. $3 \mathbf{a}, t_{0}=152 \mathrm{meV}$ is the interlayer coupling strength of $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ and $r_{0}$ is a decay length by fitting the value at $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$, which is around $0.9 \sim 1.2 \AA$.

Hence, the sliding bilayer system is one tunable system by controlling $t_{\perp}$, which can be used to study the bilayer Mott transition. In the $U=0$ limit, the system undergoes a phase transition from metal to band insulator at large $t_{\perp}$. On the contrary, if $t_{\perp}$ is zero, there is a Mott transition as discussed in the monolayer system. One interesting question arises: whether a Mott insulator and a band insulator are fundamentally different? This question has been widely discussed using both numerical and analytical approaches [8, 61-64]. Both crossover and phase transition between them have been identified [6570]. The sliding design here may provide a way to settle down this debate.

Theoretically, we carry out a DMFT study of this model, where the spatial fluctuations of the self-energy are ignored with $\Sigma\left(k, i \omega_{n}\right) \approx \Sigma\left(i \omega_{n}\right)$ [4]. The Hubbard model is further mapped to an Anderson impurity model embedded in an interacting bath with the same self-energy [4]. Here, we use the hybridization expansion continuous-time quantum Monte Carlo package $i$ QIST as the impurity solver [71, 72].

For the bilayer Hubbard model, the self-energy becomes a $2 \times 2$ matrix $\hat{\Sigma}\left(i \omega_{n}\right)$. To simplify the impurity calculation, it is more convenient to use the band basis. The band basis $a_{k, \alpha \sigma}$ ( $\alpha= \pm$ ) is easily obtained as

$$
\begin{equation*}
a_{k, \pm \sigma}=\frac{1}{\sqrt{2}}\left(c_{k, 1 \sigma} \pm c_{k, 2 \sigma}\right) \tag{8}
\end{equation*}
$$

with eigen-energy $E_{ \pm}(k)=\epsilon(k) \pm t_{\perp}$ and $\epsilon(k)$ is monolayer band eigenfunction. The intereaction terms are transformed into the multi-orbital Hubbard model as

$$
\begin{align*}
H_{I} & =U_{0} \sum_{i, \alpha} \hat{n}_{i, \alpha \uparrow} \hat{n}_{i, \alpha \downarrow}+U_{v} \sum_{i, \alpha \neq \alpha^{\prime}} \hat{n}_{i, \alpha \uparrow} \hat{n}_{i, \alpha^{\prime} \downarrow} \\
& -J \sum_{i, \alpha \neq \alpha^{\prime}}\left(a_{i, \alpha \uparrow}^{\dagger} a_{i, \alpha^{\prime} \downarrow}^{\dagger} a_{i, \alpha^{\prime} \uparrow} a_{i, \alpha \downarrow}+a_{i, \alpha \uparrow}^{\dagger} a_{i, \alpha \downarrow}^{\dagger} a_{i, \alpha^{\prime} \uparrow} a_{i, \alpha^{\prime} \downarrow}\right) \tag{9}
\end{align*}
$$

where $U_{0}=U_{v}=J=\frac{U}{2}$. Then, the self-energy matrix becomes diagonal as

$$
\hat{\Sigma}\left(i \omega_{n}\right)=\left(\begin{array}{cc}
\Sigma_{+}\left(i \omega_{n}\right) & 0  \tag{10}\\
0 & \Sigma_{-}\left(i \omega_{n}\right)
\end{array}\right)
$$

Using DMFT method, the phase diagram of bilayer Hubbard model is obtained, shown in Fig.3b. Besides the $U=0$ transition and $t_{\perp}$ transition discussed above, a metal-insulator transition line $U_{c}\left(t_{\perp}\right)$ (red line in Fig.3(b)) is found by DMFT. As shown in Fig. $3 \mathbf{b}, U_{c}(0)=158 \mathrm{meV}$ as the monolayer value. However, $U_{c}\left(t_{\perp}\right)$ keeps decreasing as $t_{\perp}$ increases before reaching the transition point at $t_{\perp} \approx 48 \mathrm{meV}$ and $U=0$.

Besides the metal-insulator transition, no other phase transitions are found from the DMFT calculation. The transition between band insulator and Mott insulator is a crossover $[66,67]$. This result shows there is no fundamental difference between band insulator and Mott insulator. To understand this crossover, we can study the single-site local interaction $\hat{H}_{\text {loc }}$ problem with two electrons defined in SM. The eigenenergy and eigenfunctions for this problem are listed in TABLE I.

| $n$ | Eigenstate $\left\|\Gamma_{n}\right\rangle$ | $E_{\Gamma_{n}}$ |
| :---: | :---: | :---: |
| 1 | $\|\uparrow \downarrow, 0\rangle_{a}-\zeta\|0, \uparrow \downarrow\rangle_{a}$ | $U / 2-\sqrt{16 t_{\perp}^{2}+U^{2}} / 2$ |
| 2 | $\|\uparrow, \downarrow\rangle_{a}-\|\downarrow, \uparrow\rangle_{a}$ | 0 |
| 3 | $\|\uparrow, \uparrow\rangle_{a}$ | 0 |
| 4 | $\|\downarrow, \downarrow\rangle_{a}$ | 0 |
| 5 | $\|\uparrow, \downarrow\rangle_{a}+\|\downarrow, \uparrow\rangle_{a}$ | U |
| 6 | $\|\uparrow \downarrow, 0\rangle_{a}+\zeta^{\prime}\|0, \uparrow \downarrow\rangle_{a}$ | $U / 2+\sqrt{16 t_{\perp}^{2}+U^{2}} / 2$ |

TABLE I. Eigenvectors $\left|\Gamma_{n}\right\rangle$ and their eigenenergy $E_{\Gamma_{n}}$ for the singlesite local interaction problem with two electrons. The eigenvectors here are defined in the band basis with subscript a. The first and second components of the state $|1 \mathrm{st}, 2 \mathrm{nd}\rangle_{a}$ stand for the $a_{-}$and $a_{+}$ electrons respectively. We also drop out the normalization factor for convenience. Here, $\zeta=\frac{U}{\sqrt{16 t_{\perp}+U^{2}}+4 t_{\perp}}, \zeta^{\prime}=\frac{U}{\sqrt{16 t_{\perp}^{2}+U^{2}}-4 t_{\perp}}$.

In TABLE I, we can find the lowest energy state of two electrons is $E_{\Gamma_{1}}$ with mixing between $|\uparrow \downarrow, 0\rangle_{a}$ and $|0, \uparrow \downarrow\rangle_{a}$. Clearly, in the $U=0$ limit, the ground state of the lattice model is the double occupied the $E_{-}(k)$ bands formed by the local eigenstate $|\uparrow \downarrow, 0\rangle_{a}$. This state is exactly the lowest energy state $\left\langle\Gamma_{1}\right\rangle$ at $U=0$ limit. On the other hand, in the large U limit, $\left|\Gamma_{1}\right\rangle$ will be close to a local bound state $|\uparrow \downarrow, 0\rangle_{a}-|0, \uparrow \downarrow\rangle_{a}$. Switching back to the original c-basis with the two components of $|,\rangle_{c}$ corresponding to the electrons on the two layers respectively, this state becomes $|\uparrow, \downarrow\rangle_{c}-|\downarrow, \uparrow\rangle_{c}+\frac{\epsilon}{2 t_{\perp}}(\mid \uparrow \downarrow$ $\left., 0\rangle_{c}+|0, \uparrow \downarrow\rangle_{c}\right)$ with $\epsilon=E_{\Gamma_{1}}$. This approach is similar to the Heitler-London $\mathrm{H}_{2}$ molecule theory, which leads to valence bond theory in chemistry [6, 7]. And this bound state forms the Mott insulator in the large U limit. Therefore, a band insulator will smoothly evolve into the Mott insulator without any phase transition [66, 67]. More than that, both the band insulator state and Mott insulator bound states are spin singlet states, which is consistent with experimental results in the bulk $\mathrm{Nb}_{3} \mathrm{X}_{8}[36,38]$. Moreover, we calculate the exact retarded Green's function in the atomic limit with more details shown in SM [43]. From the pole structure of the Green's function, we see that the interlayer hopping $t_{\perp}$ splits the two Hubbard bands into four which is confirmed by the ARPES results [24].

In summary, we carry out a comprehensive study of the correlation physics in monolayer and bilayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$. The monolayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$ is found to be a highly correlated narrow band system with $U / W$ around 5~10. The Mott transitions are investigated by the slave-boson mean field. Because of the carrier tunability of 2D materials, the superconductivity instability is found to have $d_{x^{2}-y^{2}}+i d_{x y}$ pairing. Additionally, by sliding two $\mathrm{Nb}_{3} \mathrm{X}_{8}$ layers, a tunable bilayer Hubbard
system is achieved. The bilayer model is further investigated by DMFT, where a crossover between the band insulator and Mott insulator is found. All these findings show that the 2dimensional van der Waals $\mathrm{Nb}_{3} \mathrm{X}_{8}$ is a new platform for correlation physics. We hope our work gives a comprehensive understanding of this material and provides a new route toward correlation effects in 2D.
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# Supplemental Material: Mottness in two-dimensional van der Waals $\mathrm{Nb}_{3} \mathbf{X}_{8}$ monolayers $(\mathbf{X}=\mathbf{C l}, \mathbf{B r}$, and I) 

## COMPUTATIONAL DETAILS OF THE FIRST-PRINCIPLE CALCULATION

Our density functional theory (DFT) calculation is performed by Vienna ab initio simulation package (VASP) code [S1] with the projector augmented wave (PAW) method [S2]. The Perdew-Burke-Ernzerhof (PBE) [S3] exchange-correlation functional is used in our calculation. The kinetic energy cutoff is set to be 600 eV for the expanding the wave functions into a planewave basis. The energy convergence criterion is $10^{-7} \mathrm{eV}$ and the $\Gamma$-centered $\mathbf{k}$-mesh is $12 \times 12 \times 2$. The monolayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$ ( $\mathrm{X}=\mathrm{Cl}, \mathrm{Br}, \mathrm{I}$ ) is fully relaxed with built-in $40 \AA$ thick vacuum layer while forces are minimized to less than $0.001 \mathrm{eV} / \AA . \mathrm{The}$ hopping parameters of tight-binding models are fitted from DFT-calculated band structures of monolayer $\mathrm{Nb}_{3} \mathrm{X}_{8}$. The band structure of $\mathrm{Nb}_{3} \mathrm{Cl}_{8}$ and $\mathrm{Nb}_{3} \mathrm{Br}_{8}$ are already shown in Fig. 1 of the main text and the band structure of $\mathrm{Nb}_{3} \mathrm{I}_{8}$ is shown in Fig. S1.


FIG. S1. The monolayer band structure of $\mathrm{Nb}_{3} \mathrm{I}_{8}$ with DFT calculation (red line) and Wannierization fitting TB (blue line) with the bandwidth around 0.196 eV .

LOCAL INTERACTION PROBLEM FOR THE BILAYER HUBBARD MODEL

The crossover between band insulator and Mott insulator can be understood from the local site problem of two electrons. The local Hamiltonian for the single site model can be written as
in the 2-electron band basis $|\uparrow, \uparrow\rangle_{a},|\uparrow, \downarrow\rangle_{a},|\downarrow, \uparrow\rangle_{a},|\downarrow, \downarrow\rangle_{a},|\uparrow \downarrow, 0\rangle_{a}$, and $|0, \uparrow \downarrow\rangle_{a}$, which is defined as

$$
\left\{\begin{array}{c}
\left|\sigma, \sigma^{\prime}\right\rangle_{a}=a_{+\sigma^{\prime}}^{\dagger} a_{-\sigma}^{\dagger}|0\rangle  \tag{S2}\\
|\uparrow \downarrow, 0\rangle_{a}=a_{--}^{\dagger} a_{-\uparrow}^{\dagger}|0\rangle \\
|0, \uparrow \downarrow\rangle_{a}=a_{+\downarrow}^{\dagger} a_{+\uparrow}^{\dagger}|0\rangle
\end{array}\right.
$$

Here, $U_{v}=J=U_{0}=\frac{U}{2}$. The local interaction model in the original basis is

$$
\hat{H}_{l o c}=\left(\begin{array}{ccccccc}
0 & & & & &  \tag{S3}\\
& 0 & & & t_{\perp} & t_{\perp} \\
& & 0 & & -t_{\perp} & -t_{\perp} \\
& & & 0 & & \\
& t_{\perp} & -t_{\perp} & & U & & \\
& t_{\perp} & -t_{\perp} & & 0 & & \\
& |\uparrow, \downarrow\rangle_{c} \\
|\downarrow, \uparrow\rangle_{c} \\
|\downarrow, \downarrow\rangle_{c} \\
|\uparrow \downarrow, 0\rangle_{c} \\
|0, \uparrow \downarrow\rangle_{c}
\end{array}\right.
$$

in the 2-electron orbital basis $|\uparrow, \uparrow\rangle_{c},|\uparrow, \downarrow\rangle_{c},|\downarrow, \uparrow\rangle_{c},|\downarrow, \downarrow\rangle_{c},|\uparrow \downarrow, 0\rangle_{c}$, and $|0, \uparrow \downarrow\rangle_{c}$ defined as

$$
\left\{\begin{array}{l}
\left|\sigma, \sigma^{\prime}\right\rangle_{c}=c_{2 \sigma^{\prime}}^{\dagger} c_{1 \sigma}^{\dagger}|0\rangle  \tag{S4}\\
|\uparrow \downarrow, 0\rangle_{c}=c_{11}^{\dagger} c_{1 \uparrow}^{\dagger}|0\rangle \\
|0, \uparrow \downarrow\rangle_{c}=c_{2 \downarrow}^{\dagger} c_{2 \uparrow}^{\dagger}|0\rangle
\end{array}\right.
$$

Diagonalizing $\hat{H}_{l o c}$ leads to the eigenvalues and eigenstates in TABLE I.
To see the difference between band and Mott insulator, we study the properties of the retarded Green's function in the two limiting cases. Deep in the Mott insulator case, we consider the atomic limit. In the zero temperature limit, the Lehmann representation of the Green's function leads to the local Green's function as

$$
\begin{equation*}
G_{\alpha \sigma, \alpha^{\prime} \sigma^{\prime}}^{R}(\omega)=\sum_{n}\left(\frac{\langle 0| a_{\alpha \sigma}|n\rangle\langle n| a_{\alpha^{\prime} \sigma^{\prime}}^{\dagger}|0\rangle}{\omega-\omega_{n 0}+i \eta}+\frac{\langle 0| a_{\alpha^{\prime} \sigma^{\prime}}^{\dagger}|n\rangle\langle n| a_{\alpha \sigma}|0\rangle}{\omega+\omega_{n 0}+i \eta}\right) \tag{S5}
\end{equation*}
$$

where, $|n\rangle$ runs over all the eigenstates of the local Hamiltonian $\hat{H}_{l o c}-\mu \hat{N},|0\rangle$ is the ground state corresponding to $\left|\Gamma_{1}\right\rangle$ listed in TABLE I of the main text for the case with half filling and $\omega_{n 0}$ corresponds to the energy difference between states $|n\rangle$ and $|0\rangle$ and $\eta$ is an infinitesimal positive number. Here since $|0\rangle$ contains two electrons, $|n\rangle$ has to be the states with either one or three electrons. The local Hamiltonian in the 1-electron and 3-electron sectors are

$$
\hat{H}_{l o c}=\left(\begin{array}{cccc}
-t_{\perp} & & &  \tag{S6}\\
& -t_{\perp} & & \\
& & t_{\perp} & \\
& & & \\
& & & t_{\perp}
\end{array}\right) \begin{aligned}
& |\uparrow, 0\rangle_{a} \\
& |\downarrow, 0\rangle_{a} \\
& |0, \uparrow\rangle_{a} \\
& |0, \downarrow\rangle_{a}
\end{aligned}
$$

and

$$
\hat{H}_{l o c}=\left(\begin{array}{cccc}
U_{0}+U_{v}-t_{\perp} & & &  \tag{S7}\\
& U_{0}+U_{v}-t_{\perp} & & \\
& & U_{0}+U_{v}+t_{\perp} & \\
& & & U_{0}+U_{v}+t_{\perp}
\end{array}\right) \begin{aligned}
& |\uparrow \downarrow, \uparrow\rangle_{a} \\
& |\uparrow \downarrow, \downarrow\rangle_{a} \\
& |\uparrow, \uparrow \downarrow\rangle_{a} \\
& |\downarrow, \uparrow \downarrow\rangle_{a}
\end{aligned} .
$$

The calculated Green's function is diagonal in both spin and band basis and can be written as

$$
\begin{equation*}
G_{\alpha \sigma, \alpha \sigma}^{R}(\omega)=\frac{1}{1+\zeta^{2}}\left[\frac{1}{\omega-\left(\bar{\alpha} t_{\perp}+E_{\alpha}-\mu\right)+i \eta}+\frac{\zeta^{2}}{\omega-\left(\bar{\alpha} t_{\perp}+E_{\bar{\alpha}}-\mu\right)+i \eta}\right] \tag{S8}
\end{equation*}
$$

where, $\zeta=\frac{U}{\sqrt{16 t_{\perp}^{2}+U^{2}}+4 t_{\perp}}$ and $E_{ \pm}=\frac{1}{2}\left(U \pm \sqrt{16 t_{\perp}^{2}+U^{2}}\right)$. Clearly, the Green's functions have four poles located at $\pm t_{\perp}+E_{ \pm}$for energy measured from the chemical potential $\mu$, so that sufficient larger interlayer hopping $t_{\perp}$ can split the two Hubbard bands into four which is confirmed by the ARPES experiment [S4]. On the other hand, in the band insulator limit with vanishing U, the Green's function is easy to get which can be written as

$$
\begin{equation*}
G_{\alpha \sigma, \alpha \sigma}^{R}(\omega)=\frac{1}{\omega-\left(\varepsilon_{k}+\alpha t_{\perp}-\mu\right)+i \eta} \tag{S9}
\end{equation*}
$$

which only have two poles located at $\varepsilon_{k} \pm \alpha t_{\perp}$ for energy measured from $\mu$. The difference in the number of poles of the Green's function can serve as an experimental feature to differentiate the two insulating states.

## SLAVE BOSON APPROACH

In the Kotliar and Ruckenstein slave boson method, the local Hilbert space is represented by a spin- $1 / 2$ fermion $f_{\sigma}$ and four slave bosons: $e$ (holon), $d$ (doublon), and $p_{\sigma}$, so that the empty state $|0\rangle=e^{\dagger}|v a c\rangle$, the singly occupied state $|\sigma\rangle=p_{\sigma}^{\dagger} f_{\sigma}^{\dagger}|v a c\rangle$ and the doubly occupied state $|\uparrow \downarrow\rangle=d^{\dagger} f_{\downarrow}^{\dagger} f_{\uparrow}^{\dagger}|v a c\rangle$. The completeness of the local Hilbert space requires that the slave bosons satisfy the local constraints as,

$$
\begin{equation*}
Q_{i}=e_{i}^{\dagger} e_{i}+\sum_{\sigma} p_{i, \sigma}^{\dagger} p_{i, \sigma}+d_{i, \sigma}^{\dagger} d_{i, \sigma}-1=0 \tag{S10}
\end{equation*}
$$

and the equivalence between the fermion and boson representation of the particle density requires the further constraint as,

$$
\begin{equation*}
Q_{i, \sigma}=p_{i, \sigma}^{\dagger} p_{i, \sigma}+d_{i}^{\dagger} d_{i}-f_{i, \sigma}^{\dagger} f_{i, \sigma}=0 \tag{S11}
\end{equation*}
$$

Then the Hubbard model can be faithfully written as

$$
\begin{equation*}
H=\sum_{i j \sigma} t_{i j} g_{i, \sigma}^{\dagger} g_{j, \sigma} f_{i, \sigma}^{\dagger} f_{j, \sigma}+h . c .+U \sum_{i} d_{i} d_{i}-\mu \sum_{i} f_{i, \sigma}^{\dagger} f_{i, \sigma}-\sum_{i} \alpha_{i} Q_{i}-\sum_{i} \lambda_{i, \sigma} Q_{i, \sigma} \tag{S12}
\end{equation*}
$$

where the $\alpha_{i}$ and $\lambda_{i, \sigma}$ are Lagrange multipliers to enforce the constraints and $g_{i, \sigma}$ are the renormalization factors introduced for the hopping terms as

$$
\begin{equation*}
g_{i, \sigma}=L_{i, \sigma}^{-\frac{1}{2}}\left(e_{i}^{\dagger} p_{i, \sigma}+p_{i, \bar{\sigma}}^{\dagger} d_{i}\right) R_{i, \bar{\sigma}}^{-\frac{1}{2}} \tag{S13}
\end{equation*}
$$

with $L_{i, \sigma}=1-d_{i}^{\dagger} d_{i}-p_{i, \sigma}^{\dagger} p_{i, \sigma}$ and $R_{i, \sigma}=1-e_{i}^{\dagger} e_{i}-p_{i, \sigma}^{\dagger} p_{i, \sigma}$. The mean-field solution corresponds to condensing all the boson fields uniformly which are determined self consistently by minimizing the ground state energy $\langle H\rangle$ with respect to the condensed boson fields as well as the Lagrange multipliers $\left(e_{i}, d_{i}, p_{i, \sigma}, \alpha_{i}, \lambda_{i, \sigma}\right)=\left(e, d, p_{\sigma}, \alpha, \lambda_{\sigma}\right)$. For the uniformly condensed boson fields, the Hamiltonian Eq. S12 can be written in momentum space as

$$
\begin{equation*}
H=\sum_{\mathbf{k} \sigma} \varepsilon_{\mathbf{k}} g_{\sigma}^{2} f_{\mathbf{k}, \sigma}^{\dagger} f_{\mathbf{k}, \sigma}+h . c .-\left(\mu+\lambda_{\sigma}\right) \sum_{\mathbf{k}} f_{\mathbf{k}, \sigma}^{\dagger} f_{\mathbf{k}, \sigma}+N_{s} U d^{2}-N_{s} \lambda_{\sigma}\left(p_{\sigma}^{2}+d^{2}\right)-N_{s} \alpha\left(e^{2}+\sum_{\sigma} p_{\sigma}^{2}+d_{\sigma}^{2}-1\right) \tag{S14}
\end{equation*}
$$

where

$$
\begin{align*}
\varepsilon_{\mathbf{k}} & =2 t_{1}\left(\cos \left(k_{1}\right)+\cos \left(k_{2}\right)+\cos \left(k_{3}\right)\right)+2 t_{2}\left(\cos \left(k_{1}+k_{2}\right)+\cos \left(k_{2}+k_{3}\right)+\cos \left(k_{3}-k_{1}\right)\right) \\
& +2 t_{3}\left(\cos \left(2 k_{1}\right)+\cos \left(2 k_{2}\right)+\cos \left(2 k_{3}\right)\right), \tag{S15}
\end{align*}
$$

with $k_{1}=k_{x}, k_{2}=\frac{1}{2} k_{x}+\frac{\sqrt{3}}{2} k_{y}, k_{3}=-\frac{1}{2} k_{x}+\frac{\sqrt{3}}{2} k_{y}$ and

$$
\begin{equation*}
g_{\sigma}=\left(1-d^{2}-p_{\sigma}^{2}\right)^{-\frac{1}{2}}\left(e p_{\sigma}+p_{\bar{\sigma}} d\right)\left(1-e^{2}-p_{\bar{\sigma}}^{2}\right)^{-\frac{1}{2}} \tag{S16}
\end{equation*}
$$

We solve for the boson field numerically in a mesh of $600 \times 600 \mathrm{k}$ points via minimizing the ground state energy $\langle H\rangle$ with respect to $\left(e, d, p_{\sigma}, \alpha, \lambda_{\sigma}\right)$ together with the chemical potential $\mu$ determined from the average particle density $n=\left(1 / N_{s}\right) \sum_{i, \sigma}\left\langle f_{i, \sigma}^{\dagger} f_{i, \sigma}\right\rangle=$ $1-x$. The determined phase diagrams for nonmagnetic and magnetic solutions are shown in Fig. $2 \mathbf{a}, \mathbf{b}$ of the main text.

## TOPOLOGICAL PROPERTY OF THE d+id SUPERCONDUCTOR

As mentioned in the main text that the $d_{x^{2}-y^{2}}+i d_{x y}$ pair breaks the time-reversal symmetry which can lead to possible nontrivial topological property. Here we take the $d_{x^{2}-y^{2}}+i d_{x y}$ pairing symmetry with the next nearest neighbor pairing for the monolayer system as an example to show the non-trivial topological property. The total Hamiltonian of the superconductor can be written as

$$
\begin{equation*}
H=\sum_{k \sigma}\left(\varepsilon_{k}-\mu\right) c_{k \sigma}^{\dagger} c_{k \sigma}+\sum_{k}\left(\Delta_{k} c_{k \uparrow}^{\dagger} c_{-k \downarrow}^{\dagger}+h . c .\right)=\sum_{k} h_{k} \tag{S17}
\end{equation*}
$$

For the next nearest neighbor $d_{x^{2}-y^{2}}+i d_{x y}$ pairing, the pairing potential has the form $\Delta_{k}=\Delta_{k}^{ \pm}=\Delta_{0}\left[\gamma_{1}(k) \pm i \gamma_{2}(k)\right]$ with

$$
\begin{equation*}
\gamma_{1}(k)=2 \cos \left(k_{2}+k_{3}\right)-\cos \left(k_{1}+k_{2}\right)-\cos \left(k_{1}-k_{3}\right) \tag{S18}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{2}(k)=-\sqrt{3}\left[\cos \left(k_{1}-k_{3}\right)-\cos \left(k_{2}+k_{3}\right)\right] \tag{S19}
\end{equation*}
$$

with $k_{1}=k_{x}, k_{2}=\frac{1}{2} k_{x}+\frac{\sqrt{3}}{2} k_{y}, k_{3}=-\frac{1}{2} k_{x}+\frac{\sqrt{3}}{2} k_{y}$, which satisfies the relation $\Delta_{C_{3}(k)}^{ \pm}=e^{ \pm i \frac{2 \pi}{3}} \Delta_{k}^{ \pm}$under the $C_{3}$ rotation. To determine the topological property of the superconductor, we calculate the Berry curvature of the system as

$$
\begin{equation*}
\boldsymbol{\Omega}_{n}(k)=i\left\langle\nabla_{k} u_{n}(k)\right| \times\left|\nabla_{k} u_{n}(k)\right\rangle \tag{S20}
\end{equation*}
$$

where, $u_{n}(k)$ is the nth eigenstate of $h_{k}$, so that the Chern number can de determined as

$$
\begin{equation*}
C_{n}=\int \frac{d k}{2 \pi} \mathbf{\Omega}_{n}(k) \tag{S21}
\end{equation*}
$$



FIG. S2. Location of the poles (red and green dots) of the pairing potential $\Delta_{k}^{ \pm}$together with the Fermi surface (blue lines) of the mono layer system with hole doping $\mathrm{x}=0.1$. Here, the black hexagon corresponds to the Brillouin zone.

For the monolayer system with hole doping x=0.1, we find the Chern number $C= \pm 6$ for $\Delta_{k}^{ \pm}$pairing. This can be understood from the poles of the pairing potential $\Delta_{k}^{ \pm}$that are enclosed by the Fermi surface of the normal state system [S5]. Here for the case we consider, the Fermi surface encloses six poles as shown in Fig S2, each of which contributes $\pm 2 \pi$ of the Berry curvature, so that the total Chern number $C= \pm 6$ for $\Delta_{k}^{ \pm}$pairing superconductor.
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