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ABSTRACT

The realization of on- and off-road autonomous navigation of Unmanned Ground Vehicles (UGVs) requires
real-time motion planning in the presence of dynamic objects with unknown trajectories. To successfully plan
paths and to navigate in an unstructured environment, the UGVs should have the difficult and computationally
intensive competency to predict the future locations of moving objects that could interfere with its path. This
paper details the development of a combined probabilistic object classification and estimation theoretic framework
to predict the future location of moving objects, along with an associated uncertainty measure. The development
of a moving object testbed that facilitates the testing of different representations and prediction algorithms in
an implementation-independent platform is also outlined.

Keywords: autonomous navigation, moving object prediction, uncertainty measure, path planning, estimation
theory.

1. INTRODUCTION

At the National Institute of Standards and Technology (NIST), we are undertaking efforts to realize on- and off-
road autonomous navigation of Unmanned Ground Vehicles (UGVs). To efficiently plan the motion of UGVs
in the presence of dynamic objects with unknown trajectories, it is crucial to maintain an accurate internal
representation of current and possible future states of the environment. In particular, to successfully plan paths
and to navigate in an unstructured environment, an autonomous vehicle should have the ability to predict, with
some level of confidence, the future locations of moving objects that could interfere with its path. This process
is not only difficult but is also computationally intensive.

To represent moving objects in a dynamic environment, a combination of symbolic, equation-based, and grid-
based representations have been developed for use within the 4D/Real-Time Control System (RCS) reference
model architecture.1 Applying this architecture, we can ensure that the methodologies being developed for
representation and prediction of moving objects can accommodate different types of planners. This paper
concentrates on the moving object prediction problem; representational issues have been detailed elsewhere.2

Before the future position of an object can be predicted and subsequently tracked, it should be detected in
sensor images. The problem of moving object detection has been an area of active research and can be readily
identified in the literature. Most approaches consider the detection problem from a stationary platform (e.g.
surveillance applications3). The more difficult problem of detecting moving objects from a moving platform
typically employs computer vision techniques including condensation algorithms,4 distance transforms,5 optical
flow,6 stereo vision,7 and color vision.8

For real-time unmanned ground vehicle navigation, range imaging using LADAR is becoming popular for
several reasons. Such active range sensing techniques do not have to deal with the extra burden of calibration
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issues, computational costs and illumination problems usually associated with passive ranging techniques like
stereo vision.9 Recent developments in miniaturization of LADAR technology have led to significant improve-
ments in these devices small enough to operate on aircraft and in ground vehicles. With evergrowing computer
processing capabilities and cost reduction of these units, LADAR holds great promise10 for navigation applica-
tions required to deal with moving objects, though the recentness of the advancements in the technology has
precluded significant published results in this area.

Once objects are detected, they need to be classified either as stationary or moving. Additionally, it would
be of great value if the moving object can be classified with respect to an a priori list of entities. The framework
proposed in this paper classifies a moving object based upon similarities between its perceived attributes and those
that are stored in a priori ontologies and knowledge bases. Based upon the classification of the moving object,
its future location and velocity can be predicted. The research presented in this paper performs probabilistic
object classification and cross corroboration combined with the proposed moving object prediction scheme. The
object classification and cross corroboration ideas in this paper differ from the conventional approaches in the
literature which do not classify an object as moving or stationary before attempting to predict its future position.
Only a limited amount of research can be identified in the literature on this crucial aspect of motion planning
in dynamic off-road environments.11, 12 Recently, Wang et al. have developed a Bayesian formulation of the
simultaneous localization and mapping (SLAM) combined with the detection of moving objects where the authors
contend that the detection of moving objects is useful for SLAM. Results from an urban environment using a
2D laser range finder are presented to demonstrate the feasibility of the EKF formulation.13 We anticipate our
framework to produce better results in light of the use of LADAR and the use of explicit object classification and
cross corroboration of the moving objects with their predicted positions and velocities.

Statistical methods for estimating obstacle locations using statistical features have been proposed by other
researchers such as the Hidden Markov Models (HMMs) to predict obstacle motion,14 Poisson distribution to
describe the probability of collision with obstacles,15 autoregressive models for one-step ahead prediction of
moving obstacles16 or probability of occupancy of cells in grid maps.17 The principal disadvantages of these
methods are that they are computationally intensive thus precluding real-time implementations and perhaps
most importantly have only been implemented for 2D polygonal environments.

For moving object prediction and tracking, estimation theoretic approaches have shown promising results
especially in radar imagery.18 The estimation theoretic framework to predict future location and velocity of
moving objects in this paper is based on an Extended Kalman Filter (EKF). Kalman filtering is a well established
recursive state estimation technique where estimates the states of a system are computed using the process and
observation models together with Gaussian assumptions made about process and observation noise.19 The
recursive nature of the algorithm utilizes the system’s CPU more uniformly to provide estimates without the
latency resulting from batch processing techniques.20 We have envisaged a bank of object-specific EKFs for
each of the classified moving objects. The notion of using a bank of Kalman filters is not entirely new but our
framework has several advantages. The framework described in this paper takes a more generalized view of
moving object representation and prediction, specifically developing a moving object testbed that allows one to
test different representations and prediction algorithms in an implementation-independent platform. This effort
represents a new way forward in concurrently integrating multiple knowledge representation approaches from
disparate sources to completely model the information necessary for dynamic planning in the presence of moving
objects.

The paper is structured as below: Section 2 introduces the moving object testbed. Section 2.1 describes the
OneSAF testbed that provides processed sensor data to validate the classification and prediction algorithms in
addition to the testbed itself. Section 2.2 develops a LADAR noise model for use in the EKF. Section 3 details
the probabilistic object classification algorithm. Section 4 details the EKF-based prediction of moving objects
with a complete estimation cycle in Section 4.1 and results in Section 4.2. Section 5 concludes the paper by
discussing ongoing and further research efforts.

2. THE MOVING OBJECT TESTBED

In order to test the prediction algorithms developed in this effort, we have designed and developed a moving
object testbed. The purpose of this testbed is to provide an implementation-independent platform in which to



apply various prediction algorithms to determine the results that can be expected to be achieved in different
environments. The testbed allows for testing algorithms that predict in the near future (within two seconds) and
in further time horizons. For short-term prediction, we have implemented EKF-based prediction algorithms.

Figure 1. The Graphical Front-end of the Moving Object Testbed.

Figure 1 shows a graphical front-end of the moving object testbed. Each of the four panes in Figure 1 serves
a unique purpose:

• The top-left pane receives processed input through the Neutral Messaging Language (NML)21 from the
vehicle’s sensors as a function of time. The data that is being received include the moving object’s:

� Current Location: x, y, and z locations as well as the type of terrain in which the object resides
such as land, road, water, or air.

� Dimensions
� Velocity
� Color: Although any object can have multiple colors, this represents the most predominant color of

the object, if appropriate.
� Motion Pattern: Based upon multiple concurrent sets of position data.



• The top-right pane attempts to classify this object based on attribute-matching by comparing perceived
object attributes to those stored in an a priori knowledge base. In our experiments, we have relied heavily
on the types of information we expect to have available, or could be deduced, from a LADAR sensor.

• The bottom-left pane grid applies an EKF-based algorithm to the sensed data to predict the future location
of that moving object with an associated confidence measure.

• The bottom-right pane instantiates the results of the EKF into an occupancy grid, thus representing the
probability of the object occupy certain cells at pre-defined times in the future. In this pane, we can
interactively set the time we wish to predict the location of the moving object, and the predicted location
and associated uncertainty will interactively display on the grid.

The moving object testbed has been developed in C++ and runs on a Linux system. The testbed uses a
MySQL server as the database backend and communicates with the vehicle’s sensory processing system using
the Neutral Messaging Language (NML) protocol.

2.1. THE ONESAF TESTBED (OTBSAF)

To test the prediction approach developed in this paper, we have used simulated processed sensor data to validate
the testbed and test the prediction algorithms. We have used the OneSAF Testbed (OTBSAF)22 as the virtual
sensor.

OTBSAF is a simulation package used for integrating, testing and user feedback of technology developments
into the future OneSAF Objective System. It provides operational environments useful for identifying, develop-
ing, prototyping, demonstrating, and testing of enabling technologies and entity behaviors. OneSAF will be the
future entity level battalion and below constructive simulation that, when linked with other virtual simulators,
will seamlessly integrate live, virtual, and constructive simulations into realistic synthetic battle spaces. It will
also represent the physical environment and its effect on simulated activities and behaviors.

As a simulated environment, OTBSAF is able to represent moving objects. By querying OTBSAF, we can
retrieve an object’s location and velocity at the current time. To validate the testbed and prediction algorithms,
we are initially using this retrieved data to serve as our processed sensor data.

2.2. LADAR Noise Model

The data retrieved from OTBSAF is perfect sensor data. In other words, when we ask for the location or dimen-
sions of the object, we are presented with the exact location and the exact dimensions without any associated
uncertainty. Although convenient, this does not represent the information that we expect to get from sensors
on the actual vehicle. To compensate for this, we have introduced a noise model into the data retrieved from
OTBSAF. As mentioned earlier in the paper, we are using the LADAR sensor as our primary source of sensor
data. The LADAR sensor provides a mechanism to measure shapes in 3D based on laser time of flight. The
technology works from centimeter sized objects to aerial map generation. The general output of the LADAR is
a cluster of 3D points with respect to a global/local coordinate system. The rest of this subsection describes the
LADAR noise model.

Every LADAR has an associated resolution, which indicates the angle at which the laser beam is expected
to expand as a function of distance. For this work, we are using the resolution of the Riegl LADAR,23 which is
0.072 degrees/pixel. Based on this information, we compute the size of the LADAR beam at various distances
from the vehicle in accordance with the schematic in Figure 2 where b = 2 meters (the height the LADAR is
mounted above the ground on the autonomous vehicle) and D represents the angular resolution of the LADAR.
The value of a is varied to determine the size of the LADAR beam (d) at various distances. Table 1 represents the
LADAR beam size at distances from 10 − 150 meters. It is important to note that, as the LADAR beam moves
upward in Figure 2, the beam size will reduce in size. However, this reduction is only within a few percent, and
is negligible for our purposes.

Knowing the beam size as a function of distance, we are now able to associate a noise model with the
information provided by OTBSAF. For example, lets assume that we query OTBSAF for the dimensions of an



Figure 2. Schematic of the LADAR Noise Model.

Table 1. LADAR Beam Size as a Function of Distance

Distance Ahead [m] LADAR Beam Size [cm]
10 1.3
20 2.5
30 3.8
40 5.0
50 6.3
60 7.5
70 8.8
80 10.1
90 11.3
100 12.6
110 13.8
120 15.1
130 16.3
140 17.6
150 18.9

object that is 100 meters away from our vehicle. OTBSAF returns a length value of 2.5 meters (250 centimeters),
representing the actual and exact length dimension of that object. From our noise model, we know that a LADAR
would introduce an error of up to 12.6 centimeters at that distance. Therefore,we introduce this noise into the
returned value by introducing a random number of between −6.3 and +6.3 centimeters (half of the noise value).
After applying this noise model, we would they get a return of a value between 243.7 and 256.3 centimeters,
depending on the random number generated.

3. CLASSIFICATION OF MOVING OBJECTS

Being able to accurately classify the type of object being perceived is of immense value in determining where the
object can and can not be at times in the future. Different types of objects have varying dynamics and motion
capabilities that dictate characteristics such as their maximum attainable velocity and acceleration, braking
capabilities, and minimum turning diameter. Knowing these object-specific characteristics helps to define, and
refine, algorithms that predict the object’s future location.

One can attain the above benefits without having to identify the exact object that is being perceived in the
environment. Simply classifying the object by its type can go a long way in understanding and leveraging the
object’s motion capabilities and constraints. For example, classifying an object as a tank (even though it would



be more accurately classified as an M1A1 tank) may tell us that the vehicle moves on tracks and thus can cross
negative obstacles of up to 2.1 meters wide, has a maximum attainable velocity of 65 km/h, and has a minimum
turning diameter of 1.5 meters.

NIST is leveraging its expertise in sensory processing and knowledge representation to develop an object
classification system based upon the principle of attribute-matching. We have developed a database of objects
that we expect to encounter in different environments, along with the objects’ pertinent characteristics (e.g.,
dimensions, maximum and average velocity, weight, minimum turning diameter, color, etc.).2 The data is
stored in an MySQL database, and is presented to the vehicle as an a priori data set before the vehicle begins
its mission.

Using processed sensor data from a LADAR and a color camera, we are able to determine pertinent character-
istics of objects in the environment (with an associated level of noise), including the sensed object’s dimensions,
position, velocity and heading, color, and texture. By analyzing sets of LADAR data (or simulation thereof)
taken over sequential time points, we can analyze the motion pattern of the object to determine characteristics
such as turning diameters. We compare the processed sensed data from the LADAR and the color camera with
the characteristics of the objects stored in the a priori database to determine matches. We associate a confidence
measure with each object in the database based on:

• The number of characteristics that match
• The number of times in the past that the characteristics matched
• How recently the characteristics matched
• How closely the characteristics matched

The object with the highest confidence measure indicates the highest probability that the object is the one
that we are seeing in the environment. This process is performed in real time, so the confidence measures are
constantly changing. However, experiments have shown that, over the course of 3 − 5 seconds at 20 Hertz,
the system tends to single out a small set of objects that provide the highest confidence match, and gradually
increases their confidence as time progresses, separating them from the rest. Thus, through probabilistic object
classification, we are able to determine which of the object-specific EKFs need to be employed to predict the
future location of the object.

4. PREDICTION OF MOVING OBJECTS

Once the object is classified with a reasonable certainty, an EKF is employed to predict (estimate) the position
and velocity of the moving object at a future time instant. Kalman’s prediction theory, allows the computation
of the best estimate of a future system state by using the most recent estimates of system state along with the
system dynamic model. With appropriate interpretation, covariance analysis inherent in the Kalman filtering
techniques serves as a confidence measure indicative of the uncertainty in the predicted system states. The EKF
thus provides a convenient measure of prediction accuracy through the covariance matrix.

An EKF employs a process model to estimate the future location of the object of interest. Since the object
classification module provides the type of moving object whose position and velocity needs to be predicted, we
have envisaged a bank of EKFs for each type of classified object. In addition to the distributed nature of the
estimation process, this has the added advantage of cross-corroborating the object classification itself as the uncer-
tainty in the EKF prediction will be an indicator of the quality of the prediction. The higher the uncertainty, the
lower the confidence in the selection of the correct set of object models and thus consequently decreasing the con-
fidence of the object classification. Thus, our framework combines low-level (image segmentation/classification)
and mid-level (recursive trajectory estimation) information to obtain the short-term prediction and combines it
with the cross corroboration to work symbiotically in the reduction of the total uncertainty in predicting the
positions and velocities of moving objects.

Currently, short-term prediction of objects moving at variable speeds and at given look-ahead time instants
are predicted using the EKF from a stationary platform. The EKF employs a non-linear model derived from
equations based on the kinematics of the moving objects (vehicles) to be predicted. The following section presents
a complete estimation cycle for predicting the future position and orientation of a moving wheeled vehicle.



4.1. Estimation Cycle for a Wheeled Vehicle

The extension of the linear Kalman filtering ideas to a non-linear system is termed extended Kalman filtering.
The extended Kalman filter (EKF) is a linear estimator for a non-linear system obtained by linearization of the
non-linear state and observation equations. In the context of this paper, the state vector x comprises of the
predicted position and orientation of the vehicle but can also consist of the tri-axial velocities of the vehicle.
We are in the process of developing sophisticated kinematic models for vehicles that are part of the object
classification module. For example, tracked vehicles like tanks require that the track-soil interactions be taken
into account resulting in kinematic models that enable slip estimation.

To formulate a Kalman filter algorithm, process and observation (measurement) models are needed. In view
of the availability of data at discrete instants of time from asynchronous sensors and implementation based on
digital computers, a discrete-time formulation of the continuous-time vehicle kinematic models are necessary.
In discrete-time, only discrete sampling instants t0, t1, . . . are considered. The discrete-time process model is
usually derived by integrating the continuous-time process model between two consecutive time steps. A general
discrete-time process model can be expressed as

xk = f (xk−1,uk, k) + wk (1)

where f (·, ·, k) is a discrete function that maps the previous state and control inputs to the current state, xk is
the state at time instant k, uk is a known control vector, and wk is the discrete process noise. The process noise
is assumed to be a Gaussian-distributed random variable of zero mean with covariance Qk and is written as∗:

wk ∼ N(0,Qk) ; E [wk] = 0 ∀ k

where E [·] is the mathematical expectation operator.

The process model is assumed to model any deterministic behavior of the state. The process noise at any
time is assumed to be independent of the state of the system and the process noise at any other time so that

E
[
wixT

j

]
= 0 ∀ i, j; E

[
wiwT

j

]
= δijQi ∀ i, j

where δij is the dirac-delta function.

Observations of the state xk are made according to the observation model:

zk = h (xk, k) + vk (2)

where h (·, k) is the discrete function that maps the current state to observations. vk is the measurement noise
source and plays a similar role in the observation model to the role played by the process noise in the process
model. It accounts for effects that are not modeled explicitly and is assumed to be a Gaussian-distributed random
variable of zero mean with covariance Rk and is written as

vk ∼ N(0,Rk) ; E [vk] = 0 ∀ k

It is assumed that the observation noise at any time is independent of the state of the system and also of the
observation noise at any other time. A further assumption is that the process and observation noises are also
independent.

E
[
vixT

j

]
= 0 ∀ i, j; E

[
vivT

j

]
= δijRi ∀ i, j; E

[
wivT

j

]
= 0 ∀ i, j

The estimate of the true state xi conditioned on the sequence of observations Zj = {z1, . . . , zj} is denoted by
x̂i|j . The EKF computes the estimate that minimizes the mean squared error in the estimate and is equal to the
expected value of the state conditioned on the sequence of observations:

x̂i|j = E [x|Zj ]
∗The notation x ∼ N (m,P) indicates that x is a Gaussian (normal) random vector with mean m and covariance P.



The error between the true state xi and the estimated state x̂i|j is denoted by x̃i|j and the covariance of x̂i|j is
denoted by Pi|j

x̃i|j
�
= xi − x̂i|j ; Pi|j = E

[
x̃i|jx̃T

i|j
]

The EKF computes the estimate x̂i|j and the associated covariance Pi|j . A cycle in the estimation process is
now considered. The aim is to formulate an estimate x̂ of the state x at time step k, based only on the estimate
at time step (k − 1) and an observation made at time step k. A prediction stage, which forms an estimate of
the state at time step k based only on the estimate at time step (k − 1), and an update stage, which combines
the predicted estimate at time step k with the observation at time step k, form an estimate at time step k. The
iteration then repeats recursively.

The state estimate at time (k − 1) is assumed to be approximately equal to the conditional mean

x̂(k−1|k−1) = E[xk−1|Zk−1]

The predicted state estimate x̂(k|k−1) at time k based on information up to time (k − 1) is given by expanding
Equation (1) as a Taylor series about the estimate x̂(k−1|k−1) to obtain:

xk = f
(
x̂(k−1|k−1),uk, k

)
+ ∇fxk

[
xk−1 − x̂(k−1|k−1)

]
+ O

([
xk−1 − x̂(k−1|k−1)

]2) + wk

where ∇fxk
is the Jacobian evaluated at xk−1 = x̂(k−1|k−1). Neglecting second and higher order terms and

taking expectations conditioned on the first (k − 1) observations:

x̂(k|k−1) = E [xk|Zk−1] = f
(
x̂k−1|k−1,uk, k

)
(3)

In an autonomous vehicle navigation context, the prediction stage uses a model of the motion of the vehicle (a
process model having the form described in Equation (1)) to predict the vehicle position, x̂(k|k−1), at instant k
given the information available until and including instant (k − 1). The state prediction function f(·) is defined
by Equation (1) assuming zero process and control noise. The prediction of state is therefore obtained by simply
substituting the previous state and current control inputs into the state transition equation with no noise. For
the wheeled vehicle under consideration† the state prediction is given by:

 xv(k|k−1)

yv(k|k−1)

φv(k|k−1)


 =


 xv(k−1|k−1)

yv(k−1|k−1)

φv(k−1|k−1)


 + ∆T


 Vk cos φv(k−1|k−1)

Vk sin φv(k−1|k−1)

ωk




where ∆T is the synchronous sampling interval between states at discrete-time instants (k−1) and k. The tuple
given by (xvk

, yvk
, φvk

) denotes the (x, y) coordinates and orientation of the vehicle, respectively. The control
signals applied to the vehicle are uk = [Vk, ωk] where Vk is the linear velocity and ωk is the angular velocity of
the robot at time instant k. The errors due to the control signals V and ω are modeled as simple additive noise
sources, δV and δω, about their respective means V̄ and ω̄ as Vk = V̄k +δVk and ωk = ω̄k +δωk. The error source
vector is defined as: δwk = [δVk, δωk]T and is a direct effect of the associated modeling errors and uncertainty
in control. The source errors δV and δω are assumed to be zero-mean, uncorrelated Gaussian sequences with
constant variances σ2

V and σ2
ω, respectively. The variances are determined experimentally to reflect true noise

variances. The prediction of covariance is obtained as:

P(k|k−1) = E[x̃(k|k−1)x̃T
(k|k−1)|Zk−1] = ∇fxk

P(k−1|k−1)∇fT
xk

+ ∇fwk
Qk∇fT

wk
(4)

†Instead of predicting the trajectory of a vehicle, the general translational (xo
i (t)) and rotational (θo

i (t)) motions of a
moving object (assuming constant or slowly changing acceleration) can be predicted in terms of its position, velocity and

acceleration as: xo
i (t) =

[
xi(t)
ẋi(t)

ẍi(t) = k1i

]
and θo

i (t) =


 θi(t)

θ̇i(t)

θ̈i(t) = k2i


, respectively, where k1 and k1 are constants and

the superscript o denotes the moving object. It is straightforward to extend the EKF equations to the this case.



The predicted covariance of the vehicle, P(k|k−1), is thus computed using the Jacobian of the state propagation
equation linearized about the current vehicle state estimate, ∇fx and about the process noise model, ∇fw with
Qk being the noise strength matrix and are given by:

∇fxvk
=


 1 0 −∆TVk sinφv(k−1|k−1)

0 1 ∆TVk cos φv(k−1|k−1)

0 0 1


 ; ∇fwk

= ∆T


 cos φv(k−1|k−1) 0

sin φv(k−1|k−1) 0
0 1


 ; Qk =

[
σ2

Vk
0

0 σ2
ωk

]

When an exteroceptive sensor observation becomes available, the states of the EKF (comprising of the moving
object’s position and velocities) are to be updated so that during the next cycle the prediction starts from a
reasonably known position. This is important since the EKF computes the future position based on the current
position. If the prediction starts from a wrong position, the cumulative errors will result in an estimate that
will be far from the truth. If it is desired to track the position of a moving object, one should predict its future
position and velocity in addition to the associated uncertainties both in position and velocity.

Once the state and covariance predictions are available, the next step is to compute a predicted observation
and a corresponding innovation for updating the predicted state. Expanding Equation (2) as a Taylor series
about the predicted state x̂(k|k−1)

ẑk = h
(
x̂(k|k−1),uk, k

)
+ ∇hxk

[
x̂(k|k−1) − xk

]
+ O

([
x̂(k|k−1) − xk

]2) + vk

where ∇hxk
is the Jacobian evaluated at xk = x̂(k|k−1). The predicted observation ẑ(k|k−1) is found by using the

non-linear relation described in Equation (2) and taking expectations conditioned on the first (k−1) observations
by considering only terms up to the first order and neglecting higher order terms such that

ẑ(k|k−1)
�
= E[zk|Zk−1] = h(x̂(k|k−1))

The difference between the actual observation and the predicted observation at time step k is termed the in-
novation‡ and is written as: νk = zk − ẑ(k|k−1). The innovation covariance is found by squaring the estimated
observation error and taking expectations conditioned on the first (k − 1) measurements

Sk = E
[
z̃(k|k−1)z̃T

(k|k−1)

]
= ∇hxk

P(k|k−1)∇hT
xk

+ Rk (5)

The observations that arrive are accepted only if the observation falls inside the normalized innovation validation
gate, νT

k S−1
k νk ≤ εγ , where νk is the innovation defined as the difference between the actual and predicted

positions. The value of εγ can be chosen from the fact that the normalized innovation sequence is a χ2 random
variable with m degrees of freedom (m being the dimension of the observation).24 Once a validated observation
is available, the update of the estimate equal to the weighted sum of the observation and the prediction can be
computed as:

x̂(k|k) = x̂(k|k−1) + Wkνk

where Wk is the Kalman gain matrix determined by the relative confidence in vehicle prediction and observation
and determines the influence of the innovation on the updated estimate. The error in the updated estimate is

x̃(k|k) = xk − x̂(k|k) = xk − [
x̂(k|k−1) + Wkνk

]
= x̃(k|k−1) − Wkνk

The covariance update is

P(k|k) = E
[
x̃(k|k)x̃T

(k|k)

]
= P(k|k−1) − WkSkWT

k

where the Kalman gain matrix is given by

Wk = P(k|k−1)∇hT
xk

S−1
k

‡Also called residual in filtering terms.



4.2. Preliminary Results and Discussion

Figure 3 shows the predicted trajectory of the moving wheeled vehicle. The 2σ uncertainty ellipses are shown
along certain predicted positions (denoted by diamonds) in the section considered for illustration. At A, there
is a lower uncertainty as reflected by the size of the ellipse but region B of the trajectory the size of the ellipses
are larger indicative of the growing uncertainty. At C, there is a positional fix and accordingly the size of the
ellipses reduces as shown.
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Figure 3. Predicted Trajectory of the Wheeled Vehicle. The 2σ uncertainty ellipses are also shown.

The positional fixes provide external aiding to reset the predicted estimates. The absence of such external
aiding would cause the divergence§ of the estimates of the vehicle and will not result in good prediction estimates
for the next cycle. In Figure 4, the periodic rise and fall of the position standard deviations can be seen. The
increase in standard deviations is due to the trajectory being estimated based on the prediction alone and the
decrease is due to the corrections offered by the positional fixes. The standard deviation is at a maximum when
such corrections are not available.

Currently, the predictions take place in the order of 10− 20 time steps into the future (where each time step
is on the order of 1/20 of a second). The associated position uncertainty gradually increases as the time horizon
increases. Because the confidence values progressively decrease as the planning horizon increases, we plan to use
a threshold value to determine the point at which the framework no longer provides non-divergent estimates to
allow for safe path planning. Although the emphasis of this paper is on vehicles, the proposed framework can
be easily extended to include various moving objects. After object classification and prediction, the resulting
information is stored as a set of mathematical equations and instantiated in multi-dimensional occupancy grids
that are used for path planning and collision avoidance in the dynamic environment. The equations and the
resulting instantiation are constantly updated as new information becomes available. These aspects are beyond
the scope of this paper and are being submitted for publication in an upcoming conference.

§Filter divergence occurs when the computed error covariance is too optimistic and misleading.
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Figure 4. Standard Deviation of the Wheeled Vehicle’s Position and Orientation Estimates.

5. CONCLUSIONS AND FURTHER RESEARCH

To successfully plan paths and to navigate in an unstructured environment, an UGV should have the ability
to predict the future locations of moving objects that could interfere with its path. This paper described our
current efforts towards achieving moving object prediction for unmanned ground vehicle navigation in dynamic
environments. The short-term predictions were based on an EKF working symbiotically with a probabilistic
object classification scheme. The proposed framework was shown to deliver reliable position estimates for a
wheeled vehicle and it differs from those cited in the literature by adopting a more generalized view of moving
object representation and prediction in concurrently integrating multiple knowledge representation approaches
from disparate sources to completely model the information necessary for dynamic planning. The probabilistic
object classification and the cross corroboration offered by the EKF in our framework are both novel and efficient.

The future research efforts will concentrate on:

• Supplementing the estimation theoretic framework to allow for long term predictions by including informa-
tion about the moving objects’ intentions, personalities, terrain of travel, etc. with an emphasis on on-road
navigation.

• Embedding our framework with multiple target tracking capabilities using techniques such as multiple
hypothesis tracking.25 We are also currently investigating the use of the Interacting Multiple Model algo-
rithm26 for model management used in the bank of EKFs to facilitate motion analysis in both quantitative
and qualitative senses similar to the work described by Zhao et al.12

• Instantiating the results within a three-dimensional temporal occupancy grid (where the dimensions rep-
resent two spatial dimensions (x, y and time dimensions). Based on the output of our framework, each
cell within the grid will contain a predictive probability measure indicating the likelihood of the cell being
occupied at that given time instant.
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