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Abstract: Moving target defense (MTD) has emerged as one of the game-changing themes to alter the asymmetric
situation between attacks and defenses in cyber-security. Numerous related works involving several facets of MTD
have been published. However, comprehensive analyses and research on MTD are still absent. In this paper, we
present a survey on MTD technologies to scientifically and systematically introduce, categorize, and summarize
the existing research works in this field. First, a new security model is introduced to describe the changes in the
traditional defense paradigm and security model caused by the introduction of MTD. A function-and-movement
model is provided to give a panoramic overview on different perspectives for understanding the existing MTD
research works. Then a systematic interpretation of published literature is presented to describe the state of the art
of the three main areas in the MTD field, namely, MTD theory, MTD strategy, and MTD evaluation. Specifically,
in the area of MTD strategy, the common characteristics shared by the MTD strategies to improve system security
and effectiveness are identified and extrapolated. Thereafter, the methods to implement these characteristics are
concluded. Moreover, the MTD strategies are classified into three types according to their specific goals, and the
necessary and sufficient conditions of each type to create effective MTD strategies are then summarized, which are
typically one or more of the aforementioned characteristics. Finally, we provide a number of observations for the
future direction in this field, which can be helpful for subsequent researchers.
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1 Introduction

With the rapid growth of information tech-
nology, the Internet has become a national key
infrastructure that ensures the normal function
and operation of many important areas, such as
transportation, economy, and energy. Furthermore,
the Internet has been profoundly changing our
work habits and daily life, and influencing the
normal running of society. Therefore, network
security, especially Internet security, has become
one of the most pressing problems for governments,
enterprises, and network users. Nevertheless,
the cyber-attacks, such as IP prefix hijacking
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(Liu et al., 2014), botnet (Wang et al., 2012),
and distributed denial-of-service (DDoS) attack
(Zhang et al., 2011), can still be found everywhere.
Also, the major security incidents have been fre-
quently reported in recent years, such as PRISM
(http://www.zdnet.com/article/prism-heres-how-
the-nsa-wiretapped-the-internet/), Heartbleed bug
(http://heartbleed.com/), and eBay data leakage.
Such security disasters are repeatedly showing that
the Internet security is challenged all the time.

The root source of the severe network security
problem is the asymmetric situation between attacks
and defenses. First, the attackers have the advan-
tage of time, because they can perform vulnerability
analysis and penetration testing for a specific target
repeatedly until they achieve the final goal. Second,
the attackers have an asymmetric advantage of
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information, because the attackers can initiate and
launch an attack as long as there is a usable vulner-
ability, while the defenders have to secure all the
potential vulnerabilities and prevent all attacking
means that can be used by the attackers. Third,
the attackers have the advantage of cost to expand
the attack, because the homogeneity in network
configurations enables the attackers to carry out a
large-scale attack easily and at a low cost once a
small-scale attack succeeds. The network configu-
rations nowadays are typically deterministic, static,
and homogeneous (NITRD, 2010; http://www.white
house.gov/sites/default/files/microsites/ostp/fed_
cybersecurity_rd_strategic_plan_2011.pdf). The
deterministic and static nature endows the attackers
with the advantages of time and information, and
the homogeneity endows the attackers with the
advantage of cost. In other words, these features
reduce the difficulties faced by cyber attackers in
scanning the network, identifying specific targets,
and gathering essential information. This gives the
attackers the advantages of building up, launching,
and spreading attacks. For this reason, in the
combat between cyber network attack and defense,
the attackers typically have asymmetric advantages
and the defenders are at the disadvantaged position
by being passive. Unfortunately, traditional defense
mechanisms and approaches before the moving
target defense (MTD) era could (and can) barely
do anything to change this situation (Jajodia et al.,
2011; 2013).

MTD (NITRD, 2009) is a novel way to reverse
this asymmetric situation between attacks and de-
fenses. It keeps moving the attack surface of a pro-
tected system through dynamic shifting, which can
be controlled and managed by the administrator. In
this way, the attack surface exposed to attackers ap-
pears chaotic and changes over time. Therefore, the
work effort, i.e., the cost and the complexity, for
the attackers to launch a successful attack, will be
greatly increased. As a result, the probability of suc-
cessful attacks will be decreased, and the resiliency
and security of a protected system will be enhanced
effectively. It is important to note that MTD is not
a specific approach, but an active defense principle.
It can be applied to different system attributes, such
as IP address, service port number, protocol, and
running platform, which leads to a variety of MTD
mechanisms. For example, if MTD is applied to the

IP address, then a variety of IP address mutation
approaches come into being; when it is applied to
the running platform, a variety of dynamic platform
techniques come into being. It can also be applied
to existing security evaluation or defense approaches
to improve the effect of that approach. For example,
Rahman et al. (2014) applied it to the process of the
power system state estimation to harden the security
and increase the correctness of the measurement.

Currently, a lot of related works are available.
These studies involve several facets of MTD, includ-
ing theory, strategy, and evaluation. Okhravi et al.
(2013) have analyzed some strategies by focusing on
identifying the overhead, cost, and weakness of these
MTDs qualitatively. The work is meaningful, but the
strategies they covered are not comprehensive and do
not involve the other facets in the MTD field. Com-
prehensive analyses and research on this field are still
absent, and we attempt to fill the gap in this study.
We focus on the scope and area of MTD, provide
fundamental insights, and propose future directions.
Existing literature is systematically categorized and
analyzed to identify the function, essence, and char-
acteristics of MTD (in consideration of space, we
describe only the MTDs proposed after the notion of
MTD being viewed as a security theme to reverse the
asymmetric situation between attacks and defenses).
Several new perspectives and elucidations on MTD
are rendered.

The reminder of this paper is organized as fol-
lows. Section 2 proposes a new security model and
a function-and-movement model. The new security
model is used to describe the changes in the tradi-
tional security model caused by the introduction of
MTD. The function-and-movement model provides
a common framework for understanding the state
of the art in the field of MTD. Furthermore, in the
function-and-movement model, the related works are
divided into three main research areas based on their
research content, the MTD theory, MTD strategy,
and MTD evaluation. Then the three main research
areas are presented respectively. Section 3 presents
the theory on studying the common principles to
create an effective MTD strategy. Section 4 presents
the three main schools of thought of MTD strate-
gies, which use their own methodologies to produce
a large number of MTD strategies to defend the pro-
tected target. The common characteristics shared by
these strategies are extracted. A summary of these
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strategies is presented in this section to provide the
necessary and sufficient conditions to create an ef-
fective MTD. Section 5 presents existing models and
approaches for evaluating MTD strategies. After the
systematic review, several future research directions
in this field are highlighted in Section 6, and the
whole article is concluded in Section 7.

2 Models for moving target defense

2.1 A new security model

System and network administrators are cur-
rently in a reactive state of patching and upgrading
to secure vulnerable systems (NITRD, 2010), and the
general defense process of traditional defense mech-
anisms and approaches conforms to the policy, pro-
tection, detection, response, and recovery (PPDRR)
model shown in Fig. 1 (Liu et al., 2011).

Protection

Detection

Response

Recovery Policy

Fig. 1 The policy, protection, detection, response,
and recovery (PPDRR) model

In the traditional PPDRR security model, pol-
icy is the core of a defense system. The implemen-
tation of all the protection, detection, response, and
recovery processes is based on a policy. Protection is
usually achieved through traditional static security
technologies, including firewall, cryptography, and
authentication. Detection can be used to discover
new threats and vulnerabilities, which is the basis
of response. Response is the most important link in
the security cycle and the most effective way to solve
the potential threat. Recovery is the last link in a
security cycle. The system would be restored to its
pristine state or a more secure state than its past
state after recovery. Under the guidance of policy,
protection, detection, response, and recovery consti-
tute a complete and dynamic security cycle.

MTD is an active defense technique because it
keeps changing one or more attributes automatically

in a way to increase the work effort needed for at-
tacking (NITRD, 2009). This active ability of an
MTD system is independent of the state of the envi-
ronment it resides on. To be more effective and prac-
tical, an MTD system should also be equipped with
the reactive ability, which responds to an anoma-
lous event observed or perceived (Carvalho et al.,
2012). Currently, some existing mechanisms have
been designed with active and reactive abilities si-
multaneously, such as ChameleonSoft (Azab et al.,
2011) and moving attack surface (MAS) (Huang and
Ghosh, 2011). In other words, the operation mode
of MTDs is no longer consistent with the traditional
PPDRR security model; i.e., the introduction of
MTD changes the general defense process of tradi-
tional defense mechanisms and approaches, and pro-
duces a new security model accordingly. The new
security model that incorporates MTD is shown in
Fig. 2. This model includes both the processes of
active defense and reactive defense. In the active
mode, the defense process is independent of the net-
work status and shifts the attack surface periodically
or erratically; thus, it does not need the detection
and recovery links. In the reactive mode, the defense
process is triggered by security alerts, and thus it
conforms to the PPDRR model. Moreover, the ratio
of active defense is x, while the ratio of reactive de-
fense is (1− x), where 0.5 < x ≤ 1 is used to express
that MTD is mainly an active technique. The value
of x is determined by the defender/administrator as
a security-cost trade-off.

Protection

Detection

Response

RecoveryResponse Protection

Policy

Active defense (x) Reactive defense (1−x)

MTD principle

Fig. 2 New security model with moving target defense
(MTD)

2.2 Function-and-movement model

In this subsection, we present a general-
ized model for the existing MTD research as a
three-dimensional model (Fig. 3). The model shows
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a traditional networking system, which has normal
functionality and the ability of MTD. The function-
ality is expressed by a function model and the ability
of MTD is expressed by a movement model.
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Fig. 3 Function-and-movement model

MTD was introduced as one of the game-
changing themes of network security defense for the
first time in 2009, and thereafter, a multitude of re-
lated works on how to create MTD emerged rapidly.
These works involve three main facets in this field,
and we call them MTD theory, MTD strategy, and
MTD evaluation, respectively. All the three areas
in this field share the common goal of creating an
effective MTD, which can increase the work effort
for attackers, limit the exposure of vulnerabilities
and opportunities for attacks, and increase the re-
siliency and security of the protected system. MTD
theory attempts to find the answers to some funda-
mental questions, such as how to create an effective
MTD system (Hobson et al., 2014; Zhuang et al.,
2014b) and what capabilities and features an MTD
system should have (Carvalho et al., 2013; Green
et al., 2015). These studies can help researchers bet-
ter understand what MTD is and provide some basic
design principles for the MTD strategy. MTD strat-
egy aims at designing different moving mechanisms
for the target system to enhance its security and re-
siliency. It is the core of MTD technology to provide
the expected defense. Currently, more attention has
been paid to this area in the MTD field. MTD evalu-
ation provides appropriate models and approaches to
measure the defense effect and the cost of different
MTD mechanisms. Evaluation must be done once
the design is completed to provide reference for the
improvement of theory and strategy. In this sense,
the three facets are necessary for an effective MTD.

A conventional networking system can be
roughly divided into three layers, respectively termed

software application, running platform, and connec-
tions to the physical network. In addition, the run-
ning platform includes the hardware platform and
operation system. For a static node, all the three
layers are vulnerable to attack. To improve the re-
siliency and security of the networking system, we
can equip it with the capability of MTD.

MTD is distinguished from the traditional re-
active defense by the fact that it can move one or
more system attributes continually. The ability of
MTD can be implemented in one of the three lay-
ers (software, running platform, and physical net-
work) or more. Simultaneously, the research of move-
ment involves all the three main areas (MTD theory,
MTD strategy, and MTD evaluation). Each facet
may involve one or more layers that are necessary
to compose a networking system. For each network-
ing system, it has its own normal functionality, such
as communicating or providing web service. The
achievement of normal functionality needs the sup-
port of the three layers that are necessary to form
a networking system. Collectively, the function-and-
movement model makes up an MTD system.

3 Moving target defense theory

According to the research content, the research
on MTD can be classified into three areas, which are
MTD theory, MTD strategy, and MTD evaluation
(Fig. 3). In this section, we summarize the studies
in the area of MTD theory.

The concept of MTD has been proposed for
many years; however, ‘what is MTD’ and ‘how to cre-
ate an effective MTD’ are still unclear. Researchers
have been trying to give answers to these questions
(Carvalho et al., 2013; Carvalho and Ford, 2014; Hob-
son et al., 2014; Zhuang et al., 2014b), yet still have
some arguments on these research. In this study, the
term ‘MTD theory’ aims at describing the common
design principles as well as the capabilities and fea-
tures that an MTD system should have to provide
guidance for creating an MTD.

We introduce the concepts of attack surface and
attack surface shifting because the research on MTD
is incomplete without talking about the notions of
attack surface and attack surface shifting. Actually,
the concept of attack surface had been proposed be-
fore MTD was proposed as a game-changing theme,
and it is usually used as an important indicator to
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measure the security of software (Manadhata and
Wing, 2011a). After the introduction of MTD, at-
tack surface shifting is considered an effective way to
achieve MTD (Clark et al., 2013; Manadhata, 2013;
Crouse et al., 2015), and some researchers have at-
tempted to find a common way for shifting the attack
surface to provide the optimal MTD using the game
theory (Manadhata, 2013; Zhu and Başar, 2013). We
now introduce the existing definitions for attack sur-
face and attack surface shifting.

In fact, there is no standard definition for what
is meant by attack surface (Zhuang et al., 2014b),
and existing definitions of attack surface are associ-
ated with the scenarios considered by the researchers.
Manadhata and Wing (2011b) treated the attack
surface as the subset of the system’s resources (i.e.,
methods, channels, and data) used in attacks on the
system. Zhuang et al. (2012) considered that the
attack surface consists of the system resources ex-
posed to attackers (e.g., the software residing on the
hosts, the ports open for the communication between
hosts, and vulnerabilities in the various components)
as well as compromised network resources that can
be used to further penetrate the system. Zhu and
Başar (2013) defined the attack surface of a system
as the set of vulnerabilities exhibited by the system,
which can potentially be exploited by the attacker.
Peng et al. (2014) defined the attack surface of an
active virtual machine (VM) instance, which is used
to deploy the target service, as the totality of its
externally accessible resources.

Huang and Ghosh (2011) described the process
of shifting the attack surface to illustrate the moving
attack surface of the target using the graphic form.
However, they did not define the process formally.
Manadhata (2013) defined the notion of attack sur-
face shifting as follows: Given a system, s, its envi-
ronment, E, s’s old attack surface, Ro, and s’s new
attack surface, Rn, s’s attack surface has shifted if
there exists at least one resource, r, such that (1)
r ∈ (Ro \Rn) or (2) r ∈ (Ro ∩Rn) ∧ (ro � rn). The
meaning of r ∈ (Ro \ Rn) is that resource r belongs
to Ro but no longer belongs to Rn. Therefore, the
attack that is on the basis of r would not work any-
more on Rn. Let ro denote r’s contribution to Ro,
and rn denote r’s contribution to Rn. The meaning
of ro � rn is that resource r makes a larger contri-
bution to the attack surface Ro than to the attack
surface Rn, and r ∈ (Ro∩Rn)∧(ro � rn) means that

resource r still belongs to Rn, but makes a smaller
contribution to the attack surface Rn. However, the
measurement of a resource’s contribution to the at-
tack surface is a new question.

From existing research, we know that the attack
surface is composed of multiple parameters, each of
which is equipped with a set of values. Attack sur-
face shifting means that at least one parameter (or
its value) is replaced. For simplicity and without loss
of generality, we treat the attack surface of a system
as the set of the system’s properties that can be used
for attack, and it consists of the vulnerabilities (in-
cluding the software and hardware vulnerabilities),
IP address, and port number. We treat the IP ad-
dress as a part of the attack surface for the reason
that it is the premise of the attacker to exploit and
analyze vulnerabilities and finally launch an attack.
Similarly, the port number is a premise for some
attacks, such as DoS/DDoS. Accordingly, we can
treat attack surface shifting as replacing a software/
hardware entity with certain vulnerabilities, or re-
placing the value(s) of the IP address and(or) the
port number.

Next, let us focus on the common principles for
MTD design and the capabilities and features that
an MTD system should have.

An initial theory of MTD has been proposed,
which consists of the MTD systems theory (Zhuang
et al., 2014b) and the attacker theory (Zhuang et al.,
2015). In MTD system theory, Zhuang et al. (2014b)
put forward numerous basic definitions and summa-
rized three essential problems that must be addressed
to carry out the formal process of an MTD system:
first, how to select the next configuration state of
the MTD system; second, how to select an adap-
tation to carry out to reach the next configuration
state, which can be seen as a strategy; third, when to
carry out the adaptation to actually change the state
of the MTD system. In the attacker theory, Zhuang
et al. (2015) also defined key concepts that support
a precise discussion of attacker knowledge, attack
types, and attack instances, to help researchers un-
derstand the interaction between MTD systems and
the attacks they want to thwart. In addition, they
proposed some MTD design principles and a basic
design schema of MTD for computer networks, to
improve the resiliency of the system under attack
(Zhuang et al., 2012), which can integrate with an-
other MTD mechanism called self-shielding dynamic
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network architecture (SDNA) (Yackoski et al., 2011).
Hobson et al. (2014) have concluded that there

are three primary challenges in developing MTD de-
fenses: coverage, unpredictability, and timeliness.
Coverage can be simply defined as the extent in
which all elements of a defended attack surface are
subject to movement. Unpredictability reflects the
amount of the key information (about the coverage
and the rule of movement) obtained or guessed by
the attacker. Timeliness in a movement is required
to ensure that it happens at the correct time with
respect to the attacker. In other words, an effective
MTD technique should address the next three issues:
the right pieces to be moved, a large enough space for
the movement to take place in, and the correct time
for the movement to take place. In addition, the
investigations of Hobson et al. (2014) and Zhuang
et al. (2014b) are interlinked. The goal of configu-
ration selection is to improve the unpredictability of
the protected system, and the selection involves the
coverage.

From our own perspective, we believe that the
essence of MTD is not only ‘changing’ but also ‘mov-
ing’, which means that the vulnerabilities and at-
tacked attributes of the protected target remain the
same before and after deploying the MTD technique,
but the static nature of the target is broken. In other
words, the vulnerabilities and attacked attributes
can move continuously and try to be one step ahead
the attacker to achieve the defense goals. From the
existing research (NITRD, 2009; Hobson et al., 2014;
Zhuang et al., 2014b), we conclude that to achieve
the goal, there are three elements for an MTD tech-
nique: WHAT to move, HOW to move, and WHEN
to move.

1. ‘WHAT to move’ refers to the moving param-
eter. As mentioned earlier, the attack surface of a
system consists of one or more parameters, which
can be the one or more attributes of the protected
target that is essential for an attack, such as the IP
address and the service port; or the running enti-
ties, such as the operating system (OS), hardware,
and software, on which the vulnerabilities that can
be attacked by the attacker reside. For each moving
parameter, there is a domain of values for selection.
All the domains of the parameters form the configu-
ration space.

2. ‘HOW to move’ refers to the way to move.
It implies two operations, selection and replacement.

Selection means choosing a new parameter with its
value or assigning a new value to the previous moving
parameter(s) from its(their) domain(s) through var-
ious ways, such as choosing randomly (Roeder and
Schneider, 2010; Azab et al., 2011; Jafarian et al.,
2012), choosing according to the game theory (Man-
adhata, 2013; Zhu and Başar, 2013; Carter et al.,
2014), and choosing according to the attack behav-
ior observed or the situation of cyber-security (Azab
et al., 2011; Huang and Ghosh, 2011; Jia et al., 2013).
Replacement is using the selected new parameter
with its value or the selected new value to replace
the old one. Currently, the general method is only
choosing a new value to replace the old one while
maintaining the moving parameter.

3. ‘WHEN to move’ refers to the time series de-
fined by the defender to replace the current value of
the moving parameter, i.e., the frequency of moving.
It is a critical problem that can influence the perfor-
mance (or even availability) of the protected target.
If the frequency is too low, while the attacker is fast
enough, there is most likely a successful attack. On
the other hand, if the frequency is too high, although
it can provide a high degree of security, it would in-
troduce high overhead and reduce the system per-
formance and availability of the services. A perfect
solution should be with high frequency when there is
an attack and should be unchanged when there are
no attacks. Now, it is usually achieved by presetting
either fixed or varying intervals, or triggering by an
anomalous event.

Besides the works mentioned above, there are
some other related works on MTD theory.

Carvalho and Ford (2014) described the back-
ground of MTD and some basic important issues
in MTD (such as building resiliency with MTDs,
as well as the promises and challenges for moving
ahead). Furthermore, they analyzed the require-
ments for command and control mechanisms that im-
plement the logic for the system mobility and adap-
tive response to failures and attacks (Carvalho et al.,
2012), and proposed a command and control frame-
work based on the principles of human-agent team-
work for the practical deployment of MTD (Car-
valho et al., 2013). Moreover, Beraud et al. (2010;
2011) developed a prototype cyber command and
control (C2) system called network maneuver com-
mander (NMC), to improve the network resiliency in
a compromised cyber environment. The prototype
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focuses on maneuvering network-based elements pre-
emptively on the basis of the threat information and
the predictions based on the historical data. The
elements maneuvered include path, port, hardware
platform, application with data and context, proto-
col, link, OS, address, etc. The NMC implies the
design of a hybrid MTD and is meaningful for subse-
quent researchers. However, it is mainly the proto-
type of the decision framework, and further related
work is needed to make it practical.

Crosby et al. (2013) believed that the design of
an MTD mobility mechanism must consider the net-
work dependencies, i.e., the information used in an
attack. Thus, the following three aspects should be
focused on: first, identifying the dependencies that
an attacker has on protocols, services, and appli-
cations; second, breaking the dependencies; third,
designing supplement mechanisms to mitigate the
broken dependencies for legitimate users. In ad-
dition, Green et al. (2015) identified and defined
seven properties common to network-based MTDs
(NMTDs), which are keys to ensure the effectiveness
of the MTDs. Our previous work (Cai et al., 2016)
characterized the running patterns of MTD mecha-
nisms to help us understand the running behaviors
of MTDs in a better and easier way.

Torrieri et al. (2013) identified the challenges
and research issues arising from jamming and other
attacks by external sources and insiders, and then
proposed a general framework to deal with such is-
sues based on the notion of cyber maneuver. How-
ever, further research is required on the designing of
each component as well as the integration of these
components seamlessly. Taguinod et al. (2015) ex-
plored the feasibility of applying MTD concepts to
web applications. They analyzed the web applica-
tion stack first to find where and how MTD can be
applied. Then they proposed two diversification ap-
proaches, changing the language implementation or
the database implementation while retaining func-
tionality, to achieve their goals.

These studies are very useful for understanding
the MTDs and can provide guidance to developers for
designing new MTD systems. To be more intuitive,
we summarize the viewpoints and/or contributions
of those reviewed studies in the area of MTD theory
in Table 1.

4 Moving target defense strategy

An MTD is achieved by designing various strate-
gies for the selected moving parameter(s) to make
it/them move under the guidance of the MTD the-
ory to interrupt the reconnaissance from attackers at
an appropriate time continually, thus enhancing the
resiliency and security of the protected target. In
this section, we summarize the studies in the area of
MTD strategy. We first classify the existing MTD
strategies into three categories and present detailed
interpretations of their running modes. Then some
common characteristics shared by these strategies
are extracted, and the ways to provide the charac-
teristics are concluded. Finally, a summary about
the necessary and sufficient conditions for an effec-
tive MTD strategy is presented.

4.1 Categories of moving target defense
strategies

A great number of MTD strategies have been
presented. According to the moving parameter (i.e.,
‘WHAT to move’), they can be categorized into
three main categories, i.e., software transformations
(Jajodia et al., 2011), dynamic platform techniques
(Okhravi et al., 2014a), and network address shuf-
fling (Carroll et al., 2014). The major difference
among them is the manner of moving (i.e., ‘HOW to
move’).

4.1.1 Software transformations

The MTD approaches based on software trans-
formations choose the software/application as the
moving parameter, and they usually apply diversity
transformations to transform the protected software
application, thus generating more variants that pro-
vide the same function but with different behaviors
and features in several ways. Then the variants are
shuffled under a strategy (including ‘HOW to move’
and ‘WHEN to move’) to make the target uncertain
and unpredictable for the attackers, which makes it
hard for the attackers to achieve their malicious in-
tent, thereby increasing the resiliency of the software.

In ChameleonSoft (Azab et al., 2011), large
missions of a huge software program are divided
into small tasks, and each task is assigned to one
or more cells that would manually or automati-
cally generate several variants for the task. The
variants have different objectives targeting different
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Table 1 A brief summary of the studies mentioned in the area of MTD theory

Reference Viewpoint and/or contribution

aManadhata and Wing (2011b) The system’s resources (i.e., methods, channels, and data) used in attacks
aZhuang et al. (2012) The system resources exposed to attackers (e.g., software, ports) as well as the

compromised network resources
aZhu and Başar (2013) The set of vulnerabilities exhibited by the system
aPeng et al. (2014) The totality of the target system’s externally accessible resources
bHuang and Ghosh (2011) Taking a virtual server pool with diversity as an example to graphically show the

meaning and process of attack surface shifting
bManadhata (2013) Defining the notion of attack surface shifting graphically and formally, in which the

resources’ contribution to the attack surface or the resources’ shifting is crucial
cZhuang et al. (2014b) (1) Putting forward a vast number of basic definitions to represent what is MTD; (2)

summarizing three essential problems that must be addressed for MTD: selection for
the next configuration, selection for an adaptation to carry out to reach the next
configuration state, and when to carry out the adaptation

cZhuang et al. (2015) Defining key concepts that support a precise discussion of attacker knowledge, attack
types, and attack instances, to help researchers understand the interaction between
MTD systems and the attacks

cZhuang et al. (2012) Providing a preliminary design of a network MTD system, which can be a good
example for the subsequent researchers

cHobson et al. (2014) Summarizing three primary challenges for developing MTD defenses: coverage,
unpredictability, and timeliness

cCarvalho and Ford (2014) Describing the background of MTD, and some basic important issues in MTD (e.g.,
the promises and challenges for moving ahead)

cCarvalho et al. (2012; 2013) Analyzing the requirements for command and control (C2) mechanisms for MTD, and
designing a resilient human-agent teamwork C2 prototype to provide a way to
integrate MTD into the control loop

cBeraud et al. (2010; 2011) Developing a research prototype cyber C2 system called network maneuver commander
(NMC), which focuses on maneuvering network-based elements (including path, port,
protocol, OS, hardware platform, etc.) to improve the resiliency. It is a good example
for subsequent researchers

cCrosby et al. (2013) Proposing that the design of an MTD must consider the network dependencies.
Moreover, three aspects should be focused on: identifying the dependencies of an
attacker, breaking the dependencies, and designing supplement mechanisms to
mitigate the influence introduced by breaking the dependencies for the user

cGreen et al. (2015) Identifying seven properties common to network-based MTDs (NMTDs), namely,
unpredictability, vastness, periodicity, uniqueness, availability, revocability, and
distinguishability. Moreover, not all the properties are included in an NMTD

cCai et al. (2016) Characterizing the running patterns of MTD mechanisms. The two main fundamental
patterns are ‘hidden’ and ‘variation’, and the assisted pattern is called ‘improvement’

cTorrieri et al. (2013) Identifying the challenges and research issues arising from jamming and other attacks,
and proposing a general framework to deal with such issues

cTaguinod et al. (2015) Exploring the feasibility and providing the way of applying MTD concepts to web
applications, which can be considered as a use case for subsequent researchers

a About definition of attack surface; b about definition of attack surface shifting; c about basic theory and design principles

quality attributes, such as reliability, performance,
robustness, and mobility. Therefore, there are mul-
tiple variants with diversity in each cell. In addi-
tion, the variants can shuffle by randomly choos-
ing the next variant, based on a randomly adjusted
timer in each cell, to make the software change
over time. For the design principle, the situational
awareness unit in ChameleonSoft can capture the
attacker’s scanning and penetration attempts. The
variants shuffling at runtime would make it more

difficult for an attacker to generate a profile with
the possible flaws of the executing variant. Even
if an attack succeeds, it can cause only a variant
crash, and the recovery mechanism would act rapidly
to replace the compromised one with another vari-
ant. Therefore, ChameleonSoft can enhance the soft-
ware’s ability against attacks. For the implementa-
tion, ChameleonSoft requires the software to be di-
vided into small tasks and to be assigned to cells
to generate variants. Then the variants are shuf-
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fled at runtime; however, the coupling among the
variants would be a problem, in addition to the high
complexity.

In compiler-generated software diversity (Jack-
son et al., 2011), the compiler automatically creates
multiple variants that have the same in-specification
behavior, but different out-of-specification behaviors
when it is translating a high-level source code to
a low-level machine code. These variants are cre-
ated using multiple variation techniques, such as
instruction set randomization (ISR), register ran-
domization, no-operation (NOP) insertion, and stack
base randomization. In addition, this mechanism
presents two orthogonal compiler-based techniques
to all users. One is massive-scale software diversity
(MSSD), which is suitable for common home/office
users. A diversification engine (a ‘multicompiler’)
can be deployed at App Store to make sure that ev-
ery user gets his/her own diversified software variant.
Therefore, the attacker has no knowledge about the
internal structure of that software and cannot con-
struct an attack. The other one is a multi-variant
execution environment (MVEE), which is suitable
for users who have higher security requirements. In
an MVEE, multiple variants run at the same time,
and the input to the system is simultaneously fed
to all variants. A monitoring layer examines their
behaviors to determine whether there is an attack,
and thus detecting exploitation of vulnerabilities at
runtime before the attacker has the opportunity to
compromise the system. In this manner, both MSSD
and MVEE can make it harder for an attacker to run
a successful attack. In addition, one way to achieve
compiler-generated software diversity is by insert-
ing non-alignment NOP insertions randomly (Jack-
son et al., 2013). The MSSD approach can increase
the difficulty for a large-scale attack. However, if
a single user is attacked, the approach cannot help
mitigate the attack. The MVEE approach can inter-
rupt an attack when detected, and thus mitigates the
influence of the attack effectively. However, the user
needs to prepare multiple variants initially, which
increases the cost and inconvenience.

In end-to-end software diversity (Christodor-
escu et al., 2011), the static component in this mecha-
nism uses a semantics-preserving method to rewrite
the application to diversify the entities referenced
in subprograms. Once the static component com-
pletes its run, the rewritten application would call

the runtime component to generate a unique diversi-
fication strategy (such as address-space layout ran-
domization and structured query language (SQL)
diversification), which is applied to each rewritten
subprogram. Actually, every software system has
a multitude of aspects that are open to diversifi-
cation; hence, it can select different aspects of the
application to transform and generate multiple vari-
ants. Furthermore, the diversification transforma-
tions can be repeatedly applied to the program in
this approach; from the view of time, the software
changes over time. This approach is designed for all
applications, in particular, Internet-facing applica-
tions; hence, it plays an important and significant
role. However, the implementation of this approach
would influence the development, deployment, and
operation of the applications; in other words, its ac-
tual deployment cost is high.

In practical software diversification (Pappas
et al., 2013), a novel in-place code randomization
method has been presented to help third-party appli-
cations against return-oriented programming (ROP)
attacks. Through randomly choosing and applying
different transformations, such as atomic instruction
substitution, instruction reordering, and register re-
assignment, to each instance of the protected appli-
cation, multiple variants of the application can be
created. In other words, a new variant is randomly
chosen and it replaces the current one at random in-
tervals. From the view of time, the software changes
over time. This approach can be directly applied to
third-party executables to raise the bar of attacks
with little overhead introduced. However, the ob-
jective of this approach is to eliminate or probabilis-
tically modify as many of the gadgets as possible,
and thus it can provide only probabilistic protection
against ROP attacks. Therefore, this software di-
versification technique should cooperate with other
existing techniques to improve its defense effect.

Symbiotic embedded machine (SEM) (Cui and
Stolfo, 2011) is a new poly-culture architecture that
provides complete uniqueness for each distinct de-
vice and would inject into the protected program
and reside within its host executable to thwart many
remote attacks. When an SEM is created and pre-
pared for injection into a host program, both the
SEM and the protected program are analyzed, ran-
domized, and mutated into a unique instantiation,
which is functionally equivalent to the original code.
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Some existing techniques such as ISR, address space
randomization (ASR), and polymorphic mutation
are used to increase the randomness and diversity
at the same time. Moreover, one or more SEMs
can be injected into a piece of arbitrary executable
code. Thus, multiple variants of the SEM and the
host program are created, and the protected program
changes over time. SEM provides a new paradigm to
protect device drivers, kernel, and userland applica-
tions. It can be applied to legacy devices that have
been widely deployed; thus, the application of SEM
can be widespread. However, the performance of
the protected target would be affected because SEM
should extract computational resources to execute
its own payloads.

Proactive obfuscation (Roeder and Schneider,
2010) uses semantics-preserving code transforma-
tions to create multiple server replicas and period-
ically restarts the server with a fresh version ran-
domly chosen. These multiple server replicas are
likely to have fewer shared vulnerabilities; i.e., they
are diverse executables. The periodic restarting
strategy used in this mechanism would help bound
the number of comprised replicas, thus making it
harder for an adversary to attack. However, it would
introduce additional overhead for the creation and
management of these replicas.

In the helix metamorphic shield (HMS) ap-
proach (le Goues et al., 2013), the spatio-temporal
diversity engine uses dynamic instruction set ran-
domization on the variant selected in the previous
generation (the first generation consists of the origi-
nal input software only) to re-randomize binaries and
create multiple variants to form the current genera-
tion and shuffle. Therefore, the multiple variants are
diverse in each generation and between generations.
The rate of re-randomization is preset as a constant
value. In addition, when an attack is detected, the
GenProg engine uses evolutionary algorithms to cre-
ate and vet candidate repair patches to repair both
security-critical and non-security critical vulnerabil-
ities of the variants. In HMS, the interaction be-
tween variant shuffling and vulnerability repairing
would generate software variants with growing re-
sistance to attacks. However, the running of this
approach would introduce high costs for calculation,
detection, and repair.

In NOMAD (Vikram et al., 2013), the name/ID
parameter values are randomized to create multiple

variants. Each name/ID corresponds only to one of
the input HyperText Markup Language (HTML) el-
ements (such as textbox, checkbox, and submit but-
ton) in an HTML form. Currently, the name/ID pa-
rameters in an HTML element are generally designed
as constant and can be used by web bots to automat-
ically fabricate massive requests. In NOMAD, each
name/ID parameter used by users to submit data
can be randomized; thus, the values of the name/ID
parameters are diverse. The name/ID parameter is
part of the software, and thus randomizing its value
is equivalent to transforming the software. This ap-
proach is used as a complement for existing solutions
that defend against web bots, by randomizing HTML
elements to prevent web bots from identifying these
elements and then fabricating and sending bulk au-
tomated requests with customized content. In ad-
dition, it can add some decoy elements to increase
the entropy of randomization space and decrease the
likelihood of success for brute force attacks. How-
ever, it adds the operations of randomization and
de-randomization in the normal process of service,
and thus the server’s response speed would be af-
fected. Furthermore, if it introduces the decoy ele-
ments, the user is required to identify them, which
would affect the availability of the service.

In adaptive just-in-time (JIT) code diversifica-
tion (Jangda et al., 2015), the code is recompiled
frequently by a Java bytecode JIT compiler during
the execution of the program to generate multiple
diversified variants for the target program. Its goal
is to reduce the time frame between the two critical
timestamps: time of leakage of useful address space
information and time of use of the leaked informa-
tion in an exploit. The approach to achieve this goal
is using adaptive NOP insertion, which is performed
by a diversification component in the recompilation
component. Through this way, it can create diversity
and generate a different variant of the binary at these
timestamps. In addition, the diversification interval
is adaptive. From the time perspective, the software
changes over time. This approach significantly re-
duces the time frame for the attacker to gain useful
address space information and subsequently uses the
information in memory exploits. The approach is
built on profile information generation and needs to
identify the hot/cold blocks and then insert NOPs
in cold blocks as much as possible. This modifies
the behaviors of the compiler and introduces some
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overhead.

4.1.2 Dynamic platform techniques

Dynamic platform techniques (DPTs) dynam-
ically change the properties of a computing plat-
form in order to complicate attacks. In other words,
they choose the execution environment as the mov-
ing parameter, including running platform and con-
figuration. Platform properties refer to hardware
and OS attributes such as instruction set architec-
ture (ISA), stack direction, calling convention, ker-
nel version, OS distribution, and machine instance
(Okhravi et al., 2014b). Similar to the mechanisms in
the category of software transformations, the mech-
anisms in the category of dynamic platform tech-
niques are equipped with multiple instances, specif-
ically, multiple execution environments or multiple
configurations for the same execution environment
(John et al., 2014; Lucas et al., 2014). In the case
of multiple execution environments, there are two
sub-cases; i.e., each execution environment is with
a different configuration for the selected properties
(Huang and Ghosh, 2011; Okhravi et al., 2011a; Peng
et al., 2014; Thompson et al., 2014; Debroy et al.,
2016), or they are with the same configuration (Ban-
galore and Sood, 2009). Subsequently, the instances
shuffle under a defined strategy (including ‘HOW to
move’ and ‘WHEN to move’).

In TALENT (Okhravi et al., 2011a; 2011b;
2012), there are multiple heterogeneous physical
hardware platforms and OSs for the running criti-
cal application to migrate. OS-level virtualization
is used to migrate the environment of the critical
application across different platforms. The environ-
ment includes the filesystem, open files, and net-
work connections. A portable checkpoint compiler
is also used in TALENT to preserve the state of the
running application and provide application migra-
tion, thus achieving both transparency and scala-
bility. Moreover, the migration is conducted as a
result of a security alert or a periodic migration. In
TALENT, migration among the diverse platforms
would increase the resiliency of the critical applica-
tion. However, when taking the deployment cost into
consideration, the size of the set of the heterogeneous
physical hardware platforms and OSs would not be
large. Furthermore, the vulnerabilities of each plat-
form are relatively fixed. Therefore, if the attacker
is targeting the platform but not the critical applica-

tion, the performance of the application would still
be decreased.

MAS (Huang and Ghosh, 2011) can be viewed
as an extension of self-cleansing intrusion tolerance
(SCIT) (Bangalore and Sood, 2009). Both in SCIT
and MAS, virtualization technology is used to cre-
ate multiple virtual servers (VSs). The differences
between them are twofold. One is that the VSs in
SCIT possess the same properties, whereas each VS
in MAS is configured with a unique software mix
and thus diversity is produced. The other is that the
offline VSs in SCIT are rotated to be online for pro-
viding service on a regular fixed time interval, while
offline VSs in MAS are rotated to replace the current
online VSs on a fixed interval or an event-driven ba-
sis. In addition, both in SCIT and MAS, the offline
servers would be restored to their pristine states.
Both in SCIT and MAS, the defense provided by the
rotation would increase the survivability of the web
server. However, there are multiple VSs, and the
rotation interval is small; thus, the resource redun-
dancy is quite high and the management overhead is
large. Furthermore, rotation has certain regularity,
and it may be broken by the attacker.

In the MTD strategy for cloud-based services
(Peng et al., 2014), virtualization technology is also
used to create multiple VMs to deploy a service in
the cloud, and enough diversity between configu-
rations is introduced to ensure the effectiveness of
MTD when the VMs are created. The service can
be migrated among active VMs (the VM instances
on which the service is currently deployed). At any
given moment, some VM instances are active while
others are inactive, and they can be converted into
each other. The migration is under the following
strategy: during each unit of discrete time, an active
VM instance makes a decision of whether to migrate
to one of its replacements to minimize the unneces-
sary migration through a probabilistic and thresh-
olded strategy. The replacements of a VM instance
are a subset of the whole VM pool, which are both
diverse (in configuration) and similar (within techni-
cal feasibility). The proposed strategy is risk-aware,
which can help improve the security. The suitable
condition(s) for this strategy is/are that the cloud-
based service is dense or/and the attacker is strong.
When the service is sparse while the attacker is weak,
the strategy does not provide significant advantage
over a static service (i.e., without the MTD strategy)
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in terms of resiliency.
In the approach of evolving computer configura-

tion (John et al., 2014; Lucas et al., 2014), evolution-
inspired techniques (such as genetic algorithms) are
used to create multiple functional and secure config-
urations based on the previous configurations. The
crossover operation ensures that the configurations
of the new generation are different from the old ones,
and that the mutation operation is carried out to
maintain diversity across the configurations of the
current generation. All the configurations generated
would be assessed by an assessment component to
determine their security levels. The new and more
secured configurations would be periodically imple-
mented to change the system’s attack surface. This
approach would render the system’s attack surface
variable, in addition to increasing the system’s ca-
pacity for defending against attacks. Hence, it can
effectively make it harder for the attacker to attack.
However, the cost of this approach would be high
for the following two reasons. One is that it needs
to create VMs and make them alive to deploy new
configurations for testing their feasibilities, perfor-
mances, and security levels. The other reason is that
it needs to collect and update the information about
any security event for assessing the new generated
configurations. Furthermore, its application scope is
limited, and currently it is suitable only for RedHat�

installed ApacheTM1 web servers.
Multiple operating system rotation environment

(MORE) MTD (Thompson et al., 2014) aims to of-
fer improved security through platform diversity and
frequent OS rotation. In MORE, there are several
VMs equipped with different distributions of Linux.
A periodic rotation of the various VM hosts is per-
formed to provide dynamic defense, while reducing
the likelihood and the impact of a successful exploit
and ensuring the application availability during the
OS rotations. This environment can make it harder
for the attacker to exploit the vulnerabilities of the
OS and then initiate the attack. Furthermore, it is
based on the existing technology and is easily deploy-
able. However, its current implementation is focused
on only OS diversity; if the attacker attempts to at-
tack the platforms that the diverse OSs reside on,
this environment would not work.

In the software-defined networking (SDN) based
frequency-minimal MTD approach (Debroy et al.,
2016), there is a heterogeneous VM pool for the

cloud application to migrate to. The VMs are con-
nected with the OpenFlow controller and periodi-
cally share their status information (such as residual
compute/storage capacity) with the controller. The
frequency of the VM migration is adaptive to the
statistical DoS attack pattern and probability. The
ideal migration location is chosen based on the can-
didate VM’s capacity, available network bandwidth,
and VM reputation in terms of attack history. This
approach is proposed to counter the loss of availabil-
ity (LOA) attacks for protecting critical cloud-hosted
applications. Furthermore, the approach aims to re-
duce the cost and resource wastage through minimiz-
ing the frequency of migration, which is associated
with the statistical DoS attack pattern and proba-
bility. Therefore, the effectiveness of this approach
depends on the fitness between the attack model con-
sidered by the authors and the real attack behaviors.
When the attack model that is based on previous
statistical data cannot reflect the attack behavior in
the near future, this approach may not reduce the
cost or may even lose the effectiveness.

4.1.3 Network address shuffling

Network address shuffling is a dynamic recon-
naissance defense that periodically permutes the
mappings between addresses and devices. In other
words, the network address is chosen as the moving
parameter. The network addresses are a combina-
tion of IP and transport layer information (protocol
and port numbers) and either or both types of infor-
mation can be used for shuffling (Carroll et al., 2014).
For each mechanism in the category of network ad-
dress shuffling, there is a set of candidate network
addresses. However, the methods of using the range
of addresses (i.e., ‘HOW to move’) and the decision
on ‘WHEN to move’ are diverse.

In SDNA (Yackoski et al., 2011; 2013a), the
SDNA entity within each node can rewrite the ad-
dresses of the packets entering and exiting the OS to
prevent each guest from knowing the identity of other
nodes within the enclave. When a domain name sys-
tem (DNS) response comes to the guest, the SDNA
entity would replace the real IP with a token IP,
which is generated by the SDNA entity (the token
IPs consist of a set of candidate addresses). When
the guest initiates a connection to a token IP, the
SDNA entity would rewrite the packets by replacing
the token IP with the real IP. In other words, one
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side of the communication does not know the other’s
real address, and the token IP is obtained from the
other’s SDNA entity when it requests a DNS reso-
lution. SDNA is transparent to OS and is compati-
ble with existing network infrastructure. Moreover,
it can cooperate with existing security technologies
to enhance the total security. Furthermore, with-
out the cryptographically secure challenge/response
from the user to the server via SDNA, the OS would
be unable to access the service, which can effec-
tively limit the attacker’s ability to attack. How-
ever, the traffic between the communication end-
points must flow through one or more intermediate
nodes to be rewritten for concealing the endpoints’
identities, and it requires multiple key exchanges and
authentications in the paths’ establishment process;
thus, the complexity and cost of implementation are
high.

In moving target IPv6 defense (MT6D) (Dunlop
et al., 2011), the source and destination network- and
transport-layer addresses for both communicating
hosts are rotated. At each time increment, MT6D
computes the next IIDs (interface identifier in an
IPv6 address, which can identify a particular node)
for both the sender and receiver of each communi-
cating pair, using a hash function and three param-
eters: the current IID, a shared symmetric key, and
the system timestamp. In this manner, the two sides
of the communication can compute their own and
the other’s next IID. In addition, the time intervals
vary for each communicating address pair to increase
the security and privacy. MT6D is transparent to
the user, and it has no side effect on the normal
communication because the obscuration of an ad-
dress can be made in the middle of ongoing sessions
without breaking the connection or requiring a new
handshake. It can increase the work effort to attack
because the address space of IPv6 is large and the
IIDs of a session keep changing. However, MT6D de-
vices must maintain multiple IPv6 addresses for each
node at any given time, which may increase storage
resource and cause additional cost for routing up-
date.

A series of IP address mutation approaches have
been proposed, including OpenFlow random host
mutation (OF-RHM) (Jafarian et al., 2012), random
host mutation (RHM) (Al-Shaer et al., 2013), and
spatio-temporal address mutation (Jafarian et al.,
2014).

In OF-RHM (Jafarian et al., 2012), each host is
associated with an unused address range (i.e., the set
of virtual IPs (vIPs)) that is assigned by the Open-
Flow controller based on its specific requirement us-
ing satisfiability modulo theories (SMTs). A new vIP
is chosen from the range and assigned to the host af-
ter each regular mutation interval, and the new vIP
is selected by two methods: (1) chosen with uniform
probability; (2) a weight is associated with each vIP
based on a certain criterion fixed by the administra-
tor, and the selection probability is directly related
to the weight. OF-RHM is an IP address mutation
approach that should be deployed under the SDN ar-
chitecture and cannot be deployed in the traditional
network. To address this question, RHM has been
proposed.

The design principles and implementation of
RHM (Al-Shaer et al., 2013) are similar to that of
OF-RHM. The main differences relative to OF-RHM
are the vIP allocation mechanism and the compo-
nents for distribution. RHM uses a two-phase muta-
tion approach, which consists of low-frequency mu-
tation (LFM) and high-frequency mutation (HFM),
to assign a vIP. An LFM interval contains multiple
HFM intervals, and the LFM interval is fixed while
the HFM interval is customized based on the required
mutation speed of each moving target (MT) host. In
each LFM interval, a random network address range
denoted as a virtual address range (VAR) is selected
for each MT host using SMT. Then in each HFM in-
terval, a random vIP within the VAR assigned during
the previous LFM is selected for the MT host, and
the selection is based on a hash function.

To further improve the applicability against co-
ordinated attack and the degree of security provided
by the mutation approach, Jafarian et al. (2014) pre-
sented the spatio-temporal address mutation, which
incorporates temporal mutation with spatial muta-
tion. In this approach, each host is associated with
a unique set of IP addresses, called the ephemeral
IP addresses (eIPs, which are similar to the vIP
in OF-RHM and RHM), to reach other hosts, and
it would be frequently changed after random inter-
vals. The computation of a new eIP is based on
the source (requestor) identity (spatial randomiza-
tion) as well as time (temporal randomization), and
the spatial host-IP binding (i.e., eIP) is determined
based on two strategies: (1) random mutation (eIP
is chosen randomly from the unused address space
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based on a uniform distribution); (2) deceptive mu-
tation (the goal is to assign potentially unattractive
IPs to potentially attractive targets). In addition, a
time-to-live (TTL) value, which is determined based
on the identities of both endpoints, is set to indicate
the expiration time of the real IP (rIP)-eIP map-
ping, and each such TTL value is chosen based on a
Poisson arrival process with mean λ in this mech-
anism. Hence, a host must use different eIPs to
communicate with another host at various time
intervals.

All the three IP address mutation approaches
(OF-RHM, RHM, and spatio-temporal address mu-
tation) can keep the real IP addresses of hosts un-
changed, as well as associate each host with a short-
lived vIP address for communication. This feature
can make them transparent for users. Furthermore,
a user cannot know the actual address of the other
user that he/she communicates with, which can ef-
fectively increase the difficulty for the attacker to
connect to a specific host. However, the complexity
and cost for implementing the three mutation ap-
proaches are high because matched gateways must
be deployed to perform rIP-vIP translation, and it
also incurs a large amount of work for translation,
storage, update, and searching of the address infor-
mation. Furthermore, the gateways can be the new
important target that should be protected.

Morphing network assets to restrict adversarial
reconnaissance (MORPHINATOR) (http://defense-
update.com/tag/morphinator) aims to build a pro-
totype network capable of morphing over time to
confuse and thwart potential attackers on military
networks. We know that the prototype focuses on
the IP address hopping and port hopping techniques
to constantly change the characteristics of the net-
work it resides on. However, there is no more detail
about it currently.

MOTAG (Jia et al., 2013) was proposed to help
online application servers against network flooding
attacks. The mechanism requires a group of proxy
nodes to be deployed around the server node, and
allocates an active working proxy for each certified
user to forward data traffic between the user and
the server. The mechanism can protect the online
server strongly because the address of the server is
private for any user; each client is aware of only
his/her own working proxy’s IP address. When a
working proxy is under attack, it would start up a

process called client-to-proxy shuffling; i.e., the at-
tacked proxy is replaced by a new proxy, and the
associated users are also migrated to the alternative
proxy. In other words, the client is passive in accept-
ing the address shuffling of its working proxy and
knows nothing about the address of the server. It can
also gradually concentrate the attacker to a particu-
lar proxy to minimize the impact of an attack. How-
ever, it must work together with the attack detection
mechanism because there is no shuffling if there are
no attacks.

In MTD-MANETs (Albanese et al., 2013), the
identity of a legitimate node that presents to other
nodes is changed in order to increase the uncertainty
for the attacker. Each legitimate node is assigned
an ID pool, which includes multiple virtual IDs as-
sociated with its real ID. These virtual IDs are gen-
erated by a hash chain at runtime and are used for
communication, while the real IDs are never pub-
licly used. The validity interval for each virtual ID is
randomly selected from a time range defined by the
authors. In this mechanism, the virtual identity of a
legitimate node, rather than the IP address, changes
dynamically. However, as the virtual identity is used
for communication between nodes, we still take the
moving parameter in it as the IP address. This ap-
proach is robust to multiple types of attacks, such as
blackhole attack, wormhole attack, and routing mes-
sage flooding attack. However, it needs to make sub-
stantial modifications in the network layer, including
introducing a translation service for mapping the vir-
tual IDs to the real IDs, a protocol to propagate the
updates of the nodes’ virtual identities, and a mech-
anism that enables the legitimate nodes to securely
join the network. As a result, the complexity and
cost of implementation are high.

The SDN shuffle approach (MacFarland and
Shue, 2015) uses synthetic addressing information to
replace the real addressing information for defending
against reconnaissance. Each time a client requests a
DNS resolution of the server, the DNS server would
notice the SDN controller. Then the SDN controller
generates a synthetic IP address and a media access
control (MAC) address for the application server,
sets a short TTL value, and sends them to the DNS
server to reply to the client. In addition, the SDN
controller orders the server to install network address
translation (NAT) rules that translate the synthetic
IP and MAC addresses into the real addresses. In
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this manner, each client receives synthetic addresses
for the server, which can be rotated by the SDN con-
troller for each new DNS resolution. This allows the
SDN controller to provide a moving IP address for
each client. Specifically, the short TTL set by the
SDN controller ensures that the client will re-issue
DNS requests for new connections, which allows the
server to again change the addresses. As a result, it
can defend against reconnaissance effectively. How-
ever, it needs to be deployed under the SDN archi-
tecture and modify the OS of the DNS server to
cooperate with the SDN controller.

In the random port and address hopping
(RPAH) approach (Luo et al., 2015), each server
host is associated with a VAR, which is the unused
address space of the server domain, and each ap-
plication running on the server host is associated
with a virtual port range (VPR), which is the un-
used port space of the host. After a fixed hopping
interval, the server would mutate its IP addresses
and communication ports based on a pseudo-random
function with shared secret keys, source identity (sr-
cID), service identity (svcID), and time. There-
fore, clients must use different vIP:vPort pairs to
obtain services in different time intervals, which can
effectively defeat various internal and external re-
connaissance. However, similar to OF-RHM, RHM,
and spatio-temporal address mutation, RPAH must
modify the traditional gateways to provide address
hopping gateway (AHG), port hopping engine, and
port and address hopping gateway (PAHG) for rIP
to/from vIP translations, rPort to/from vPort trans-
lations, and rIP:rPort to/from vIP:vPort transla-
tions, respectively. In addition to the cost for modi-
fication, it introduces large overhead for translation,
storage, update, and searching of the address infor-
mation. The gateways can be the new important
target to be protected.

4.2 Characteristics of moving target defense
strategies

As mentioned earlier, there are three main cate-
gories to actively design and develop MTD. Although
each of these attempts uses its own methodology for
designing various mechanisms, there are some com-
mon characteristics that govern the construction of
these MTD mechanisms, and we call them multi-
candidate, diversity, randomness, and limited timeli-
ness. In addition to the four common characteristics,

there is a minor characteristic named ‘attack surface
reduction’.

4.2.1 Multi-candidate

From the existing research, we know that there
is usually a large configuration space for a specific
MTD strategy. As mentioned earlier, the configu-
ration space should comprise all the domains of the
moving parameters. In other words, it is related to
the problem about ‘WHAT to move’. Therefore, here
the term ‘multi-candidate’ is not strict or general,
and it has different meanings for the MTD strategies
in different categories. Moreover, regardless of the
category, all the mechanisms are multi-candidate.
Each MTD strategy has its own method of gener-
ating multi-candidate, which can be initialized at
the beginning, or can be generated gradually in the
process of defense.

For the mechanisms in the category of soft-
ware transformations, the multi-candidate usually
means the multiple variants of software. In addition,
the multi-candidate can be created by four meth-
ods, namely, based on specific architecture, compiler,
semantics-preserving rewriting, and randomization.

For the mechanisms in the category of DPT,
the multi-candidate usually means the multiple ex-
ecution environments or configurations for shifting.
They can be created through three routes, namely,
inherence, virtualization technology, and evolution-
inspired techniques.

For the mechanisms in the category of network
address shuffling, the multi-candidate usually means
the multiple values of the IP address or the port
for shifting. The multi-candidate can be generated
through two routes. One is by assigning a set of
candidate IP addresses and/or port numbers to the
protected host directly. The other is gradually pro-
ducing a set of candidate IP addresses and/or port
numbers through calculation (e.g., using the current
address and a hash function to generate the next
address).

For better understanding, we summarize them
in Table 2.

4.2.2 Diversity

Diversity takes multi-candidate as the founda-
tion, and it means that there must be much differ-
entiation in terms of properties between these can-
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Table 2 Methods to create multi-candidate

Method Mechanism

aGenerating based on a specific ChameleonSoft (Azab et al., 2011)
architecture

aCompiler-generating Compiler-generated software diversity (Jackson et al., 2011) and adaptive
just-in-time code diversification (Jangda et al., 2015)

aSemantics-preserving rewriting End-to-end software diversity (Christodorescu et al., 2011) and proactive obfuscation
(Roeder and Schneider, 2010)

aRandomization Practical software diversification (Pappas et al., 2013), SEM (Cui and Stolfo, 2011),
HMS (le Goues et al., 2013), and NOMAD (Vikram et al., 2013)

bInherence TALENT (Okhravi et al., 2011a), MORE (Thompson et al., 2014), and the SDN-based
frequency-minimal MTD approach (Debroy et al., 2016)

bVirtualization technology SCIT (Bangalore and Sood, 2009), MAS (Huang and Ghosh, 2011), and the MTD
strategy for cloud-based services (Peng et al., 2014)

bEvolution-inspired techniques The approach of evolving computer configuration (John et al., 2014; Lucas et al., 2014)
cAssigning a set of candidate OF-RHM (Jafarian et al., 2012), RHM (Al-Shaer et al., 2013), spatio-temporal address

IP addresses and/or port mutation (Jafarian et al., 2014), MOTAG (Jia et al., 2013), and RPAH
numbers directly (Luo et al., 2015)

cProducing a set of candidate SDNA (Yackoski et al., 2011), MT6D (Dunlop et al., 2011), MTD-MANETs (Albanese
IP addresses and/or port et al., 2013), and the SDN shuffle approach (MacFarland and Shue, 2015)
numbers gradually

a Belonging to the category of software transformations; b belonging to the category of dynamic platform techniques; c belonging
to the category of network address shuffling

didates. It is also an important feature of MTD.
Intuitively, shifting among the multiple candidates
with diversity would make the target more secure
than shifting among the multiple candidates with the
same properties, because it increases the attacker’s
exploration surface (Zhuang et al., 2014b) and the
difficulty of targeting the correct attack attribute of
the system in the right period.

For all the mechanisms in the school of software
transformations, diversity is introduced when soft-
ware variants are generated.

For the mechanisms in the school of dynamic
platform techniques, except for SCIT (Bangalore and
Sood, 2009), in which each VS is with the same pris-
tine state and the identical properties, and thus there
is no diversity, all the other mechanisms exhibit di-
versity. Moreover, diversity is introduced when the
multiple candidates are created.

For all the mechanisms in the category of net-
work address shuffling, regardless of the manner in
which the multiple IP addresses and/or port num-
bers are generated, the multiple IP addresses and/or
port numbers must be different from one another;
i.e., the set of addresses/port numbers are diverse,
to make the mechanisms effective.

Generally, when producing the multi-candidate
for each MTD strategy, diversity is usually generated
concurrently. Moreover, each MTD strategy has its

own way to generate diversity (Table 3).

4.2.3 Randomness

Unpredictability is an important goal of MTD
techniques, which can make it hard for the attacker
to predict the precise information of the target in the
next period, thus increasing the work effort to attack,
decreasing the probability of successful attacks, and
increasing the target’s resiliency. In the achieved
MTD mechanisms, unpredictability is usually in the
form of randomness, which is the external manifes-
tation of the way to move (i.e., ‘HOW to move’, and
exactly speaking, the way to choose the next candi-
date). Randomness means that the defender chooses
the next configuration pseudo-randomly from the
attacker’s perspective, which leads to the unpre-
dictability of MTD techniques. Therefore, random-
ness is a key factor to ensure the effectiveness of MTD
strategies. Almost all the MTD strategies have this
feature, and the difference among them is the ap-
proach to generating the randomness, or more accu-
rately, the way to choose the next candidate. The
typical methods are summarized in Table 4.

4.2.4 Limited timeliness

A technique has the feature of limited timeli-
ness if it can change the value of the moving param-
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Table 3 Methods to introduce diversity

Method Mechanism

aTargeting different quality attributes, such as reliability, ChameleonSoft (Azab et al., 2011)
performance, robustness, and mobility

aUsing different variation techniques, such as ISR, register Compiler-generated software diversity
randomization, NOP insertion, and stack base randomization (Jackson et al., 2011)

aDiversifying the entities referenced in subprograms End-to-end software diversity (Christodorescu et al., 2011)
aChoosing and applying different transformations, such as Practical software diversification (Pappas et al., 2013)

atomic instruction substitution, instruction reordering, and
register reassignment, to each instance of the protected
application

aUsing existing techniques such as ISR, ASR, and SEM (Cui and Stolfo, 2011)
polymorphic mutation

aMaking the multiple server replicas to have few shared Proactive obfuscation (Roeder and Schneider, 2010)
vulnerabilities when created (without details)

aUsing dynamic instruction set randomization HMS (le Goues et al., 2013)
aRandomizing each name/ID parameter used by users NOMAD (Vikram et al., 2013)

to submit data
aUsing adaptive NOP insertion Adaptive JIT code diversification (Jangda et al., 2015)
bThere are multiple heterogeneous physical hardware TALENT (Okhravi et al., 2011a)

platforms and operating systems inherently
bNo diversity SCIT (Bangalore and Sood, 2009)
bEquipping each VS with a unique software mix MAS (Huang and Ghosh, 2011)
bNo details MTD strategy for cloud-based services (Peng et al., 2014)
bUsing crossover and mutation operations to create and The approach of evolving computer configuration

maintain diversity (John et al., 2014; Lucas et al., 2014)
bThe VMs are equipped with different distributions of Linux MORE (Thompson et al., 2014)
bThere is a heterogeneous VM pool inherently The SDN-based frequency-minimal MTD approach

(Debroy et al., 2016)
cDiversity is inherent when a set of candidate IP addresses OF-RHM (Jafarian et al., 2012), RHM (Al-Shaer et al.,

and/or port numbers is assigned to the host directly 2013), spatio-temporal address mutation (Jafarian et al.,
2014), MOTAG (Jia et al., 2013), and RPAH
(Luo et al., 2015)

cDiversity is progressively introduced when the set of SDNA (Yackoski et al., 2011), MT6D (Dunlop et al.,
candidate IP addresses and/or port numbers is produced 2011), MTD-MANETs (Albanese et al., 2013), and the
gradually SDN shuffle approach (MacFarland and Shue, 2015)

a Belonging to the category of software transformations; b belonging to the category of dynamic platform techniques; c belonging
to the category of network address shuffling

eter (i.e., using a new value to replace the old one)
periodically or erratically. Limited timeliness is the
external manifestation of the problem on ‘WHEN
to move’. It is another key factor to ensure the ef-
fectiveness of MTD strategies, and almost all the
MTD strategies have this feature. It is the right
attribute that makes the information collected by
adversaries have short validity period, and thus ef-
fectively degrades the attacker’s capacity to identify
specific targets, gathers more essential information,
and then initiates and launches an attack, thus in-
creasing the work effort for attackers to exploit the
vulnerabilities for the desired target. The interval
of limited timeliness is determined by the mutation
frequency, which is critical for the MTD techniques.
Now, limited timeliness is usually achieved by pre-

setting a fixed interval, using an adjustable interval,
triggered by anomalous events, or in some other ways
(Table 5).

4.2.5 Attack surface reduction

In addition to the four common characteristics,
attack surface reduction is a minor characteristic
that exists in parts of MTD mechanisms and that can
enhance the security of the target. Intuitively, the
larger the attack surface, the more insecure the sys-
tem (Manadhata and Wing, 2011b). As mentioned
in Section 3, attack surface can be viewed as a set
of all the properties of the system that can be used
for attack. Attack surface reduction means reducing
some of the properties, and the usual way to achieve
attack surface reduction is to repair some vulnera-
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Table 4 Methods to create randomness

Method (Description) Mechanism

Choosing randomly (the next candidate is ChameleonSoft (Azab et al., 2011), end-to-end software
randomly chosen to replace the current candidate) diversity (Christodorescu et al., 2011), practical software

diversification (Pappas et al., 2013), SEM (Cui and Stolfo,
2011), proactive obfuscation (Roeder and Schneider, 2010),
HMS (le Goues et al., 2013), NOMAD (Vikram et al., 2013),
adaptive JIT code diversification (Jangda et al., 2015),
OF-RHM (Jafarian et al., 2012), spatio-temporal address
mutation (Jafarian et al., 2014), and MOTAG (Jia et al., 2013)

Choosing by rotation (the next candidate is chosen SCIT (Bangalore and Sood, 2009), MAS (Huang and Ghosh,
by turns) 2011), and MORE (Thompson et al., 2014)

Choosing according to function (the next MT6D (Dunlop et al., 2011), RHM (Al-Shaer et al., 2013),
candidate is calculated by a function) MTD-MANETs (Albanese et al., 2013), the SDN shuffle

approach (MacFarland and Shue, 2015), the SDN-based
frequency-minimal MTD approach (Debroy et al., 2016),
and RPAH (Luo et al., 2015)

Choosing according to game theory (this method Manadhata (2013), Zhu and Başar (2013),
is used to provide a general method for attack and Carter et al. (2014)
surface shifting, and there can be multiple specific
strategies under the guidance of this method)

Choosing according to the attack behavior observed Spatio-temporal address mutation (Jafarian et al., 2014), and
or perceived (the next candidate is chosen to TALENT (Okhravi et al., 2011b)
meet some specific security requirements)

∗(The next candidate is chosen based on an MTD MTD strategy for cloud-based services (Peng et al., 2014)
service deployment strategy proposed by authors)

∗(The selection probability for each candidate OF-RHM (Jafarian et al., 2012)
directly relates to the weight that is associated
with each candidate based on a certain criterion)

∗(The next candidate (new configuration) is chosen The approach of evolving computer configuration
according to the security level assessed by the (John et al., 2014; Lucas et al., 2014)
assessment component)

∗(No details) SDNA (Yackoski et al., 2011)
∗ Belonging to some other ways

bilities of the target. It can be seen as an equivalent
transformation technique, as it can create another
functional equivalence but fewer attack surface vari-
ants of the target software/running platform.

As mentioned earlier, attack surface shifting can
be considered an effective way of MTD. In addi-
tion, attack surface reduction can be another way to
improve the security of the system to some extent,
and it can work together with attack surface shifting
or be used alone.

There are two related works about the combi-
nation of attack surface shifting and attack surface
reduction. In the approach of evolving computer con-
figuration (John et al., 2014; Lucas et al., 2014), evo-
lutionary algorithms (such as genetic algorithms) are
used to create a set of candidate configurations that
consist of a group of parameters; then the security
score is arrived at based on the security information
on the system to choose a new and more secure con-

figuration periodically for deployment. In this way,
the system’s attack surface changes over time and
the security vulnerabilities become smaller. HMS (le
Goues et al., 2013) also achieves attack surface reduc-
tion using evolutionary algorithms to automatically
repair vulnerabilities while shifting the system’s at-
tack surface continuously. Although both the types
of work use evolutionary algorithms, the main dif-
ference between them is embodied in three aspects.
The first aspect is the way of attack surface shifting.
In John et al. (2014) and Lucas et al. (2014), attack
surface shifting was achieved by replacing the cur-
rent configuration with a new configuration that was
generated based on the old configurations; le Goues
et al. (2013) used a spatio-temporal diversity engine
to imbue software with a dynamically shifting attack
surface. The second aspect is the timing of attack
surface reduction. In John et al. (2014) and Lucas
et al. (2014), it is the time of configuration replace-



1140 Cai et al. / Front Inform Technol Electron Eng 2016 17(11):1122-1153

Table 5 Methods to produce limited timeliness

Method (Description) Mechanism

Presetting a fixed interval (the mechanism Proactive obfuscation (Roeder and Schneider, 2010), HMS
changes its candidate periodically, i.e., at (le Goues et al., 2013), SCIT (Bangalore and Sood, 2009),
a regular/fixed interval) MAS (Huang and Ghosh, 2011), TALENT (Okhravi et al., 2011a),

MORE (Thompson et al., 2014), OF-RHM (Jafarian et al., 2012),
spatio-temporal address mutation (Jafarian et al., 2014), RPAH
(Luo et al., 2015), and the approach of evolving computer
configuration (John et al., 2014; Lucas et al., 2014)

Using an adjustable interval (the mechanism ChameleonSoft (Azab et al., 2011), end-to-end software diversity
changes its candidate according to an (Christodorescu et al., 2011), practical software diversification
adjusted timer, or a strategy determined (Pappas et al., 2013), SEM (Cui and Stolfo, 2011), adaptive
by the administrator) JIT code diversification (Jangda et al., 2015), MTD strategy for

cloud-based services (Peng et al., 2014), MTD-MANETs
(Albanese et al., 2013), MT6D (Dunlop et al., 2011), and RHM
(Al-Shaer et al., 2013)

Triggering by anomalous events (the mechanism ChameleonSoft (Azab et al., 2011), TALENT (Okhravi et al., 2011a),
changes its candidate when there is an attack MAS (Huang and Ghosh, 2011), and MOTAG (Jia et al., 2013)
or when the security level is decreased)

∗(Limited timeliness is triggered by user request) NOMAD (Vikram et al., 2013)
∗(Limited timeliness is achieved by the SDNA (Yackoski et al., 2011)

occurrence of address rewriting when packets
enter or exit the OS)

∗(Limited timeliness is achieved by setting the SDN shuffle approach (MacFarland and Shue, 2015)
TTL value)

∗(Limited timeliness is achieved based on the SDN-based frequency-minimal MTD approach
statistical attack pattern and probability) (Debroy et al., 2016)

∗ Belonging to some other ways

ment, while in le Goues et al. (2013) it is the time
when attack attempts are thwarted and detected.
The third aspect is the vulnerabilities repaired by
them respectively. In John et al. (2014) and Lucas
et al. (2014), the security-critical vulnerabilities are
removed gradually, while in le Goues et al. (2013),
both security-critical and non-security critical
vulnerabilities are repaired.

In addition, there are two works focusing on
only attack surface reduction. Rinard (2011) sug-
gested applying equivalent transformation to the ap-
plication, in other words, cutting some functional-
ities that are beyond users’ needs because most of
the attack surfaces often come from functionalities
that users do not need and may not even be aware
of. Also, he believed that some automatic tech-
niques, such as input rectification, functionality ex-
cision, functionality replacement, loop perforation,
and cyclic memory allocation, can remove the super-
fluous functionality of a program and thus can elim-
inate security vulnerabilities (i.e., reduce the attack
surface) while enabling the system to provide the
normal service. Andel et al. (2014) proposed that
the protected program with known vulnerabilities

would be divided into sections of invulnerable and
vulnerable parts, and that the invulnerable sections
would run on a traditional processor as usual while
the vulnerable sections run on a field-programmable
gate array (FPGA), which can make sure that the at-
tacks on the vulnerable sections are no longer carried
out. In this sense, it seems that the attack surface
of the protected program is reduced. In the two ap-
proaches, there is only attack surface reduction but
no attack surface shifting. Although they transform
the software and can increase the overall security of
the protected system to some extent, they cannot be
classified as an MTD technology in the strict sense,
because they do not conform to the vision of MTD
described in the literature (NITRD, 2010).

4.3 Summary of moving target defense strate-
gies

It is well known that the entire goal of MTD
is to increase the work effort for attackers, to limit
the exposure of vulnerabilities and opportunities for
attacks, and to increase the resiliency and security
of the protected system (NITRD, 2010). However,
there is yet no standard definition of what an MTD
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is so far (Zhuang et al., 2014b). NITRD (2010)
and Okhravi et al. (2013) proposed that a cyber
moving target technique refers to any technique that
attempts to defend a system and increase the com-
plexity and cost for attackers by making the system
less static, less deterministic, and less homogeneous.

In other words, the goal of MTD can be de-
composed into three specific sub-goals, namely, less
static, less deterministic, and less homogeneous.
From our own perspective, the three sub-goals do
not need to be reached at the same time. For a
single system, if the static nature is broken, the de-
terministic nature is broken simultaneously, and thus
the work effort of the attacker can be increased ef-
fectively. For a network/compound system that con-
tains more than one system, if defenders make one
or more systems in the network less static and less
deterministic, the work effort for attacking the sys-
tem can be increased. If defenders make the network
only less homogeneous, the work effort of large-scale
attacks would also increase. No matter what the case
is, the work effort of attackers can be increased.

According to the sub-goals, we divide MTD
techniques into three types:

1. HETE-type
The MTD techniques can make the target only

less homogeneous, in other words, more heteroge-
neous. Until now, only the compiler-generated soft-
ware diversity approach (Jackson et al., 2011) falls
within this type.

2. DYNA-type
The MTD techniques can make the target only

less static and less deterministic, in other words,
more dynamic. Until now, only the SCIT (Bangalore
and Sood, 2009) belongs to this type.

3. Mixed-type
It is the combination of HETE-type and DYNA-

type. Moreover, from the existing works mentioned
in Section 4.1, we know that the mechanisms with
this type are the most in number.

We have extracted some characteristics shared
by the MTD strategies in Section 4.2. For the five
characteristics discussed above, we have the follow-
ing facts:

First, for each proper MTD, multi-candidate is
the necessary condition for all the three types of
MTD. For the MTD techniques that can make the
target only less homogeneous, there must be multi-
ple candidate instances with diversity. For the MTD

techniques that can make the target less static and
less deterministic, there is a large configuration space
provided for moving, which consists of multiple can-
didate instances.

Second, for an MTD strategy with HETE-type,
such as compiler-generated software diversity (Jack-
son et al., 2011), it is obvious that multi-candidate
and diversity are the two necessary and sufficient
conditions, and the other conditions are not needed.
As mentioned in Jackson et al. (2011), the compiler-
based technique MSSD creates large-scale software
diversity in the network by making every user obtain
a unique diversified variant of the target software.
Therefore, it is harder for the attacker to expand
attack, and the probability of successful large-scale
attack would decrease. However, there is no instance
replacement and thus it is not equipped with the fea-
ture of randomness or limited timeliness.

Third, for an MTD strategy with DYNA-type,
such as SCIT (Bangalore and Sood, 2009), multi-
candidate, randomness, and limited timeliness are
the three necessary and sufficient conditions. On
the one hand, if an instance is online only for lim-
ited timeliness, it can always interrupt the process of
an attack (including the reconnaissance), and the
randomness makes it hard for an attacker to fol-
low the change of the target or even makes the
attacker lose the target. Hence, an MTD mecha-
nism with the three characteristics can usually in-
crease the work effort of attack and conform to
the vision and goal of MTD. On the other hand,
MTD tries to create, evaluate, and deploy mech-
anisms and strategies that are diverse, continually
shifting, and changing over time. The shifting of
multiple configurations/instances means that an in-
stance is characterized by limited timeliness, and the
shifting needs to possess randomness to confuse the
attacker effectively. Diversity is only an assistant
way to improve the effectiveness for this MTD be-
cause it can make the multi-candidate less homoge-
neous. Although it exists in most MTD techniques
used to make the single protected system less static
and deterministic, it is neither the sufficient con-
dition nor the necessary condition for this type of
MTD. We can take MAS (Huang and Ghosh, 2011)
and SCIT (Bangalore and Sood, 2009) as examples.
Each VS in MAS is equipped with a unique software
mix and thus the VSs are diverse, while each server
in SCIT has the same pristine state and thus the
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VSs do not possess diversity. However, both MAS
and SCIT can be classified into MTD technology.
Therefore, diversity is neither the sufficient condition
nor the necessary condition for this type of MTD.

Fourth, for an MTD strategy with the mixed-
type, multi-candidate, diversity, randomness, and
limited timeliness are the four necessary and suf-
ficient conditions. The reason can be seen in the
second and third considerations.

Fifth, attack surface reduction is an assistant
method used in the MTD technique, and it can be
an assistant only for the strategies falling in the cate-
gories of software transformations and dynamic plat-
form techniques. As mentioned earlier, the usual way
to achieve attack surface reduction is to repair the
vulnerabilities of the target. For the strategies in the
category of network address shuffling, the moving pa-
rameter is the network address, which is an attack-
able property but not a vulnerability, and it cannot
be reduced. For the strategies in the category of soft-
ware transformations, the moving parameter is the
target software, which may include some vulnerabil-
ities that can be reduced. For the strategies in the
category of dynamic platform techniques, the mov-
ing parameters are the running platform and config-
uration, which may also include some vulnerabilities
that can be reduced.

We use Table 6 to present our five conclusions.

5 Moving target defense evaluation

In this section, we summarize the studies in the
area of MTD evaluation. MTD evaluation aims at
measuring the effectiveness and efficiency of exist-
ing mechanisms to get some insights and provide
reference for a new design. To achieve this goal,
it needs approaches and metrics. Many evaluation
approaches have been proposed and they have been
used to measure the preliminary design of an MTD
system or a category of MTD techniques. There
have also been many evaluation metrics. Some are
common metrics that can be used for major evalu-
ation approaches (Sandoval and Hassell, 2010; van
Leeuwen et al., 2015; Zaffarano et al., 2015; Zhang
et al., 2016). Some are specific metrics to fit with one
approach (Clark et al., 2013; Han et al., 2014; Zhuang
et al., 2014a). In this study, we focus on the evalua-
tion approaches. Existing evaluation approaches can
be typically divided into four groups: experiment-

based evaluation, theoretical analysis based evalu-
ation, model analysis based evaluation, and mixed
method based evaluation that mixes the various ap-
proaches mentioned.

1. Experiment-based evaluation
Zhuang et al. (2012; 2013) used a simulation

testbed, which was built on NeSSi2, to evaluate the
effectiveness of their preliminary design of a net-
work MTD system that can adopt SDNA (Yackoski
et al., 2011) as the security policy enforcement unit
for each role/VM (Yackoski et al., 2013b). In the
experiments, VM refreshing was used as an MTD
technique, and conservative attack graph was used
to guide the attacks. VM refreshing is an adaptation
in each simulation time interval, by which the con-
figuration manager randomly selects a role, and then
shuts down a VM that performs the role in one host
and restarts a new VM that plays the same role in
a random host with a new VM ID and IP address.
The goal of the experiments is to investigate the ef-
fects of randomly changing one aspect of the system
(role to VM mapping) in decreasing an adversary’s
chance for success. However, the work does not have
universality because the evaluation is just based on
the proposed design schema.

2. Theoretical analysis based evaluation
Han et al. (2014) characterized the power of

MTDs through cyber epidemic dynamics. They
first classified existing MTD techniques into three
groups, network-based, host-based, and instrument-
based MTD techniques. Each of these can
be correspondingly accommodated within the cy-
ber epidemic dynamics models that with dy-
namic attack-defense structures, with dynamic pa-
rameters, or with dynamic attack-defense struc-
tures and dynamic parameters. Then the char-
acterization is done based on two measures de-
fined by the authors, named (μ1, μ2, ..., μJ ,π

∗
1)-

powerful and (μ1, μ2, ..., μJ ,π1, γ)-powerful. How-
ever, the two measures can evaluate only the ef-
fectiveness of the MTDs as a whole; in other
words, using this approach can identify only
whether MTDs can induce the system to be se-
cure but cannot know the degree of improve-
ment in security brought about by the MTD
techniques.

3. Model analysis based evaluation
Evans et al. (2011) proposed a game model to

analyze the effectiveness of dynamic diversity de-
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Table 6 A brief summary of the five characteristics

Mechanism Type
Multi-

Diversity Randomness
Limited Attack surface

candidate timeliness reduction

aCompiler-generated software diversity HETE
√ √

(Jackson et al., 2011)
aChameleonSoft (Azab et al., 2011) Mixed

√ √ √ √
aEnd-to-end software diversity Mixed

√ √ √ √
(Christodorescu et al., 2011)

aPractical software diversification Mixed
√ √ √ √

(Pappas et al., 2013)
aSEM (Cui and Stolfo, 2011) Mixed

√ √ √ √
aProactive obfuscation Mixed

√ √ √ √
(Roeder and Schneider, 2010)

aHMS (le Goues et al., 2013) Mixed
√ √ √ √ √

aNOMAD (Vikram et al., 2013) Mixed
√ √ √ √

aAdaptive just-in-time code Mixed
√ √ √ √

diversification (Jangda et al., 2015)
bTALENT (Okhravi et al., 2012) Mixed

√ √ √ √
bSCIT (Bangalore and Sood, 2009) DYNA

√ √ √
bMAS (Huang and Ghosh, 2011) Mixed

√ √ √ √
bMTD strategy for cloud-based Mixed

√ √ √ √
services (Peng et al., 2014)

bApproach of evolving computer Mixed
√ √ √ √ √

configuration (John et al., 2014;
Lucas et al., 2014)

bMORE (Thompson et al., 2014) Mixed
√ √ √ √

bSDN-based frequency-minimal Mixed
√ √ √ √

MTD approach (Debroy et al., 2016)
cSDNA (Yackoski et al., 2011) Mixed

√ √ √ √
cMT6D (Dunlop et al., 2011) Mixed

√ √ √ √
cOF-RHM (Jafarian et al., 2012) Mixed

√ √ √ √
cRHM (Al-Shaer et al., 2013) Mixed

√ √ √ √
cSpatio-temporal address mutation Mixed

√ √ √ √
(Jafarian et al., 2014)

cMORPHINATOR (http://defense- Mixed
√ √ √ √

update.com/tag/morphinator)
cMOTAG (Jia et al., 2013) Mixed

√ √ √ √
cMTD-MANETs (Albanese et al., 2013) Mixed

√ √ √ √
cSDN shuffle approach Mixed

√ √ √ √
(MacFarland and Shue, 2015)

cRPAH (Luo et al., 2015) Mixed
√ √ √ √

a Belonging to the category of software transformations; b belonging to the category of dynamic platform techniques; c belonging
to the category of network address shuffling

fenses against sophisticated attackers. The pro-
posed model involves an attacker and a defender,
and the defender’s goal is to provide a service with
high reliability and performance, while the attacker’s
goal is to exploit the server. With considering
five attack strategies used by an attacker against
diversity defense, they used the model to analyze
the effectiveness of dynamic diversity defenses, and
to identify scenarios where MTDs (here, the term
represents the diversity defenses) are or are not ef-
fective and how the rate of re-diversification affects
the attacker’s success probability.

Xu et al. (2014) proposed a three-layer model
to evaluate and compare the effectiveness of different
MTD techniques. The first layer is the program state
machine (PSM), which is created for each program
and is used to capture the low-level context informa-
tion from the individual programs to express how an
attack instance and an MTD instance would affect
resources in the program. An MTD instance refers
to the set of MTDs deployed in a system, in which
each MTD is deployed to protect one or multiple pro-
grams. The second layer is the system state machine
(SSM), which is designed upon the first layer. It is
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expected to model the interaction between programs,
and different states of SSM represent damage to dif-
ferent components in the system. There are multiple
different SSM variants to be switched to evaluate the
effectiveness of different MTD techniques. The third
layer is the evaluation state machine (ESM), which
is used to describe the damage to the whole system
in an explicit manner and to evaluate the different
defenses against the different attacks provided. It is
the first approach to evaluate and compare the effec-
tiveness of different MTD techniques; however, it is
too complicated for users.

Moody et al. (2014) used stochastic Petri nets
(SPNs) to model and evaluate a defensive maneuver
cyber platform, which uses MTD and deceptive de-
fense tactics. Through the use of SPNs to model each
node comprising the platform and the whole plat-
form system, they discussed the trade-offs between
security and operations in the defensive maneuver
cyber platform, specifically identifying the impact of
the transition firing rate.

4. Mixed method based evaluation
Carroll et al. (2014) used urn models (proba-

bilistic models) and simulations to investigate the
performance of network address shuffling. By con-
sidering static addresses (no address changed) and
perfect shuffling (addresses being changed after each
and every connection), they identified four factors
that influence the probability of attacker success, and
the theoretical analysis shows that address shuffling
is an acceptable defense if there is a small popula-
tion of vulnerable systems within a large network ad-
dress space. Moreover, they used simulations based
on actual network traces collected from Dartmouth
University’s CRAWDAD Project to investigate the
relationship between shuffling frequency and connec-
tion loss and have obtained an upper bound of the
defense performance. Motivated by their work, Luo
et al. (2014) used the urn models and simulations to
analyze the effectiveness of port hopping. The sce-
narios they used and the conclusions they obtained
are similar to those in Carroll et al. (2014). Crouse
et al. (2015) used urn models and simulations to com-
pare the effectiveness and performance of network
address shuffling (an example of movement), honey-
pots (an example of deception), and a combination
of both for defending against reconnaissance. The
simulations are based on the 2008 SIGCOMM Con-
ference Packet Traces, and they obtained the con-

clusion that the defense performance of honeypots
(deception) is typically better than that of network
shuffling (movement) alone, but worse than that of
the combination of deception and movement.

Zhuang et al. (2014a) presented an analytical
model to calculate the likelihood of intrusion suc-
cess from outside the network to a specific node in
a network, in which partial nodes are deployed with
MTD techniques such as VM refreshing or replace-
ment. Through the simulations, they arrived at the
conclusion that the designer can tune the three key
parameters, network node configuration, adaptation
(i.e., VM refreshing/replacement) interval, and the
number of nodes adapted in each interval, to find
better protection for a critical node. However, the
model is not practical, as it is based on the hypoth-
esis that each node in the attack path must know
the probabilities that the attackers can compromise
it from a previous node and from it to its next nodes
when there is no adaptation.

Okhravi et al. (2014b) proposed a generalized
model of DPT to quantify the effectiveness of DPT
and validated the model through simulations. They
described the four features of existing DPT first and
then analyzed and measured the impact of these fea-
tures on the security provided by DPT on the testbed
developed by them, called TALENT (Okhravi et al.,
2012), through experiments. Based on the knowl-
edge of the experiments and the analysis results, they
presented a generalized model of DPT, which can be
used to quantify their effectiveness. They also sim-
ulated the generalized model and showed that the
testbed measurements and the simulations match
with a small error, which validates the fact that they
have indeed captured at least the major effect that
contributes to the effectiveness of dynamic platform
techniques.

Clark et al. (2013) proposed an analytical ap-
proach to study the effectiveness of the decoy-based
MTD and presented a simulation via MATLAB to
verify the analysis. In the decoy-based MTD, a
large number of decoy nodes were introduced, each
equipped with a valid IP address and simplified com-
mon network protocols to be like a valid node. Then
the IP addresses of all nodes including the decoys
were randomized to reduce the probability of the
real node being identified and attacked. They pre-
sented a simulation study via MATLAB and the
real-world data from Network Mapper (NMAP) to
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determine whether a node is real or a decoy by
observing the timing of the node responses to probe
packets, in other words, to characterize the effective-
ness of the decoys in mimicking the real nodes on the
system performance, which reflects the effectiveness
of the decoy-based MTD.

Lu et al. (2015) proposed a generic framework
to model and evaluate the effectiveness of proac-
tive cyber maneuvers to protect the critical path
in MANETs. The example scenario is that an at-
tacker tries to continuously compromise or infect
nodes, while the defender attempts to patch vulner-
able nodes or heal infected nodes. The authors first
proposed the framework to analytically model cyber
maneuvers that can be adopted by the defender and
their utilities. Based on the framework, they devel-
oped an optimal solution to maximize the lifetime of
the critical path. Then through analysis and numer-
ical simulations, they validated the effectiveness of
the solution.

Hong and Kim (2016) used security models to
evaluate the effectiveness of MTDs. They first di-
vided the MTD techniques into three groups, shuf-
fle, diversity, and redundancy, and then incorporated
them into a two-layer hierarchical attack represen-
tation model (HARM), with the attack graph in
the upper layer and the attack tree in the lower
layer. Thereafter, they assessed the effectiveness
of the MTDs and measured the changes in perfor-
mance and security after deploying MTD techniques
through simulations. Moreover, based on the mea-
surement, the MTDs can be compared to choose the
most effective one.

From the existing methods, we find that they
can be divided into two groups according to their
goals. One group aims to evaluate the effectiveness of
one type of MTD strategies, such as the evaluation of
dynamic diversity defense (Evans et al., 2011). The
other group not only evaluates the effectiveness of
one type of MTD strategies, but also identifies the
parameters that can influence the defense effect of
these MTD strategies, such as the the evaluation of
port hopping (Luo et al., 2014). The contributions
of these works are summarized in Table 7.

Apart from the methods above, Zaffarano et al.
(2015) proposed an approach based on the siege’s cy-
ber quantification framework (CQF) to measure the
effectiveness of network-based. Actually, the empha-
sis is more on the testbed than on the evaluation

approach. In addition, Eskridge et al. (2015) pro-
posed an emulation environment for MTD experi-
mentation, which provides a set of tools for cyber-
security researchers to perform experiments for eval-
uating MTD techniques.

6 Discussion

In this study, we have presented a lot of related
works that have important practical significance and
that involve three main areas in the MTD field. How-
ever, there are still some directions that need to be
researched in depth in this field.

1. Practicality
Being practical is the foundation and basis for

a mechanism to be widely applied in the real world,
and the field of MTD is no exception. There are
three problems that need to be addressed for prac-
ticability. The first and foremost one is that the
technique is needed; i.e., the functionality is needed
by users. The second one is the transparency to
users, which means that the deployment of the pro-
posed mechanism must not change or influence the
normal user’s operation greatly. In addition, the per-
formance loss of the protected target induced by the
deployment must be acceptable to users. The third
one is the deployment cost. If the cost of deploying
an MTD technique is too high to accept, the user
will refuse to deploy it. Currently, related work is
poor. It is well known that inserting garbage in-
structions is an effective defense against code-reuse
attacks. However, it slows down the program execu-
tion simultaneously. Murphy et al. (2014) proposed
the use of software profiling methods to reduce the
runtime overhead through optimizations, which were
performed by varying the probability for the inser-
tion of a garbage instruction at any particular loca-
tion in the binary code.

2. Hybrid MTD
Currently, the major MTD mechanisms are at

a single layer, which means that there is only one
moving parameter or that multiple moving parame-
ters belong to one layer. The hybrid MTD mech-
anism is a mechanism that has multiple moving
parameters at different layers. In addition, the
‘layer’ here can be seen as the three layers forming
a networking system as mentioned earlier or other
layers proposed through other criteria. Existing
works include MUTE (Al-Shaer, 2011), multi-layer
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Table 7 A brief summary of the evaluation approaches

Reference Approach Goal Contribution

aZhuang et al. (2012) Simulation E-F Evaluate the effectiveness of a network MTD proposed
by the authors, and identify that the frequency of
changes can influence the likelihood of attack success

bHan et al. (2014) Theoretical analysis E Provide a general approach for using cyber epidemic dyna-
mics and two metrics to characterize the power of MTDs

cEvans et al. (2011) A game model E Consider five attacking scenarios (circumvention attacks,
deputy attacks, brute force and entropy reduction
attacks, probing attacks, and incremental attacks) to
evaluate the effectiveness of dynamic diversity defenses
and conclude that MTD is not always effective

cXu et al. (2014) A three-layer model E Provide a general model to evaluate the effectiveness of
MTDs. Furthermore, this model can be used to compare
the effects of different MTDs

cMoody et al. (2014) Stochastic Petri nets model E-F Evaluate the benefits of the maneuverability for the
defensive maneuver cyber platform, which uses MTD
and deceptive defense. Furthermore, identify that the
ratio of deceptive to operational nodes and the
transition firing rate can influence the defense effect

dCarroll et al. (2014) Urn models and simulation E-F Analyze the effectiveness of network address shuffling.
Furthermore, identify the four characteristics that influ-
ence the attack success probability, namely, network add-
ress space, percentage of address space probed, number
of vulnerable computers, and address shuffle frequency

dLuo et al. (2014) Urn models and simulation E-F Analyze the effectiveness of port hopping. Furthermore,
identify the four characteristics that influence the
defense effectiveness, namely, port pool size, the number
of probes, the number of vulnerable services, and
hopping frequency

dCrouse et al. (2015) Urn models and simulation E-F Compare the effectiveness of network address shuffling,
honeypots, and the combination of the two. Furthermore,
quantify the influence of some factors, such as network
size, the number of scans, deployment of honeypots, and
the number of vulnerable computers

dZhuang et al. (2014a) An analytical model and E-F Analyze the effect of MTD (specifically, virtual machine
simulation refreshing/replacement) in an enterprise network.

Furthermore, identify that the three key factors are
network node configuration, refreshing/replacement
interval, and the number of nodes refreshed/replaced
in each interval

dOkhravi et al. (2014b) A generalized model for DPT, E Propose a generalized model of DPT to evaluate the
experiments, and simulations protection provided by dynamic platforms and validate

the model
dClark et al. (2013) Analytical approach and E Evaluate the effectiveness of the decoy-based MTD, where

simulation deception and IP address randomization are deployed
dLu et al. (2015) A generic framework model E Evaluate the effectiveness of the proactive cyber

and simulation maneuvers to protect the critical paths in MANETs
dHong and Kim (2016) Security model and simulation E Provide a general approach to evaluate the effectiveness

of MTDs. Furthermore, the approach can be used to
compare different MTDs

‘E’ represents that the work just evaluates the effectiveness; ‘E-F’ represents that the work aims not only to evaluate the
effectiveness but also to identify the key factors that can influence the defense effect of MTD. a Belonging to the experiment-
based category; b belonging to the theoretics-based category; c belonging to the model-based category; d belonging to the mixed
category

MTD for protecting resource-constrained distributed
devices (Casola et al., 2014), the MTD system that
enables full protocol stack agility (Corbett et al.,

2014), and the MTD with dynamic randomization
of network attributes (Chavez et al., 2015). MUTE
integrates random address hopping and random
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finger printing to randomly modify the routing IP,
OS, and application identity that are independent
of the actual information, to hinder the adversary’s
capabilities in scanning or discovering network tar-
gets, launching DoS attacks, and creating botnet
structures. The multi-layer MTD for protecting
resource-constrained distributed devices attempts to
protect resource-constrained devices through recon-
figuring them at the security level or the physical
layer at runtime based on current requirements. The
security layer reconfiguration can be performed by
switching among different cryptosystems that sat-
isfy specific security requirements, and the physical
layer reconfiguration is done by switching among dif-
ferent versions of firmware. The MTD system that
enables full protocol stack agility uses the follow-
ing three MTD approaches, server diversity, mod-
ulation and coding scheme obfuscation, and mod-
ulation remapping, to counter intelligent jamming
attacks. The MTD with dynamic randomization of
network attributes contains two types of random-
izations, network address (including the IP address
and TCP/UDP port) randomization and route ran-
domization, to thwart adversaries. The network ad-
dress randomization is achieved on the network layer,
and the route randomization is achieved on the over-
lay layer. Compared to a single MTD mechanism,
hybrid MTD mechanisms can make the movement
on the protected target more complex, thus render-
ing the attack more difficult and costlier. However,
these processes involve greater cost for management
and resource maintenance, and can also influence the
system performance greatly.

3. Network monitoring
It is clear that defense is an activity aiming at

the activities of the attacker; thus, it must know ex-
actly the attack behavior at the present time to make
a better defense decision. Prakash and Wellman
(2015) validated this opinion. They used the empir-
ical game-theoretic techniques to examine the inter-
action between attackers and defenders and found
that reliable probe detection is very important for
effective deterrence. The reliable probe detection is
closely related to the ability of monitoring. How-
ever, most of the current research is on the mobility
capabilities and command-and-control capabilities,
which must be linked together tightly (expect Zhu
et al. (2014), in which the authors proposed two
iterative reinforcement learning algorithms to help

the defender get more information about the attack,
thus making the optimal defenses). The research on
network monitoring in MTD is very little; thus, the
follow-up research should extend in this direction.

4. Application on existing approaches
As mentioned earlier, MTD is a design princi-

ple. It can be applied not only to different system
attributes to generate various MTD mechanisms but
also to existing security evaluation or defense ap-
proaches to improve their effects. Several works
have been reported in this area. Rahman et al.
(2014) applied MTD to the power system state es-
timation to harden the security and precision of
this process. Oehmen et al. (2013) applied MTD
to enable the means of detection moving away from
the static signature-based detection, which is often
probed by adversaries, to discover what patterns are
being searched for, thus increasing the cost of at-
tacks and the effect of the detection. Colbaugh
and Glass (2012) applied MTD to the process of
predictability-oriented defense against adaptive ad-
versaries to increase the difficulty of the adversary’s
reverse-engineering task. Although, strictly speak-
ing, these applications cannot be classified into MTD
technology, they have practical significance.

5. Evaluation
All the aforesaid evaluation approaches have two

features: (1) The main goal is to evaluate the effec-
tiveness of the approaches and to find the major fac-
tors that contribute to the security provided by the
MTD approach. It still lacks the evaluation of perfor-
mance and efficiency. (2) They evaluate mainly one
category of MTDs but lack the comparison among
different MTD techniques, except Xu et al. (2014)
and Hong and Kim (2016). Therefore, the follow-up
evaluation should extend along these two aspects.

6. Application of game theory and adversarial
model

In the MTD area, there are two types of research
on the application of game theory and adversarial
model. One type is the research on suitability. Bi-
lar et al. (2013) presented a detailed study of the
coevolution of the Conficker worm and the associ-
ated defenses against it, which demonstrates that
attackers and defenders present moving targets to
each other because advances by one side are coun-
tered by the other. Jain et al. (2013) described some
key challenges in applying the game theory for se-
curity and proposed key ideas and algorithms for
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solving and understanding the characteristics of
large-scale real-world security games. Gonzalez
(2013) presented the challenges and potentials for
extending computational models of human behav-
iors at the individual level to address predictions in
two-player (i.e., a defender and an attacker) non-
cooperative dynamic cyber-security situations. The
other type is security scheduling strategy design.
Manadhata (2013) introduced a game theoretic at-
tack surface shifting and reduction approach to ex-
plore the optimal MTD strategy, in which a complete
and perfect information stochastic game model was
used. Zhu and Başar (2013) proposed a feedback
multi-stage defense strategy based on a two-person
zero-sum game theory model to secure the system by
shifting its attack surface. Carter et al. (2014) used
a two-player, incomplete, iterative leader-follower
game model to determine the destination platform
for dynamic platform defenses. In the context of
suitability research, Gonzalez (2013) and Jain et al.
(2013) proposed some future works. In the context of
strategy design, since the interaction between attack-
ers and defenders quite fits the game theory theme,
it would be quite interesting to investigate strategy
design in the direction of using the game theory.

7. Application of SDN architecture

Currently, some existing MTD mechanisms were
presented on the basis of SDN architecture, including
the SDN-based frequency-minimal MTD approach
(Debroy et al., 2016), OF-RHM (Jafarian et al.,
2012), the SDN shuffle approach (MacFarland and
Shue, 2015), and the MTD with dynamic random-
ization of network attributes (Chavez et al., 2015).
Kampanakis et al. (2014) investigated how SDN can
be used to support network-based MTD techniques,
and insisted that SDN can make the implementation
of MTD techniques more practical, more customiz-
able, and easier to deploy. It is well known that SDN
is a flexible architecture, based on open standards,
and can be directly programmable. This feature can
indeed produce some common benefits, such as sep-
arating the network control and forwarding planes,
thereby making the design and implementation of
MTD more customizable. However, there are still
some open research challenges for the application
of SDN architecture in the MTD area, such as in-
tegration of SDN architecture with the traditional
network architecture, security of the controller, and
trade-off between the cost and benefits.

7 Conclusions

We have presented an inclusive overview on
MTD technology based on the research areas in the
MTD field. MTD is a promising approach to con-
tinually move the entity or properties that are vul-
nerable to attacks, thus increasing the work effort of
an attacker. This active feature leads to a defense
paradigm shift that can alter the asymmetric sit-
uation of attacks and defenses in the cyber-security
field. The major important literature in this field has
been covered in this systematic review, and the fore-
most contribution of this work is the systematic de-
scription of the results of research in this field. More-
over, we have proposed a new security model and a
function-and-movement model, extracted some char-
acteristics common to the MTD strategies, and sum-
marized the ways to ensure the effectiveness of MTD
strategies.

We first introduced a new security model, as
well as a function-and-movement model. The new
security model is used to describe the change in the
traditional defense paradigm due to the introduction
of MTD. From this model, readers can easily under-
stand the operation paradigm of MTD techniques,
as well as the difference between MTD and tradi-
tional defense. The function-and-movement model
provides a new perspective for understanding MTD
research, including facets of this field, target for re-
searching, functionality and defense, and the inter-
relationship among them. We have divided the ex-
isting research into three main areas according to
their research content, namely, MTD theory, MTD
strategy, and MTD evaluation.

Then we systematically presented the state of
the art of the three research areas in the MTD field,
respectively.

In the area of MTD theory, we described the
main research in this area and concluded that there
are three elements for an MTD technique, i.e.,
‘WHAT to move’, ‘HOW to move’, and ‘WHEN to
move’. ‘WHAT to move’ refers to the moving param-
eter. ‘HOW to move’ refers to the way to move the
selected moving parameter, which implies two opera-
tions, selection (choosing a new value for the moving
parameter(s) from its/their domain through various
ways) and replacement (using the selected new value
to replace the old one). ‘WHEN to move’ refers to
the time series defined by the defender for replace-
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ment, in other words, the frequency of moving. The
three elements collectively describe a complete MTD
strategy.

In the area of MTD strategy, we have cate-
gorized the existing strategies into three main cat-
egories, named software transformations, dynamic
platform techniques, and network address shuffling
according to the moving parameter and presented
detailed interpretations of their running mode at
first. Then we summarized a set of characteristics
for MTD strategies and the ways to ensure the ef-
fectiveness of MTD strategies. Moreover, the ways
to ensure the effectiveness of MTD strategies include
the methods of generating these characteristics, as
well as the necessary and sufficient conditions for
creating effective MTD strategies. The set of char-
acteristics includes four main characteristics and a
minor characteristic. The four main characteristics
are multi-candidate, diversity, randomness, and lim-
ited timeliness. The minor characteristic is attack
surface reduction. The MTD techniques can also
be divided into three types according to their spe-
cific goals, and the characteristics as necessary and
sufficient conditions for strategies were analyzed in
each type. The analysis shows that, for the MTD
techniques that can make the target only less homo-
geneous, multi-candidate and diversity are the two
necessary and sufficient conditions. The other con-
ditions are not essential. For the MTD techniques
that can make the target only less static and less de-
terministic, multi-candidate, randomness, and lim-
ited timeliness are the three necessary and sufficient
conditions. For the MTD techniques that can make
the target less static, less deterministic, and less ho-
mogeneous, multi-candidate, diversity, randomness,
and limited timeliness are the four necessary and
sufficient conditions. Attack surface reduction is an
assistant that can be used only in the techniques of
the categories of software transformations and dy-
namic platform techniques to improve their defense
effect.

In the area of MTD evaluation, we have intro-
duced the existing evaluation approaches in detail
and concluded their features and shortcomings. We
found that some works aim at identifying the param-
eters that can influence the defense effect of a specific
kind/category of MTD strategies, and they are very
helpful for designing new MTD systems. We also
found that evaluation is mainly for effectiveness but

not for performance and efficiency, and there still
lacks comparison among different categories of MTD
strategies. Thus, they can be the future directions of
research. All these summaries in the three areas are
very useful for understanding MTDs and can provide
guidance to follow-up researchers.

We hope that this exhaustive and informative
review article will serve as the taxonomy for navi-
gating and invigorating subsequent research in the
MTD field.
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